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Abstract

We study an optimal control problem consisting in minimizing the L∞ norm of a Borel
measurable cost function, in finite time, and over all trajectories associated with a controlled
dynamics which is reflected in a compact prox-regular set. The first part of the paper provides
the viscosity characterization of the value function for uniformly continuous costs. The second
part is concerned with linear programming formulations of the problem and the ensued by-
products as e.g. dynamic programming principle for merely measurable costs.

1 Introduction

This paper focuses on the min-max control problem

(1) Minimize ‖h(·, x(·), u(·)‖L∞[t,T ]

over the absolutely continuous solutions of differential variational inequalities of the type

(2)

 i) x′(s) ∈ f(s, x(s), u(s))−NK(x(s)) for almost all s ≥ t

ii) x(s) ∈ K for all s ≥ t, x(t) = x.

Here, the set K is a nonempty closed subset of RN and NK(x) is the normal cone to K at x ∈ K (see
Definition 2 below). The set U is a compact subset of a finite-dimensional space. The dynamics f
is a regular function from [0, T ]×RN ×U into RN and the control u(·) : [0, T ]→ U is a measurable
function. The precise assumptions will be made available at a latter time. The reader is invited to
note that (2) includes the classical case without reflection because for K = RN , the normal cone
NK(x) reduces to the set {0}. Moreover the function h is defined on [0, T ]×K×U and takes values
into R.

Existence results for (2) are established in [17] for a convex set. The convexity assumption
on the set K has been relaxed in [10] whose author merely requires the tangential regularity. We
also refer to [30] for the case of a closed set K for an existence result of viable solution, when the

∗The work of the first author has been supported by the National Key R and D Program of P.R. China No.
2018YFA0703900 and the NSF of P.R. China No. 12031009.
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reflection is obtained via the Clarke normal cone. Note that in [30] the set K may depend on the
time parameter t.

This kind of dynamics is of particular relevance to mechanics as it is used to study he concept of
inelastic shocks (as introduced in [20]). For this concept see also [19]. Moreover, numerical methods
are developed in [9] for the study of systems composed of interacting rigid bodies. One of the
methods relies on Moreau’s sweeping process which is similar to a reflected problem. Furthermore,
the controlled system (2) features properties ensuring the existence of solutions belonging to the
fixed set K, while the controlled dynamics remains as close as possible to the original one. For
the case of normal directions, the reader is referred to [22, 25] and references therein. For control
problems with usual costs (integral and/or final) and reflected dynamics, the associated Hamilton-
Jacobi equation becomes a Hamilton-Jacobi Partial Differential Inclusion relying on the normal cone
to the reflection set. Necessary and sufficient conditions of optimality for this kind of problems with
standard costs, their asymptotic behavior, linearisation techniques and the regularity of their value
functions are studied in [23, 24, 27].

In the present paper, we focus on value functions given by a supremum cost of type

V∞(t, x) ≡ inf
u(·)∈U(t,T )

‖h (·, x (·, t, x, u(·), u(·))) ‖L∞[t,T ], for all (t, x) ∈ [0, T ]×K.(3)

The set of admissible controls is denoted by U(t, T ) = {u(·) : [t, T ]→ U, u measurable}. Here and
throughout the paper, unless explicitly needed, we will drop the dependency U(t, T ) and just write
U . We consider that x (·, t, x, u(·)) is a solution of (2) associated with the control u(·) ∈ U and
starting from (t, x) ∈ [0, T ]×K.

The value function V∞ is to be characterized as a unique, continuous viscosity solution of the
following quasi-variational inequality

(4)
max

{
V∞t (t, x) +H(t, x, V∞(t, x), V∞x (t, x))− 〈NK(x), V∞x (t, x)〉 ;

min
u∈U
|h(t, x, u)| − V∞(t, x)

}
3 0, (t, x) ∈ [0, T )×K;

V∞(T, x) = inf
u∈U
|h(T, x, u)|, x ∈ K.

Here the Hamiltonian is a function from [0, T ]× RN × (0,∞)RN to R, defined by

H(t, x, r, q) := min{〈q, f(t, x, u)〉 : u ∈ U(t, x, r)},
where U(t, x, r) is given by

U(t, x, r) = {u ∈ U : |h(t, x, u)| 6 r},

for every (t, x, r) ∈ [0, T ]× RN × R.
Notice that in the previous inequality some difficulties are introduced by the lower obstacle

given by min
u∈U
|h(t, x, u)| and by the constraints on the control u i.e. the set U(t, x, V∞). Moreover,

the value of the Hamiltonian is minimized over a set which depends on the solution and that is
why we refer to the inequality (4) as a quasi-variational inequality.

We adopt the Lp-approach which already known in the literature for usual non-reflected dy-
namics, see e.g. [5]). Therefore, we rely on the approximating value functions defined by

V p(t, x) := inf
u(·)∈U

(

∫ T

t
|h(τ, x(τ), u(τ)|pdτ)1/p,

for all (t, x) ∈ [0, T ] × K and p ≥ 1. Their associated Hamilton Jacobi Bellman inequalities are
given by

(5)


V p
t (t, x) +H(t, x, V p(t, x), V p

x (t, x))− 〈NK(x), V p
x (t, x)〉 3 0

if (t, x) ∈ [0, T )×K;

with the final condition V p(T, x) = 0 if x ∈ K.

2



Here, the Hamiltonian Hp : [0, T ]× RN × [1,∞]× RN → R is defined by

H(t, x, r, q) := min
u∈U
{〈q, f(t, x, u)〉+ 1

p
|h(t,x,u)|p
rp−1 }.

We observe that, the value functions V p, p ≥ 1 are only continuous and therefore, for their charac-
terization, we employ the notion of the viscosity solution introduced by Crandall and Lions in [11].
Furthermore, another difficulty is due to the presence of time and space dependence in U(t, x, r).
Consequently, the Hamiltonian function H is not continuous and the extension of viscosity theory
to discontinuous Hamiltonian is needed (see for instance Barles and Perthame [4]). For different
definitions of continuous and discontinuous viscosity solutions see also Ishii solutions (discussed
in [3]) based on semi-continuous envelopes of functions, semi-continuous solutions introduced by
Frankowska in [13] and by Barron and Jensen in [6] for convex Hamiltonians, and the envelope
solutions [2] which are related to Subbotin minimax solutions [29], called bilateral solutions in [2].

The approach developed in the first part of the paper is similar to the one in [5] and adapted to
respond to the difficulty introduced by the reflection via NK(·). To this purpose, Section 3 gathers
the viscosity arguments for the penalized problems with Lp costs and their asymptotic behavior.
More precisely, we identify of the limit value with the function V∞. Section 4 is dedicated to
further analysis of the regularity of the value function illustrated by Proposition 12. The viscosity
solution aspects presented in Theorem 16 constitute the core of this first part. The behavior of V∞

is deepened in Theorem 17 and complemented by a uniqueness result in Proposition 19.

The second part of the paper (Section 5) focuses on linearization techniques for control problems
with reflected dynamics. Roughly speaking, instead of looking at the controlled solution, the linear
programming formulations embed the triplet (time, solution, control) into an (occupation) proba-
bility measure on the naturally associated space [0, T ]×RN ×U ×RN (the first three components
used for running costs and the last for the terminal cost). Of course, this is a relaxation technique
and one must ensure that the associated value function is the same. For usual (non-reflected)
dynamics, this makes the object of [14] (see also [8, 7, 28, 15]). The constraints appearing in the
linear formulation deal with the differential formula for regular test functions and they can also
capture state-constraints for the dynamics.

Keeping in mind that our aim here is to study reflected dynamics, we rely on inf-convoluted
approximations of these dynamics (and their associated control problems) in Section 5.1. For these
problems, we recall the convergence arguments in Proposition 20 and the classical linearization
results in (20) and (21). The subtlety is that, in our present framework, the occupation measures
need to include a further component in order to cope with the presence of the reflection term.
For approximating dynamics, this is achieved by adding a further Dirac mass at the gradient of
the penalization for the occupation measures and their convex hull in (23). The ensuing sets of
constraints are subsets of a reference probability space that is (weakly *) compact. Then, the initial
reflected problem can roughly be seen as a minimization one over the lower limit of such sets. A
further subtle point in the definition of the limit set Θ∞ (cf. (25)) is the necessity to comply with
convexity and closedness. For this set of constraints Θ∞ (cf. (25)), support conditions compatible
with the reflection and the state constraints on the dynamics respectively a differential-type formula
are provided in the first main result Lemma 22.

In order to mimic dynamics issued from general measures (cf. (26), (27)) we extend the set
of constraints by identifying the initial condition x ∈ RN with the Dirac mass δx. We prove an
abstract semigroup behavior for the sets of constraints, result constituting the second main result
of this part, cf. Theorem 26. The semigroup property relies on measures being concatenated in a
natural way inspired by flow property for the solutions. Second, we emphasize that the subtlety
on convex combinations mentioned for the definition of Θ∞ crucially intervenes in the proof of
Theorem 26. As a by-product of this result, we obtain dynamic programming principles for L∞
problems with Borel measurable cost functions h. This provides an extension of the results of [5]
on dynamic programming to a possibly discontinuous framework.
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Note that the proofs are mostly relegated to the last Section 6.

2 Preliminaries

2.1 Some Notations

For our reader’s sake, we gather here some of the classical notations employed throughout the paper

• The fixed time horizon is T > 0.

• The state space will be some standard Euclidean space RN (with N ∈ N∗ = {n ∈ Z : n ≥ 1})
endowed with the usual norm denoted by ‖·‖.

• For a subset K ⊂ RN , we denote by intK its interior and by ∂K the frontier.

• The set of controls, U , will stand for a compact subset of some Euclidean space Rq.

• For notation purposes, we let

– B̄(0, r) stands for the 0-centered, r-radius closed ball of RN (for some r > 0);

– For δ > 0 and an initial time/space datum (t, x) ∈ R+ × RN , we let Bδ(t, x) be the open
δ-radius ball of RN+1 with center (t, x). The associated closed ball will be denoted by B̄δ(t, x).

• We will consider the following Banach-type spaces:

– C1 the class of real-valued continuously differentiable functions. Depending on the context,
they can be set on [0, T ]×RN or restricted on [0, T ]×K (where K ⊂ RN ). In the last part of
the paper, we consider C1 test functions according to the weak convergence of measures. In
this setting, such functions will be defined on R+ × RN × U or R+ × R2N × U ;

– BUC ([t, s]×K) will stand for the family of real-valued bounded uniformly continuous func-
tions defined on [t, s]×K ⊂ R1+N .

– Lp will stand for 1 ≤ p ≤ ∞ - power integrable real-valued functions. If the measure is not
specified, it will implicitly be the Lebesgue measure (Leb). Otherwise, we will specify it (e.g.,
in the last part Lp (γ (ds, dy, dz, du)) stands for Lp

(
R+ × R2N × U, γ;R

)
where the support

R+ × R2N × U is endowed with the Borel sets.

– Since the costs will be taken with respect to E := Lp (1 ≤ p ≤ ∞), we denote by ‖·‖E the
usual norms on these Banach spaces.

• For a function φ ∈ C1
(
RN+1

)
, φt and φx denote the time partial derivative, respectively the

space gradient.

• For a Polish space X we denote by P(X) the set of probability measures on X.

2.2 Definitions, Assumptions and Further Notations

We assume that f : [0, T ]×K × U → RN is continuous and satisfies the following conditions.

(Hf )

{
‖f(s, x, u)− f(t, y, u)‖ ≤M (|s− t|+ ‖x− y‖) for all t, s ∈ [0, T ], x, y ∈ K, u ∈ U.

The set f(t, x, U) is convex for all t ∈ [0, T ], x ∈ K.

Here, M > 0 is a given real constant. Throughout the paper we assume the following.

The function h is bounded, uniformly continuous with space continuity modulus µh :

sup
t≥0;u∈U

|h(t, x, u)− h(t, y, u)| ≤ µh (‖x− y‖) , ∀x, y ∈ RN .(Hh)
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Remark 1 Due to the qualitative aspects of our problem (set in a compact time/space framework),
we can assume, without loss of generality that h is strictly positive and bounded away from 0 i.e.

inf
t≥0; x∈RN ; u∈U

h(t, x, u) ≥ δ > 0.

We continue with recalling the definitions of the tangent and normal cones [1].

Definition 2 For x ∈ K, we denote by1

TK(x) :=

{
z ∈ RN : lim inf

ε→0+

dK(x+ εz)

ε
= 0

}
,

the tangent cone to K at x and by

NK(x) = TK(x)− =
{
p ∈ RN : 〈p, z〉 ≤ 0, for all z ∈ TK(x)

}
,

the normal cone to K at x.

Recall that TK(x) is a closed cone and NK(x) is a closed convex cone. Throughout the paper,
we assume a particular feature of the set K, namely that it is a proximal retract. More precisely,

Definition 3 A closed set K ⊂ Rn is called a proximal retract or prox-regular if there exists a
neighborhood N of K such that the projection ΠK : RN → K is single-valued on N .

We recall that, for all x ∈ RN , the projection is defined by

ΠK(x) :=

{
z ∈ K : ‖x− z‖ = inf

y∈K
‖x− y‖

}
.

The properties of such sets are the key for the proof of the existence and uniqueness results con-
cerning (2) and (4). The class of proximal retracts includes closed, convex sets and C1,1 sets. A
complete characterization of proximal retract sets is made in [21] (Theorem 4.1, p. 5245). In par-
ticular, such sets have the property that there exists ρ > 0 such that every nonzero normal “can
be realized” by a ball with a radius equal to ρ. This characterization says specifically that only
“exterior” corners are allowed. Moreover, if K is a proximal retract, then the normal cone has a
hypo-monotonicity property cf. [21, Theorem 4.1] as well as cf. Lemma 4.2 and Theorem 2.2 in [10].
That is, there exist r, c > 0 such that the application x 7→ NK(x) ∩ B̄(0, r) + cx is monotone2 on
K.

We now proceed with recalling some results from [22, 25]. Consider (t, x) ∈ [0, T ] × K and
denote by Sf (t, x) the set of absolutely continuous solutions of

(6)

{
i) x′(s) ∈ f(s, x(s), u(s))−NK(x(s)), for almost all s ≥ t.

ii) x(s) ∈ K for all s ≥ t, x(t) = x.

and by SF (t, x) the set of absolutly continuous solutions of

(7)

{
i) x′(s) ∈ F (s, x(s))−NK(x(s)), for almost all s ≥ t.

ii) x(s) ∈ K for all s ≥ t, x(t) = x.

As usual, the set-valued function F is defined by F (s, x) := {f (s, x, u) : u ∈ U} .We will also make
use of the following standard result (cf. [1])

1Here dK(·) is the distance function to the set K.
2Recall that a set valued map G : K → RN is monotone if 〈y1 − y2, x1 − x2〉 ≥ 0, ∀yi ∈ G(xi), i ∈ {1, 2}

5



Proposition 4 Let us suppose that K is compact and sleek3 and f(·, ·, U) is a Marchaud4 map.
Then the map (t, x) 7→ SF (t, x) defined on [0, T ] × K with values in W 1,1 ([0, T ]×K) is u.s.c.
(upper semicontinuous) with non-empty compact images.

Moreover we have the following identity.

Proposition 5 Suppose that K is a compact sleek set and (Hf ) holds true.

(i) If x(·) is a solution to (7) starting from (t, x) ∈ [0, T ] ×K, then there exists u(·) ∈ U [t, T ]
such that x(·) is equal to x(·; t, x, u(·)), the solution of (6).

(ii) As a direct consequence of (i) we have that SF = Sf .

Finally, we recall the following continuity result with respect to the initial data.

Lemma 6 Assume that (Hf ) holds true and K is a bounded proximal retract. Then for x(·) ∈
Sf (t, x) and y(·) ∈ Sf (s, y) controlled by u(·) ∈ U(t) and for T ≥ s ≥ t ≥ 0, there exist C > 0, a
constant depending on T such that

(8) ‖x(τ ; t, x, u(·))− y(τ ; s, y, u(·))‖ ≤ C(‖x− y‖+ |t− s|) for all τ ∈ [t, T ].

2.3 Viscosity solutions

We start by introducing the following definition in order to describe the value function as a unique
solution of (4). For different notions of viscosity solutions see for instance [2] [4], [11].

Definition 7 A viscosity supersolution of (4) is a l.s.c function ψ : [0,+∞[×K → R such that

for every φ ∈ C1 and (t, x) ∈ arg min(ψ − φ),

min

{
{φt(t, x) +H∗ (t, x, φ(x, t), φx(t, x))} ;

{
ψ(t, x)−min

u∈U
|h(t, x, u)|

}}
≥ 0, if x ∈ intK,

and if x ∈ ∂K, there exists y ∈ NK(x) such that

min {{φt(t, x)(t, x) +H∗ (t, x, φ(x, t), φx(t, x))− 〈y,∇xφ(t, x)〉}} ;

{{
ψ(t, x)−min

u∈U
|h(t, x, u)|

}}
≥ 0.

A viscosity subsolution of (4) is an u.s.c function ϕ : [0,+∞[×K → R such that

for any φ ∈ C1 and (t, x) ∈ arg max(ϕ− φ),

max

{
{φt(t, x) +H∗ (t, x, φ(x, t), φx(x, t))} ;

{
min
u∈U
|h(t, x, u)| − ϕ(t, x)

}}
≤ 0, if x ∈ intK,

and if x ∈ ∂K there exists z ∈ NK(x) such that

max

{
{φt(t, x) +H∗ (t, x, φ(x, t), φx(t, x))− 〈z,∇xφ(t, x)〉} ;

{
min
u∈U
|h(t, x, u)| − ϕ(t, x)

}}
≤ 0

For our readers’ sake, we recall that the Hamiltonian H has been defined in the introduction and
H∗ respectively H∗ are the relaxed Hamiltonians defined, for (t, x, q, r) ∈ [0, T ]×RN × (0,∞)×RN
as

H∗(t, x, r, q) := lim sup
ε→0

{H(s, y, ρ,m) : |t− s|+ ||x− y||+ |ρ− r|+ ||q −m|| ≤ ε},

3The set K is sleek if the map x 7→ TK(x) is lower semicontinuous (l.s.c.).
4A set valued map F from RN onto RN is called Marchaud map if F is upper semicontinuous (u.s.c.) with

non-empty compact convex values and has a linear growth.
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and
H∗(t, x, r, q) := lim inf

ε→0
{H(s, y, ρ,m) : |t− s|+ ||x− y||+ |ρ− r|+ ||q −m|| ≤ ε}.

For further properties of H∗ and H∗ see Section 4. A viscosity solution of (4) is a function which
is both subsolution and supersolution.

Note that a viscosity solution is a continuous function because it is simultaneously u.s.c and l.s.c.

In what follows, we focus our attention on the study of Lp-control problems and we formulate
intermediate results wich will allow us to describe their behavior when p→∞.

3 Lp Control Problems and Asymptotic Behavior

3.1 Viscosity Arguments for the Penalization

Recall that the value functions associated to Lp control problems are defined by

V p(t, x) := inf
u(·)∈U

(∫ T
t |h(τ, x(τ), u(τ)|pdτ

) 1
p
,

for all (t, x) ∈ [0, T ]×K and p ≥ 1. Moreover, their associated Hamilton-Jacobi-Bellman inequalities
are given by

(9)


V p
t (t, x) +Hp(t, x, V p(t, x),∇V p

x (t, x))− 〈NK(x),∇V p
x (t, x)〉 3 0,

if (t, x) ∈ [0, T )×K;

with the final condition V p(T, x) = 0 if x ∈ K.

Here, 〈NK(x),∇V p
x (t, x)〉 is the set {〈q,∇V p

x (t, x)〉 : q ∈ NK(x)} and the Hamiltonian Hp : [0, T ]×
[1,∞]× RN × RN → R is defined by

Hp(t, x, r, q) := min
u∈U

{
〈q, f(t, x, u)〉+

1

p

|h(t, x, u)|p

rp−1

}
.

We begin the study of the Lp control problem with the following auxiliary result.

Proposition 8 Suppose that K is a compact prox regular set and the assumptions (Hf ) and (Hh)
hold true. Then, the value function W defined by

(10) W (t, x) := inf
u∈U [t,T ]

∫ T

t
|h(s, x(s; t, x, u(·)), u(s))|pds,

for all (t, x) ∈ [0, T ]×K is BUC([0, T ]×K) and satisfies the final condition W (T, x) = 0, for all
x ∈ K.

The proof is rather classical but we provide it in the first subsection of Section 6 for our readers’
sake.

Using the previous result we characterize the value function V p as follows.

Proposition 9 Suppose that K is a compact prox regular set and the hypotheses (Hf ) and (Hh)
hold. Then, for each 1 ≤ p < ∞, V p ∈ BUC([0, T ]×K) and it is the unique continuous viscosity
solution of the following Hamilton Jacobi Bellman inequality

0 ∈Lp(V p)

:= V p
t (t, x) + min

u∈U
{〈V p

x (t, x), f(t, x, u)〉+
1

p

(
|h(t, x, u)|
V p(t, x)

)p
V p(t, x)} − 〈NK(x), V p

x (t, x)〉
(11)

if t ∈ [0, T ), x ∈ K satisfying the final condition V p(T, x) = 0 on K.

The proof is postponed to Section 6. Moreover, for determining the equation satisfied by W we
employ a version of Proposition 11 from [22]. Then we use the transformation y 7→ yp and the
definition of viscosity solutions in order to find the inequality (11) characterizing V p.
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3.2 Asymptotic behavior

The aim of this subsection is to prove the existence of the limit lim
p→∞

V p and its link with V∞. To

this purpose, we begin with the following result.

Proposition 10 Let us assume that K is prox regular set and that both (Hf ) and (Hh) hold true.
Then, the following assertions hold true simultaneously and for all 0 ≤ t ≤ T and all x ∈ K.

(i) V p(t, x) ≤M(T − t)1/p.

(ii) If p ≤ p′ then V p(t, x) ≤ V p′(t, x)(T − t)(p′−p)/pp′.

(iii) The limit lim
p→∞

V p(t, x) exists.

(iv) The function γ : [0, T ]×K → R given by

(12)


γ(t, x) := lim

p→∞
V p(t, x) = lim

p→∞
V p(t, x)(T − t)−1/p if t < T, and

γ(T, x) := min
u∈U
|h(T, x, u)|

is globally lower semicontinuous and continuous at (T, x) for all x ∈ K.

The proof is similar with the original one which is given in [5] for the case without reflected
dynamics. However, we provide some elements for our readers’ sake in Subsection 6.1. We proceed
with a result stating that the value function V∞ coincides with the candidate function γ(·) given
by (12).

Proposition 11 We assume that K is a compact prox regular set and that (Hf ) and (Hh) hold
true. Then the identity γ(t, x) ≡ V∞(t, x) holds for all (t, x) ∈ [0, T ]×K.

The proof which is postponed to Subsection 6.1 is based on convenient estimates given in Lemma
29.

4 The L∞ optimal control problem

4.1 Regularity of V ∞

We begin with some regularity aspects concerning the value function V∞.

Proposition 12 Let us assume that K is a compact prox regular set and that (Hf ) and (Hh) hold
true. Then the value function V∞ ∈ BUC([0, T ]×K) and V∞(T, x) = min

u∈U
|h(T, x, u)|.

The proof is presented in Subsection 6.2. It consists in showing the space (uniform) continuity,
followed by the time continuity on [t, T ) and, finally, analyzing the behavior at T . Note that we
use the help of time-shifted control policies.

Remark 13 We emphasize that V p converges uniformly to V∞ on compact subsets of [0, T )×K.

Indeed, in this case the sequence of functions (t, x) 7→ V p(t, x) (T − t)
1
p which is indexed by p

satisfies the monotonicity assumption in Dini’s (first) theorem. Consequently, the convergence of
V p to the continuous function V∞ is uniform.

8



4.2 Some Tools

This section gathers some results from [5, Section 2], as for example

1. the penalty result in mathematical programming (cf. [5, Proposition 2.1]),

2. basic properties of the Hamiltonian which is discontinuous in our case,

3. the proprieties of the set U(t, x, r), (t, x, r) ∈ [0, T ]× RN × R which is used in the definition of
the Hamiltonian (cf. [5, Propositions 2.4, 2.5 and 2.3]).

The previous facts allow to formally infer the viscosity behavior of V∞. Moreover, they are impor-
tant for several proofs contained in the next subsection.

Proposition 14 [5, Proposition 2.1] Let α, β be two real-valued continuous functions on U ,
where U ⊆ Rq is a compact set and let µ and ν ∈ (0,+∞). Then

lim
p→∞

min
u∈U

{
α(u) +

1

p

[
|β(u)|
ν

]p
µ

}
= min {α(u);u ∈ U(ν)} ,

where U(r) ≡ {u ∈ U : |β(u)| ≤ r} for r > 0.

We continue by recalling some properties of the discontinuous Hamiltonian and of the set U(t, x, r),
(t, x, r) ∈ [0, T ] × RN × R. Note that, the precise definition appears in the introduction, but we
recall it here, for reading purposes: U(t, x, r) = {u ∈ U : |h(t, x, u)| ≤ r}.

Lemma 15 (i) ([5, Proposition 2.3 (i)]). If r ≤ r′, then U(t, x, r) ≤ U(t, x, r′).

(ii) ([5, Proposition 2.3 (ii)]). If r < r′, x ∈ K and 0 ≤ t < T , then there exists δ = δ(r, r′) > 0
such that

U(s, y, r) ⊆ U(t, x, r′) for all (s, y) ∈ Bδ(t, x).

(iii) ([5, Lemma 2.4 (i)]). If r ≤ r′ then, H(t, x, r, q) ≥ H(t, x, r′, q).

(iv) ([5, Lemma 2.4 (ii)]). If r < r′, x ∈ K, and 0 ≤ t < T , then there exists some δ = δ(r, r′) > 0
such that

H(s, y, r, q) ≥ H(t, x, r′, q) for all (s, y) ∈ Bδ(t, x).

Moreover, let us consider the relaxed Hamiltonians

(13)


H∗(t, x, r, q) := lim sup

ε→0
{H(s, y, ρ,m) : |t− s|+ ||x− y||+ |ρ− r|+ ||q −m|| ≤ ε},

H∗(t, x, r, q) := lim inf
ε→0

{H(s, y, ρ,m) : |t− s|+ ||x− y||+ |ρ− r|+ ||q −m|| ≤ ε}.

(v) ([5, Proposition 2.5]). We have that H∗(t, x, r, q) = H(t, x, r−, q) and H∗(t, x, r, q) ≡ H(t, x, r+, q)5.

4.3 Viscosity Results for V ∞

In this subsection we gather the main results stating the connection between the value function V∞

and the naturally associated Hamilton-Jacobi-Bellman differential (or quasi-variational) inclusion.

5Here the notations r− and r+ stand for left-hand or right-hand limits.
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Theorem 16 Suppose that K is a compact prox regular set and the hypotheses (Hf ) and (Hh) hold
true. Then V∞ is a viscosity solution of

(14) max


{V∞t (t, x) +H(t, x, V∞(t, x),∇xV∞(t, x))− 〈NK(x),∇xV∞(t, x)〉} ;{

min
u∈U
|h(t, x, u)| − V∞(t, x)

} 3 0,

if t ∈ (0, T ) and x ∈ K, with the final condition V∞(T, x) = min
u∈U
|h(T, x, u)| on K.

Again, the proof is postponed to Subsection 6.2. One considers admissible test functions for V∞

and employs the viscosity properties of the approximating functions V p in order to conclude.

4.4 Equivalent Formulation and Uniqueness

A somewhat different formulation is given by the following.

Theorem 17 Let us assume that K is a compact prox regular set and that (Hf ) and (Hh) hold
true. Then, the value function V∞

(i) is a viscosity solution of the following differential inequality

(15) V∞(t, x) +H (t, x, V∞(t, x), V∞x (t, x))− 〈NK(x), V∞x (t, x)〉 3 0, (t, x) ∈ (0, T )×K;

(ii) and satisfies V∞(T, x) = min
u∈U
|h(T, x, u)| on K.

Recall that U(t, x, r) = {u ∈ U : h(t, x, u) ≤ r}, r > 0, and the Hamiltonian is given by

(16) H(t, x, r, q) = min{〈q, f(t, x, u)〉 : u ∈ U(t, x, r)}, q ∈ RN .

Conversely, every bounded, uniformly continuous viscosity solution of (15) satisfies (14) in the
viscosity sense.

For the proof, please reefer to Subsection 6.2.

Remark 18 A direct proof of Theorem 17 in the spirit of [5, Proposition 2.2] and based on Lemma
15 can also be given. There are no particular difficulties except the need to reprove stability schemes
from [18] in the framework of differential inclusions.

We end the section with a comparison result implying, in particular, the uniqueness of our viscosity
solution.

Proposition 19 Let U and V be two real-valued functions on [0, T ] ×K satisfying the following
conditions

1. U and V are bounded uniformly continuous (the common bound is denoted by k);

2. U is a viscosity subsolution of (14);

3. V is a viscosity supersolution of (14);

4. U(T, x) = V (T, x) = minu∈U |h (T, x, u)| , x ∈ K.

Then U(t, x) ≤ V (t, x), ∀(t, x) ∈ [0, T ]×K.

The proof (given in detail in Subsection 6.2) relies on usual contradiction arguments and makes use
of the monotonicity of x 7→ NK(x) ∩ B̄(0, 1) where Lispchitz-property is usually employed.
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5 Linearization and Abstract Dynamic Programming

The aim of this section is to provide arguments allowing to extend the Bellman dynamic program-
ming principle from the regular framework with uniformly continuous costs h to merely Borel-
regular costs. The dynamics is seen as occupation measures satisfying convenient constraints given
by the state restrictions K and the differential formula. First, the main difficulty and novelty with
respect to the abundant existing literature (see for instance [8, 7, 28, 15]) is the presence of of the re-
flection elements z ∈ NK(x). Therefore, a further component is added to the occupation measures.
This new component is given by the gradient of the Yosida-Moreau penalization or equivalently
inf-convolution at the initial level. Moreover, it satisfies convenient restrictions, such as : support
conditions compatible with the reflection and the state constraints, respectively a differential-type
formula, cf. Lemma 22. Note that Lemma 22 provides the first main result. Second, the limit
set of measures Θ∞ defined by (25) needs to comply with convexity and closedness. In the second
main result of this part Theorem 26, we prove an abstract semigroup behavior by extending the set
of constraints to mimic dynamics issued from measures (cf. (26), (27)). As a by-product, we ob-
tain dynamic programming principles for L∞ problems with mere Borel measurable cost functions h.

The results presented here are constructing on some of the authors’ previous results and the
Moreau-Yosida approximations of the reflected dynamics (e.g. [14]) and are considerably more chal-
lenging than our previous ones. The need for such extensions is equally justified by the optimality
conditions through methods developed in [16].

5.1 Moreau-Yosida Approximations and Their Linearization.

When K is a proximal retract, the differential inclusion (6) can be approximated using a Moreau-
Yosida or equivalently inf-convolution argument for the distance function dK . Let n ≥ 1 and
consider

gn(x) := inf
y∈RN

{
dK(y) +

n

2
‖y − x‖2

}
, ∀x ∈ RN ,

as well as the associated dynamics

(17) x′n(t) = f (s, xn(s), u(s))−∇gn (xn(s)) , for a.e. s ∈ [0, T ].

As before, we let xn (·; t, x, u(·)) designate the unique solution to the equation (17) starting from
x ∈ RN at time t ∈ [0, T ]. Moreover, we consider the approximating value function

(18) Wn(t, x) := inf
u∈U(t,T )

∫ T

t
|h (s, xn (s; t, x, u(·)) , u(s))|p ds, (t, x) ∈ [0, T ]× RN .

Proposition 20 Let us assume that K is a proximal retract and that (Hf ), (Hh) hold true. Then,
the following assertions hold true.

(i) ([26, Proposition 4.5])There exists some constant C, only depending on the coefficient f , such
that6

(19) sup
t≤s≤T

‖xn (s; t, xn, u(·))− x (s; t, x, u(·))‖ ≤ C√
n

+ C ‖xn − x‖ ,

for t ∈ [0, T ] and n ≥ 1.

(ii) The function Wn is bounded and uniformly continuous for n ≥ 1.

6Note that C does not depend on t ∈ [0, T ], (xn, x, u(·)) ∈
(
K + C

n

)
×K × U(t, T ) and n ≥ 1.
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(iii) ([26, Proposition 4.7]) Wn converges to W uniformly on [0, T ] ×K as n → ∞. Recall that
W is defined by (10).

Assertion (i) can actually be found on the last-but-one line in the proof of [26, Proposition 4.5].
Assertion (ii) is quite classical i.e. Lipschitz dynamics and bounded, uniformly continuous costs.
Assertion (iii) appears under the pointwise form in [26, Proposition 4.7]. The uniformity follows
from (i).

We continue by recalling the following linearization procedure for the value function Wn with
fixed n ≥ 1. For doing this we have to introduce several notions.

1. Occupation measures
To every initial couple (t, x), every terminal datum T̃ ∈ (t, T ] and every admissible control
u(·) ∈ U (t, T ), we associate a measure

γt,T̃ ,x,u(·) :=
(
γ
t,T̃ ,x,u(·)
1 , γ

t,T̃ ,x,u(·)
2

)
∈ P

([
t, T̃
]
× RN × U

)
× P

(
RN
)
,

by setting7

(20)


γ
t,T̃ ,x,u(·)
1 (da, dy, dv) :=

1

T̃ − t

∫ T̃

t
1(s,(xn(s;t,x,u(·)),u(s))∈(da,dy,dv))ds,

γ
t,T̃ ,x,u(·)
2 (dy) := 1(xn(T̃ ;t,x,u(·))∈dy),

where da, dy, dv stand for Borel subsets of
[
t, T̃
]
, RN , respectively U . Note that, this definition

can be extended to T̃ = t by setting γ
t,t,x,u(·)
1 = δt,x,u(t), where δ stands for the Dirac mass. The

family of all occupation measures is denoted by Γn(t, T̃ , x). Let Kn := K + B
(
0, Cn

)
for n ≥ 1.

In view of [26, Proposition 4.4] and of Proposition 20 (i), whenever γ = (γ1, γ2) ∈ Γn(t, T̃ , x),
we have that

γ ∈ P
([
t, T̃
]
×Kn × U

)
× P (Kn) .

2. Convex hull
We introduce the set

Θ0
n

(
t, T̃ , x

)

:=


γ = (γ1, γ2) ∈ P

([
t, T̃
]
×Kn × U

)
× P (Kn) : ∀φ ∈ C1,∫

RN
φ
(
T̃ , y

)
γ2(dy)− φ(t, x) =

(
T̃ − t

)∫
[t,T̃ ]×RN×U

Lvnφ(s, y)γ1(ds, dy, dv)

 .
(21)

The generator of this set is given by

Lvnφ(s, y) := Lvφ(s, y)− 〈∇gn(y), φx(s, y)〉 = φt(s, y) + 〈f(s, y, v)−∇gn(y), φx(s, y)〉 .

where,
Lvφ(s, y) := φt(s, y) + 〈f(s, y, v), φx(s, y)〉 ,

By known results (see, e.g. [14, Corollary 2.5]) we have that

(22) Θ0
n

(
t, T̃ , x

)
= c̄o

(
Γn

(
t, T̃ , x

))
.

Here c̄o stands for the closed convex hull. Note that, by definition, the family Θ0
n

(
t, T̃ , x

)
is

non-empty, convex and compact.

7For a set S, 1S denotes is characteristic function defined by 1S(s) = 1 if s ∈ S and 1S(s) = 1 if s ∈ S.
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Observe that, by adding a further component z = ∇gn(y), the set Θ0
n

(
t, T̃ , x

)
can be seen as

Θn

(
t, T̃ , x

)

:=


γ = (γ1, γ2) ∈ P

([
t, T̃
]
×Kn × B̄(0, r)× U

)
× P (Kn) :

z = ∇gn(y), γ1(ds, dy, dz, du)− a.s., ∀φ ∈ C1,∫
RN

φ
(
T̃ , y

)
γ2(dy)− φ(t, x) =

(
T̃ − t

)∫
[t,T̃ ]×RN×B̄(0,r)×U

Lv (φ(s, y); z) γ1(ds, dy, dz, dv)

 .

(23)

Here, the infinitesimal generator is defined by

Lv (φ (s, y) ; z) := φt(s, y) + 〈f(s, y, v)− z, φx(s, y)〉 , ∀ (s, y, z, v) ∈ [0, T ]× RN × RN × U.(24)

Remark 21 In particular,

V p
n (t, x) = inf

γ∈Θn(t,T,x)

(
(T − t)

∫
[t,T ]×RN×U

|h(s, y, v)|p γ1(ds, dy, dv)

) 1
p

, ∀(t, x) ∈ [0, T ]×K.

Whenever n ≥ 1 changes, we will explicitly specify it in the occupation measure γt,T̃ ,x,u(·);n.

5.2 The Limit Set of Measures

We define the lower limit set by

(25) Θ∞ (t, x) :=



γ ∈ P
(
[t, T ]× R2N × U

)
× P

(
RN
)

: ∃nk ↑ ∞, mk ∈ N,

∃
(
αki , x

k
i

)
1≤i≤mk

⊂ [0, 1]×Knk , γ
k
i ∈ Θnk

(
t, T, xki

)
s.t.

∀k ≥ 1,

mk∑
i=1

αki = 1,

mk∑
i=1

αki δxki
⇀
k→∞

δx,

mk∑
i=1

αki γ
k
i ⇀
k→∞

γ


,

for every (t, x) ∈ [0, T ]×K. The convergence of the probability measures γn is in a weak sense. How-
ever, by noting that the support of such measures belongs to the compact set [0, T ]×

(
K + B̄(0, 1)

)
×

U ×
(
K + B̄(0, 1)

)
, the convergence can be taken with respect to the Wasserstein metrics. We get

the following properties

Lemma 22 Let (t, x) ∈ [0, T ]×K be fixed. We have the following assertions

(i) The set Θ∞ (t, x) is a non-empty, convex, compact subset of P
(
[t, T ]×K × B̄(0, r)× U

)
×

P (K).

(ii) If γ ∈ Θ∞ (t, x), then

Supp (γ1) ⊂
{

(s, y, z, u) ∈ [t, T ]×K × B̄(0, r)× U : z ∈ NK(y) ∩ B̄(0, r)
}
.

(iii) Let γ ∈ Θ∞ (t, x) and φ be of class C1 on [0, T ]× RN . Then,∫
K
φ (T, y) γ2(dy) = φ(t, x) +

∫
[t,T̃ ]×K×B(0,r)×U

(T − t)× Lv (φ (s, y) ; z) γ1(ds, dy, dz, dv).
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(iv) We have the linearized formulations
(T − t)−

1
pV p(t, x) = inf

(γ1,γ2)∈Θ∞(t,x)
‖h‖Lp(γ1(ds,dy,RN ,du)) , ∀1 ≤ p <∞;

V∞(t, x) = inf
(γ1,γ2)∈Θ∞(t,x)

‖h‖L∞(γ1(ds,dy,RN ,du)) ,

whenever 0 < t < T .

Remark 23 1. Condition (i) presents the state constraints i.e. the solution should remain in K,
while (ii) gives a compatibility condition with the reflection via NK . The condition (iii) simulates
the differential formula. The last condition (iv) links the linearization with the standard value
functions V p (1 ≤ p ≤ ∞).

2. We emphasize that a similar method (and identical results!) can be employed to define Θ∞

(
t, T̃ , x

)
for arbitrary t < T̃ < T . In this case, Θ∞ (t, T, x) = Θ∞ (t, x).

5.3 Abstract Dynamic Programming Principles

We recall that for ε > 0 small enough, the projection of any y ∈ K + B̄(0, ε) on K is unique.
By identifying x with δx, we can extend the above definitions to µ ∈ P

(
K + B̄(0, ε)

)
by formally

setting

(26) Θn

(
t, T̃ , µ

)
:=



(γ1, γ2) ∈ P
([
t, T̃
]
×Kn × B̄(0, r)× U

)
× P (Kn) :

Supp (γ1) ⊂
{

(s, y,∇gn(y), u) ∈ R2N+1 × U
}
, ∀φ ∈ C1,∫

RN
φ
(
T̃ , y

)
γ2(dy)−

∫ N

R
φ(t, x)µ(dx)

=
(
T̃ − t

)∫
[t,T̃ ]×RN×B̄(0,r)×U

Lv (φ(s, y); z) γ1(ds, dy, dz, dv)


and, respectively,

(27) Θ∞

(
t, T̃ , µ

)
:=



γ ∈ P
([
t, T̃
]
× R2N × U

)
× P

(
RN
)

: ∃nk ↑ ∞, mk ∈ N,

∃
(
αki , x

k
i

)
1≤i≤mk

∈ [0, 1]×Knk , γ
k
i ∈ Θnk

(
t, T, xki

)
s.t.

∀k ≥ 1,

mk∑
i=1

αki = 1,

mk∑
i=1

αki δxki
⇀
k→∞

µ,

mk∑
i=1

αki γ
k
i ⇀
k→∞

γ


.

We provide the following consistency properties for the sets we just defined.

Proposition 24 The set Θn

(
s, T̃ , γ2

)
is non-empty, convex and compact for every t ≤ s ≤ T̃ ≤ T ,

1 ≤ n ≤ ∞, x ∈ Kn and γ ∈ Θn (t, s, x).

Let t ≤ s ≤ T̃ ≤ T , γ ∈ Θn (t, s, x) and γ′ ∈ Θn

(
s, T̃ , γ2

)
. Following [14, Definition 2.8], we define

the concatenated measure γ′⊕ γ ∈ P
([
t, T̃
]
×
(
K + B̄(0, ε)

)
× B̄(0, r)× U

)
×P

(
K + B̄(0, ε)

)
by

setting
(28)
(
γ′ ⊕ γ

)
1

(dl, dy, dz, du) :=
s− t
T̃ − t

γ1 (dl ∩ [t, s] , dy, dz, du) +
T̃ − s
T̃ − t

γ′1

(
dl ∩

[
s, T̃

]
, dy, dz, du

)
;(

γ′ ⊕ γ
)

2
:= γ′2.
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Remark 25 When γ = γt,T̃ ,x,u(·);n is an occupation measure, one merely writes

1

T̃ − t

∫ T̃

t
1(r,(xn(r;t,x,u(·)),u(r))∈(da,dy,dv))dr =

s− t
T̃ − t

1

s− t

∫ s

t
1(r,(xn(r;t,x,u(·)),u(r))∈(da,dy,dv))dr

+
T̃ − s
T̃ − t

1

T̃ − s

∫ T̃

s
1(r,(xn(r;t,x,u(·)),u(r))∈(da,dy,dv))dr,

to see that
γt,T̃ ,x,u(·);n = γs,T̃ ,xn(s;t,x,u(·)),u(·);n ⊕ γt,s,x,u(·);n.

Moreover, we set

(29) Θn

(
s, T̃ , ·

)
⊕Θn (t, s, x) :=

{
γ′ ⊕ γ : γ ∈ Θn (t, s, x) , γ′ ∈ Θn

(
s, T̃ , γ2

)}
,

for every t ≤ s ≤ T̃ ≤ T , 1 ≤ n ≤ ∞ and x ∈ Kn. We get the following semigroup behavior of the
sets of constraints which constitutes the main result of the section.

Theorem 26 For all t ≤ s ≤ T̃ ≤ T , 1 ≤ n ≤ ∞ and x ∈ Kn we have

1. Θn

(
s, T̃ , ·

)
⊕Θn (t, s, x) ⊃ Θn

(
t, T̃ , x

)
.

2. Moreover, we have the following partial converse: if γ′ ⊕ γ ∈ Θn

(
s, T̃ , ·

)
⊕ Θn (t, s, x), then

γ′ ⊕ γ
(
·, ·,RN , ·, ·

)
is the marginal of some measure in Θn

(
t, T̃ , x

)
.

As a direct consequence of the semigroup property, we get the following dynamic programming
principle

Corollary 27 (Dynamic Programming Principle) Let h be a Borel-measurable bounded cost
function, 0 ≤ t < s < T̃ ≤ T , x ∈ K and µ ∈ P (K). We denote by

V∞
(
s, T̃ , µ

)
:= inf

γ∈Θ∞(s,T̃ ,µ)
‖h‖L∞(γ1(dr,dy,RN ,du)) .

Then, we have

(30) V∞
(
t, T̃ , x

)
= inf

γ∈Θ∞(t,s,x)
max

{
‖h‖L∞(γ1(dr,dy,RN ,du)) , V

∞
(
s, T̃ , γ2

)}
.

Remark 28 We emphasize, that Lemma (22) (iv) states that V∞ (t, T, x) = V∞ (t, x) with the
previous definition and with V∞ (t, x) defined in the previous sections, for 0 ≤ t ≤ T , x ∈ K.

6 Proofs of the Results

6.1 Proofs for Section 3

We begin with the proof of the regularity for the function W = (V p)p.

Proof of Proposition 8. Boundedness follows from the assumptions on h.
To prove the continuity, we let (tn, xn)n∈N be a sequence in [0, T ]×K which converges to (t, x).
Let ε > 0 be fixed. We consider x̄n(·) := x̄n(·; tn, xn, ūn(·)) an ε-optimal solution starting from
(tn, xn) for all n ∈ N. By the estimates (8),

‖x̄n(τ)− x (τ ; t, x, un (·))‖ ≤ C (‖xn − x‖+ |tn − t|) ,∀τ ∈ [max {tn, t} , T ] ,
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(where we have extended un from ūn if t ≤ τ ≤ tn by setting un(τ) = ūn (tn)) such that

(31)
lim inf
n→∞

W (tn, xn) + ε ≥ lim inf
n→∞

∫ T

tn

|h(s, x̄n(s; tn, xn, ūn(·)), ūn(s))|pds

= lim inf
n→∞

∫ T
t |h(s, (x(s; t, x, un(·))), un(s))|pds ≥W (t, x).

It remains to show the inverse inequality i.e W (t, x) + ε ≥ lim
n→∞

W (tn, xn). To this end, we consider

ū(·) an ε-optimal trajectory for W at (t, x). We know that x(·; t, x, ū(·)) is the limit along some
sub-sequence of (xn(·; tn, xn, ū(·)))n∈N when n → ∞. Indeed, this follows from Proposition 4 and
from the uniqueness properties of (2). Hence,

W (t, x) + ε ≥
∫ T

t
|h(s, x(s; t, x, ū(·)), ū(s))|pds

= lim
n→∞

∫ T

tn

|h(s, xn(s; tn, xn, ū(·)), ū(s))|pds ≥ lim
n→∞

W (tn, xn)

Recall that ε > 0 is arbitrary, therefore we conclude that W is continuous.
We now turn our attention to the viscosity equation satisfied by V p.

Proof of Proposition 9. Note that (11) is a detailed version of (9).

• We have seen that the function W given by (10) is uniformly continuous and bounded. Moreover,
it has null final condition at t = T .

• We adapt the proof of Proposition 11 from [22]. The main difference is that now we are dealing
with a running cost. Consequently, one easily checks that W is the unique bounded uniformly
continuous viscosity solution of the following inequality
(32){
Wt(t, x) + min

u∈U
(〈Wx(t, x), f(t, x, u)〉+ |h(t, x, u)|p)− 〈NK(x),Wx(t, x)〉 3 0, 0 < t < T, x ∈ K,

W (T, x) = 0, x ∈ K.

• Let V p := (W )
1
p . We claim that V p satisfies (11) in the viscosity sense. We only prove the

subsolution condition. Note that the remaining supersolution condition is quite similar and we
omit it. To this end, we consider a C1- test function φ and (t, x) ∈ (0, T )×K to be a maximizing
argument for V p − φ i.e.

0 = V p(t, x)− φ(t, x) ≥ V p(s, y)− φ(s, y), ∀(s, y) ∈ (0, T )× RN .

Recalling that W is lower-bounded by δ > 0 (see Remark 1), it follows that the function ψ := φp

is a convenient (bounded, C1-regular) test function for W and (t, x) realizes a maximum for
W − ψ. We argue following two cases:

1. x ∈ int K. In this case, the subsolution condition for W at (t, x) using the test function ψ
gives (see [22, Definition 3])

ψt(t, x) + min
u∈U

(〈ψx(t, x), f(t, x, u)〉+ |h(t, x, u)|p) ≥ 0.

Recall that ψ = φp and the fact that φ(t, x) > δ. Therefore, we can divide the previous
inequality by pφp−1 and get that

φt(t, x) + min
u∈U

(
〈φx(t, x), f(t, x, u)〉+

1

p

(
|h(t, x, u)|
φ(t, x)

)p
φ(t, x)

)
≥ 0.
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2. x ∈ ∂K. In this case, the subsolution condition for W at (t, x) using the test function ψ (see
[22, Definition 3]) guarantees the existence of some z ∈ NK(x) such that

ψt(t, x) + min
u∈U

(〈ψx(t, x), f(t, x, u)〉+ |h(t, x, u)|p)− 〈z, ψx (t, x)〉 ≥ 0.

Recall that ψ = φp and the fact that φ(t, x) > δ. Therefore we can divide the previous
inequality by pφp−1 and get that

φt(t, x) + min
u∈U

(
〈φx(t, x), f(t, x, u)〉+

1

p

(
|h(t, x, u)|
φ(t, x)

)p
φ(t, x)

)
− 〈z, φx (t, x)〉 ≥ 0.

It follows that V p is a viscosity subsolution of (11). As indicated, the supersolution part is quite
similar.

Let us now sketch the proof of the uniqueness part. Let V ′ be another uniformly continuous,
bounded away from 0 viscosity solution to (11). Then, the function W ′ := (V ′)p is bounded,
uniformly continuous. By using the same argument as the previous step, one easily shows that W ′

satisfies (32) in the viscosity sense. Note that we can easily adapt [22, Theorem 12] to running
instead of final costs. Consequently, by uniqueness of the solution of (32), W ′ = W which implies
the uniqueness of V p.

We continue with the result gathering the monotonicity for V p and the existence of the limit
as p→∞.

Proof of Proposition10. The proof is similar with the original one which is given in [5] for the
case without reflected dynamics. However, we provide some elements for our readers’ sake.

(i) The first inequality follows easily from (Hf ) by recalling that M has been chosen no lower than
the maximum of h.

(ii) The second inequality follows from Hölder’s inequality for the integral cost.

(iii) We focus on the case when t < T and x ∈ K is fixed. For t = T , the boundary conditions
for V p imply that the expected limit is 0. Due to (ii) we have that V p(t, x)(T − t)−1/p ≤
V p′(t, x)(T − t)−1/p′ if p ≤ p′. Moreover, (i) implies that V p(t, x)(T − t)−

1
p ≤ M for p ≥ 1. As

a consequence lim
p→∞

V p(T − t)−1/p exists. We infer that the limit

lim
p→∞

V p(t, x) = lim
p→∞

V p(t, x)(T − t)−1/p(T − t)1/p

exists for all 0 ≤ t < T .

(iv) The function γ is consistent and at least lower semi continuous on [0, T )×K as the supremum
of a family of continuous functions i.e. (t, x) 7→ γ(t, x) = sup

p≥1

(
V p(t, x)(T − t)−1/p

)
. Similar to

[5, Page 1071], we only have to prove the continuity at T i.e.

(33) lim
t→T

V p(t, x) (T − t)−
1
p = min

u∈U
|h(T, x, u)| , ∀x ∈ K.

To this purpose, we make use of the trajectory estimates in (8). For u ∈ U , we consider the
constant control (still designated by u) and note that

|h (s, x (s; t, x, u) , u)| ≤ |h (T, x, u)|+ µh(C(T − t)), ∀t ≤ s ≤ T.
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Recall that the generic constant C > 0 is time and space-independent. It follows that(
1

T − t

∫ T

t
|h (s, x (s; t, x, u) , u)|p ds

) 1
p

≤ |h (T, x, u)|+ µh(C(T − t)).

By taking the infimum over u ∈ U , one gets lim
t→T

V p(t, x) (T − t)−
1
p ≤ min

u∈U
|h(T, x, u)| . For the

converse, one writes,

|h (s, x (s; t, x, u (·)) , u(s))| ≥ min
v∈U
|h (s, x (s; t, x, u (·)) , v)| ,

for u (·) ∈ U(t, T ). The conclusion follows from estimates on ‖x (s; t, x, u (·))− x‖. Our proof is
now complete.

Before giving the proof of Proposition 11, we will need to make some additional notation and
prove an intermediate result.

For u(·) ∈ U [t, T ] and a > 0, we define the set θ
u(·)
a by setting

θu(·)
a := {τ ∈ [t, T ] : |h(τ, x(τ ; t, x, u(·)), u(τ))| > a} .

We have the following result.

Lemma 29 We assume K to be a compact prox regular set (Hf ) and (H2) to hold true. If, for

some admissible control u ∈ U ([t, T ]) and some η ∈ (0, T − t], the (Lebesgue) measure of θ
u(·)
a ,

satisfies

Leb
(
θu(·)
a

)
< η,

then there exists a control ũ ∈ U [t, T ] such that

|h (τ, x (τ ; t, x, ũ(·)) , ũ(τ))| ≤ a+ µh (C
√
η) for t ≤ τ ≤ T.

Furthermore, C can be chosen independently of τ , x, ũ and η.

Proof of Lemma 29. For simplicity we consider that t = 0. We consider a partition of the
interval [0, T ] as follows:

0 = t0 < t1 < . . . < tk = T, η ≤ tj − tj−1 ≤ 2η, ∀1 ≤ j ≤ k.

Since Leb
(
θ
u(·)
a

)
< η, it follows that [tj−1, tj)\ θu(·)

a 6= ∅ for 1 ≤ j ≤ k. We pick sj ∈ [tj−1, tj)\ θu(·)
a

for each j and we define ũ(·) by setting

ũ(τ) = u(τ)1
τ∈[0,T ]\θu(·)a

+
∑

1≤j≤k
u(sj)1τ∈[tj−1,tj)∩θ

u(·)
a
.

To simplify notations, we let x(·) := x (·; 0, x, u(·)) and x̃(·) := x (·; 0, x, ũ(·)). Recall that x 7→
NK(x) ∩ B̄(0, r) + cx is monotone. Consequently,

‖x(τ)− x̃(τ)‖2

≤2

∫ τ

0
〈f (s, x(s), u(s))− f (s, x̃(s), ũ(s)) , x(s)− x̃(s)〉 ds+ c

∫ τ

0
‖x(s)− x̃(s)‖2 ds

≤2

∫ τ

0
‖x(s)− x̃(s)‖

(
M ‖x(s)− x̃(s)‖+ 2C1u(s)6=ũ(s)

)
ds

+ c

∫ τ

0
‖x(s)− x̃(s)‖2 ds ≤ C

(∫ τ

0
‖x(s)− x̃(s)‖2 ds+ η

)
,
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for every 0 ≤ τ ≤ T . In the previous inequality we have a term 2C1u(s)6=ũ(s) and the constant C
comes from an upper-bound for the coefficient f on the compact set [0, T ]×K ×U . Note that the
generic constant C is independent of x, u, ũ, τ ∈ [0, T ] and η and it will be allowed to change from
one line to another. Gronwall’s inequality yields

‖x(τ)− x̃(τ)‖2 ≤ Cη.

Consequently, we have

|h(τ, x̃(τ), ũ(τ)| ≤ |h(τ, x(τ), u(τ)|+ µh(‖x(τ)− x̃(τ)‖) ≤ a+ µh (C (1 + ‖x‖)√η) ,

for τ /∈ θu(·)
a . Moreover, due to estimates (8), we have

|h(τ, x̃(τ), ũ(τ)|
≤|h(sj , x(sj), u(sj)|+ µh (‖x(sj)− x̃ (sj)‖+ ‖x̃ (sj)− x̃(τ)‖+ |τ − sj |)

≤ a+ µh (C
√
η),

for τ ∈ [tj−1, tj) ∩ θu(·)
a . The proof is now complete.

We can now provide the proof for Proposition 11.

Proof of Proposition 11.

1. Let us prove the following inequality

(34) γ(t, x) ≤ V∞(t, x) for all (t, x) ∈ [0, T )×K.

For every fixed u(·) ∈ U [t, T ] and for every p ≥ 1 we have that

(T − t)−
1
p ‖h(·, x(·; t, x, u), u(·))‖Lp([t,T ]) ≤ ‖h(·, x(·; t, x, u), u(·))‖L∞([t,T ])

because of Hölder’s inequality. The inequality (34) follows by taking the infimum over U [t, T ]
on both sides and taking the limit when p→∞ on the left side.

2. We aim to proving the converse of (34) and reason by contradiction. We assume that, for
some (t, x) ∈ [0, T ) × K and some ε > 0, γ(t, x) < V∞(t, x) − ε. As a consequence, for some
subsequence p→∞ (still denoted by (p)p≥1), we have that V p(t, x) < V∞(t, x)− ε. Therefore,
there exists a control up(·) ∈ U (t, T ) such that∫ T

t
|h (s, x (s; t, x, up (·)) , up (s))|p ds ≤

(
V∞(t, x)− ε

2

)p
.

Using the notation from Lemma 29, it follows that

Leb
(
θ
up(·)
V∞(t,x)− ε

3

)
= Leb

({
|h (s, x (s; t, x, up (·)) , up (s))| >

(
V∞(t, x)− ε

3

)})
≤
(
V∞(t, x)− ε

2

V∞(t, x)− ε
3

)p
.

Applying Lemma 29, one constructs a family of controls (ũp(·))p≥1 ⊂ U (t, T ) such that

V∞(t, x) ≤ sup
t≤s≤T

|h (s, x (s; t, x; ũp(·)) , ũp(s))| ≤ V∞(t, x)− ε

3
+ µh

(
C

(
V∞(t, x)− ε

2

V∞(t, x)− ε
3

) p
2

)
.

Letting ε→ 0 leads to a contradiction and, thus, completes our proof.
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6.2 Proofs for Section 4

The first proof concerns the regularity of V∞.
Proof of Proposition 12. Observe that the assumption (Hh) implies that V∞ is bounded.

i) We will first establish that V∞ is (uniformly) continuous with respect to the state variable x.
To this end, we fix 0 ≤ t ≤ T , x1, x2 ∈ K and u(·) ∈ U(t, T ). To simplify the notation, we let
xi (·) be the trajectories corresponding to u(·) with the initial position xi; i = 1, 2. [22, Lemma
3] yields the existence of some generic constant C (independent of xi, u(·), s) such that

‖x1(s)− x2(s)‖ ≤ C ‖x1 − x2‖ , for all s ∈ [t, T ].

Consequently, we have that

‖h(·, x1(·), u(·))‖L∞([t,T ]) − ‖h(·, x2(·), u(·))‖L∞([t,T ]) ≤ sup
t≤s≤T

|h(s, x1(s), u(s))− h(s, x2(s), u(s))|

≤ µh (C ‖x1 − x2‖) .

For ε > 0, one picks an ε-optimal control u(·) ∈ U(t, T ) at (t, x2) and, due to the previous
inequality,

V∞ (t, x1)− V∞ (t, x2) ≤ ε+ µh (C ‖x1 − x2‖) .

Since ε > 0 is arbitrary, one deduces V∞ (t, x1) − V∞ (t, x2) ≤ µh (C ‖x1 − x2‖). By changing
the roles of xi, one establishes uniform continuity.

ii) Secondly, to establish that V∞ is continuous in t, we fix x ∈ K, 0 ≤ t1 ≤ t2 ≤ T and u(·) ∈
U(t, T ). Let xi(·) := x(·; ti, x, u(·)) be the trajectories corresponding to u(·) with the initial time
ti, i = 1, 2. Standard estimates yield

‖x1 (t2)− x‖ = ‖x (t2; t1, x, u(·))− x‖ ≤ C (1 + ‖x‖) (t2 − t1) .

Due to (8), it follows that

(35) sup
t2≤s≤T

‖x1(s)− x2(s)‖ ≤ C (t2 − t1) .

Consequently, we have

|h(s, x1(s), u(s))− h(s, x2(s), u(s))| ≤ µh (Cδ) ,

with δ := |t2 − t1| and s ∈ [t2, T ]. Therefore,

(36)
‖h(·;x1(·, t1, x, u(·))‖L∞[t1,T ] ≥ ‖h(·;x1(·, t1, x, u(·))‖L∞[t2,T ]

≥ ‖h(·;x2(·, t2, x, u(·))‖L∞[t2,T ] − µh (Cδ) .

We let η(·) := x (·; t2, x, u (· − δ)) and write the differential formula for 1
2 ‖x1(s− δ)− η(s)‖2 .

Using the fact that the map y 7→ NK(y) ∩ B(0, r) + cy is monotone, and the assumption (Hf ),
we get

‖x1(τ − δ)− η(τ)‖2

≤
∫ τ

t2

‖f (s− δ, x1(s− δ), u(s− δ))− f (s, η(s), u(s− δ))‖ ‖x1(s− δ)− η(s)‖ ds

+ c

∫ τ

t2

‖x1(s− δ)− η(s)‖2 ds

≤C
(
δ2 +

∫ τ

t2

‖x1(s− δ)− η(s)‖2 ds
)
, ∀t2 ≤ τ ≤ T.
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Grönwall’s inequality yields sup
t2≤τ≤T

‖x1(τ − δ)− η(τ)‖ ≤ Cδ. As a consequence,

|h (s, x1(s), u(s))− h (s+ δ, η(s+ δ), u(s))| ≤ µh (Cδ) , ∀t1 ≤ s ≤ T − δ,

which implies

(37) ‖h (·, x (·; t1, x, u(·)) , u(·))‖L∞[t1,T−δ] ≤ V
∞ (t2, x) + µh(Cδ).

On the other hand, using (35) and the uniform continuity of V∞ (t2, ·) whose continuity modulus
is denoted by ω, one gets

‖h (·, x (·; t1, x, u(·)) , u(·))‖L∞[t2,T ] = ‖h (·, x (·; t2, x1 (t2) , u(·)) , u(·))‖L∞[t2,T ]

≤ V∞ (t2, x1 (t2)) ≤ V∞ (t2, x) + ω (C(1 + ‖x‖)δ) .
(38)

Putting together (37) and (38) yields

‖h (·, x (·; t1, x, u(·)) , u(·))‖L∞[t1,T ] ≤ V
∞ (t2, x) + ω (Cδ) + µh(Cδ),

provided that T ≥ t2 + δ. Together with (36) this inequality guarantees the desired continuity
of V∞ on [0, T ).

iii) It remains to show that

(39) lim
t→T

V∞(t, x) = min
u∈U
|h(T, x, u)|.

We consider u ∈ U and the constant control u(·) = u. For notation purposes, we set x(·) :=
x (·; t, x, u). We have

V∞(t, x) ≤ max
t≤s≤T

|h(s, x(s), u| ≤ µh (C(T − t)) + |h(T, x, u)|.

We conclude that lim
t→T

V∞(t, x) ≤ min
u∈U
|h(T, x, u)|. For the reverse inequality, we have that, for

every u(·) ∈ U [t, T ] and every s ∈ [t, T ],

|h(s, x(s; t, x, u(·)), u(s))| ≥ min
u∈U
|h(s, x(s, x, u(·)), u)| ≥ min

u∈U
|h(T, x, u)| − µh (C(T − t)) .

Consequently, lim
t→T

V∞(t, x) ≥ min
u∈U
|h(T, x, u)|. This completes the proof.

Now we turn our attention to the main theorem of Section 4 connecting V∞ and the associated
quasi-variational inequality.

Proof of Theorem 16. Let us consider ϕ ∈ C1([0, T ] ×K) be such that V∞ − ϕ has a strict
minimum at the point (t, x) ∈ (0, T ) × K. We assume, without loss of generality, that the value
of this minimum is 0. Recall that limp→∞ V

p = V∞ uniform on B̄η (t, x) ⊂ [0, T ] × K, for some
η > 0. Consequently, one has

inf
(s,y)∈∂B̄η(t,x)

(V∞(s, y)− ϕ(s, y)) > 0.

Then, for every large enough p, there exist a point (tp, xp) ∈ Bη (t, x) such that V p − ϕ has a
minimum at (tp, xp), ϕ(tp, xp) > 08 and (tp, xp) → (t, x) as p → ∞. The viscosity supersolution
condition written for V p at (tp, xp) with the test function ϕ yields the existence of some zp ∈
NK(xp) ∩ B̄(0, r) such that
(40)

ϕt(tp, xp) + min
u∈U

{
〈ϕx (tp, xp) , f (tp, xp, u)〉+

1

p

(
|h (tp, xp, u)|
ϕ (tp, xp)

)p
ϕ (tp, xp)

}
− 〈zp, ϕx(tp, xp)〉 ≤ 0.

8consequence of the fact that h can be seen as bounded away from 0 and V p(t, x) →
p→∞

V∞(t, x) = φ(t, x).
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1. We point out that

ϕt(tp, xp) + min
u∈U
{〈ϕx (tp, xp) , f ((tp, xp, u)〉} − 〈zp, ϕx(tp, xp)〉

≤ϕt(tp, xp) + min
u∈U

{
〈ϕx (tp, xp) , f (tp, xp, u)〉+

1

p

(
|h (tp, xp, u)|
ϕ (tp, xp)

)p
ϕ (tp, xp)

}
− 〈zp, ϕx(tp, xp)〉

≤ 0.

As a consequence, we get the existence of some constant K > 0 (independent of p and determined
by the bounds of f and ϕ on B̄η (t, x)) such that

min
u∈U

1

p

(
|h(tp, xp, u|
ϕ(tp, xp)

)p
ϕ(tp, xp) ≤ K.

Moreover we have that

1

p

minu∈U
|h(tp, xp, u|

ϕ(tp, xp)

p

≤ K

ϕ(tp, xp)
.

We let p→∞ to conclude that ϕ(t, x) ≥ min
u∈U
|h(t, x, u)|.

2. We fix, for the time being, ε > 0. The reader is invited to recall that the map x 7→ NK(·)∩B(0, r)
has closed graph i.e. if (xp, zp)p∈N converges to (x, z) with zp ∈ NK(xp) ∩ B(0, r), then z ∈
NK(y) ∩ B̄(0, r). Using the continuity of h, ϕ, ϕx, we get the existence of some great enough
pε such that, for some subsequence p ≥ pε,

min
u∈U

{
〈ϕx (tp, xp) , f (tp, xp, u)〉+

1

p

(
|h (tp, xp, u) |
ϕ (tp, xp)

)p
ϕ (tp, xp)

}
− 〈zp, ϕx (tp, xp)〉

≥ min
u∈U

{
〈ϕx (t, x) , f (t, x, u)〉+

1

p

(
|h (t, x, u) | − ε
ϕ (t, x) + ε

)p
ϕ (t, x)

}
− 〈z, ϕx (t, x)〉 − ε

(41)

Then, using (40), Proposition 14 and letting p→∞ in the previous estimation we obtain that

ϕt(t, x) + min
u∈U(t,x,ϕ(s,y)+2ε)

{〈ϕx(t, x), f(t, x, u)〉 − 〈z, ϕx(t, x)〉} ≤ ε,

∀ε > 0 for some z ∈ NK(y). Consequently,

ϕt(t, x) +H (t, x, ϕ(t, x)+, ϕx(t, x))− 〈z, ϕt(t, x)〉 ≤ 0.

Recalling that ε > 0 is arbitrary, we conclude that V∞ is a viscosity supersolution of (14).

3. The subsolution argument is quasi-identical and therefore, it will be omitted.

Let us provide the proof for the equivalent formulation of the differential system whose solution
is V∞.

Proof of Theorem 17.

1. Observe that the result is, of course, valid for every bounded, uniformly continuous solution of
(14) denoted by V . Indeed, let us consider (t, x) ∈ (0, T )×K and a C1-test function such that
(t, x) attains a local maximum of (V − ϕ). One gets the existence of some z ∈ NK(x) ∩ B̄(0, r)
such that

max

{
ϕt(t, x) +H (t, x, ϕ(t, x)+, ϕx(t, x))− 〈z, ϕt(t, x)〉 ,min

u∈U
|h(t, x, u)| − ϕ(t, x)

}
≥ 0.
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If ϕt(t, x) +H (t, x, ϕ(t, x)−, ϕx(t, x))− 〈z, ϕt(t, x)〉 < 0, then, for some ε > 0, one has

ϕt(t, x) +H (t, x, ϕ(t, x)− ε, ϕx(t, x))− 〈z, ϕt(t, x)〉 < −ε.

By picking u ∈ U (t, x, ϕ(t, x)− ε) one has |h(t, x, u)| ≤ ϕ(t, x)− ε. As a consequence,

min
v∈U
|h(t, x, v)| ≤ ϕ(t, x)− ε,

which leads to a contradiction. This shows that V is indeed a subsolution of (15). The superso-
lution part is immediate.

2. To prove the converse, we focus on the supersolution assertion. To this purpose, we let V be a
bounded, uniformly continuous viscosity supersolution to (15). We consider (t, x) ∈ (0, T )×K
and a C1-test function such that (t, x) attains a local minimum of (V − ϕ). Moreover, we assume
that V (t, x) = ϕ(t, x). Then, the supersolution condition for (15) written at (t, x) with the test
function ϕ yields the existence of some z ∈ NK(x) ∩ B̄(0, r) such that

ϕt(t, x) +H (t, x, ϕ(t, x)+, ϕx(t, x))− 〈z, ϕx(t, x)〉 ≤ 0.

In particular, it follows that U (t, x, ϕ(t, x)) is nonempty. As a consequence,

min
u∈U
|h (t, x, u)| ≤ ϕ(t, x),

which shows that V is equally a supersolution for (14). The subsolution condition is immediate.

To end the subsection, we provide the proof of the comparison result for sub and supersolutions.

Proof of Proposition 19. We reason by contradiction and assume that, for some (t0, x0) ∈
(0, T )×K,

U (t0, x0)− V (t0, x0) > η > 0.

1. One easily checks that, for every α, β > 0, the modified function

(0, T )×K 3 (s, y) 7→W β(s, y) := V (s, y) +
β

s
≥ V (s, y), 0 < s < T,

is a viscosity supersolution of

Wt(t, x) +H (t, x,W (t, x),Wx(t, x))− 〈NK(x),Wx(t, x)〉+
β

t2
3 0.

2. We fix β > 0 small enough such that

U (t0, x0)−W β (t0, x0) > η.

For notation purposes, we drop the superscript in W β.

3. We consider ε > 0. Let Φε(s, x, y) := U(s, x)−W (s, y)− 1
2ε ‖x− y‖

2 for all s ∈ (0, T ], x, y ∈ K.

We note that |U(s, x)−W (s, y)| ≤ 2k − β
t ≤ 0, for all t ≤ β

2k .

Let (tε, xε, yε) be a maximum of Φε on (0, T ]×K2 (or, equivalently on the compact
[
β
2k , T

]
×K2).

Then, on some subsequence, we have the following facts:

• 2k ≥ Φε (tε, xε, yε) ≥ Φε (t0, x0, x0) > η;

• limε→0 tε = t∗ ∈
[
β
2k , T

]
×K2; limε→0 xε = x∗; limε→0 yε = y∗;
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• x∗ = y∗;

• η ≤ U (t∗, x∗)− V (t∗, x∗) and, consequently, t∗ 6= T . As a by-product, one assumes, without
loss of generality, that tε 6= T .

• As usual, limε→0
1
2ε ‖xε − yε‖

2 = 0.

The supersolution condition for W at (tε, yε) yields the existence of some zε ∈ NK (yε)∩ B̄(0, r)
such that

H

(
tε, yε,W (tε, xε)−,

xε − yε
ε

)
−
〈
zε,

xε − yε
ε

〉
+
β

t2ε
≤ 0.(42)

Here, we used the usual test function constructed from Φε.
Similarly, the subsolution condition for U at (tε, xε) yields the existence of some z′ε ∈ NK (xε)∩
B̄(0, r) such that

H

(
tε, xε, U (tε, yε) +,

xε − yε
ε

)
−
〈
z′ε,

xε − yε
ε

〉
≥ 0.(43)

We have proven that U (tε, xε) − V (tε, yε) > η. Consequently, we can separate them i.e. there
exist ρ1 and ρ2 such that

U (tε, xε) > ρ1 > ρ2 > V (tε, yε) .

Let ε be small enough such that yε ∈ Bδ (xε). Using Lemma 15 (iv), (42), (43) and the mono-
tonicity of x 7→ NK(x) ∩ B̄(0, r)) we obtain that

β

t2ε
≤H

(
tε, xε, U (tε, yε) +,

xε − yε
ε

)
−H

(
tε, yε,W (tε, xε)−,

xε − yε
ε

)
+

〈
zε − z′ε,

xε − yε
ε

〉
≤H

(
tε, xε, ρ1,

xε − yε
ε

)
−H

(
tε, yε, ρ2,

xε − yε
ε

)
+

〈
zε − z′ε,

xε − yε
ε

〉
≤0 +

〈
zε − z′ε,

xε − yε
ε

〉
≤ c‖xε − yε‖

2

ε
.

Letting ε→ 0 leads to a contradiction and completes our proof.

6.3 Proofs for Section 5

We begin with the proof of the support characterizations of Θ∞ (state and differential formula),
the associated linearized formulation and their compatibility with V p (1 ≤ p ≤ ∞).

Proof of Lemma 22.

(i) Observe that the measures γn ∈ Θn (t, T, x) ⊂ P
([
t, T̃
]
×Kn × U

)
× P (Kn) are defined on

a compact space. Therefore, there exists a subsequence converging weakly to some γ. Conse-
quently, the definition of Θ∞ (t, x) is consistent.
In order to verify the convexity, let us consider β ∈ (0, 1) and γ1, γ2 ∈ Θ∞(t, x). There exist

njk ↑ ∞, m
j
k ∈ N,

(
αj,ki , xj,ki

)
∈ [0, 1]×K

njk
, γj,ki ∈ Θ

njk

(
t, T, xj,ki

)
s.t.

∀k ≥ 1,

mjk∑
i=1

αj,ki = 1,

mjk∑
i=1

αj,ki δ
xj,ki

⇀
k→∞

δx,

mjk∑
i=1

αj,ki γj,ki ⇀
k→∞

γj
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for j ∈ {1, 2}. Since Θ
njk

(
t, T, xj,ki

)
is the closed convex hull of occupation measures, there

exist families of convex parameters, respectively controls in U(t, T ) denoted by (ρ, u) such that

γj,ki can be replaced with
∑

l ρ
j,k
i,l γ

t,T,xj,ki ,uj,ki,l ;njk for j ∈ {1, 2}.9 In other words, there exists

njk ↑ ∞, m̄
j
k ∈ N,

(
ᾱj,ki , x̄j,ki

)
∈ [0, 1]×K

njk
, uj,ki ∈ U(t, T ) s.t.

∀k ≥ 1,

m̄jk∑
i=1

ᾱj,ki = 1,

m̄jk∑
i=1

ᾱj,ki δ
x̄j,ki

⇀
k→∞

δx,

m̄jk∑
i=1

ᾱj,ki γt,T,x̄
j,k
i ,uj,ki ;njk ⇀

k→∞
γj .

Observe that we can take the elements njk, x
j,k
i independent of j. Indeed, if n1

1 < n2
1, we add

to the representation of γ2, the element
∑m̄2

1
i=1 ᾱ

2,k
i γt,T,x̄

2,1
i ,u2,1i ;n1

1 . The errors of these measures
are of type 1

n1
k

(for k = 1) and go to 0 as k → ∞. Finally, by taking 0 coefficients, we can put

together x̄j,ki (hence, also mj
k, for j ∈ {1, 2}).

To summarize: there exist nk ↑ ∞, m̄k ∈ N,
(
ᾱj,ki , x̄ki

)
∈ [0, 1]×Knk , u

j,k
i ∈ U(t, T ) s.t.

∀k ≥ 1,

m̄k∑
i=1

ᾱj,ki = 1, lim
k→∞

m̄k∑
i=1

ᾱj,ki δx̄ki
= δx,

m̄k∑
i=1

ᾱj,ki γt,T,x̄
k
i ,u

j,k
i ;nk ⇀

k→∞
γj , j ∈ {1, 2} .

Then, observe that αki := βᾱ1,k
i + (1− β)ᾱ2,k

i

γki :=
1

αki

(
βᾱ1,k

i γt,T,x̄
k
i ,u

1,k
i ;nk + (1− β)ᾱ2,k

i γt,T,x̄
k
i ,u

2,k
i ;nk

)
∈ Θnk

(
t, T, x̄ki

)
,

whenever αki 6= 0 because of the convexity of Θnk

(
t, T, x̄ki

)
. Finally, note that the triplet(

αki , x
i
k, γ

i
k

)
provides the desired representation for βγ1 + (1− β)γ2 which implies that Θ∞ (t, x)

is convex. Verifying that Θ∞ (t, x) is closed follows from a similar argument.
We continue with verifying the support claim. Recall that, by definition, the measures γki are
supported by [t, T ]×Knk × B̄(0, r)× U ×Knk , it follows that

∫
R2N+1×U

dK(y)

(
mk∑
i=1

αki γ
k
i

)
1

(ds, dy, dz, du) +

∫
RN

dK(y)

(
mk∑
i=1

αki γ
k
i

)
2

(dy) ≤ C

nk
, ∀k ≥ 1.

Passing to the limit yields the K-support claim.

(ii) We recall that, for ε > 0 small enough, the projection of any y ∈ K + B̄(0, ε) on K is unique
and we have that ∇qn(y) ∈ NK (Π(y)). In other words, we can apply the previous argument by
considering the distance to the closed set K ⊗NK := {(y, z) : y ∈ K, z ∈ NK} to see that∫

dK⊗NK (y, z)γ̄nk1 (ds, dy, dz, du) ≤ C

nk
,

where γ̄nk :=
∑mk

i=1 α
k
i γ

k
i . The conclusion follows, as before, by passing to the limit k →∞.

(iii) This assertion follows from the continuity of the generator and from passing to the limit k →∞
in the similar formula written for γki , and the starting points xki .

9The last index specifies that the occupation measure is computed from the solution associated with the Moreau-
Yosida penalization ∇g

n
j
k
.
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(iv) Let us consider xn ∈ Kn a sequence (xn) converging to x ∈ K. Proposition 20 (i) guarantees
that ∣∣∣∣∣∣

(∫ T

t
|h (s, xn (s; t, xn, u(·)) , u(s))|p ds

) 1
p

−
(∫ T

t
|h (s, x (s; t, x, u(·)) , u(s))|p ds

) 1
p

∣∣∣∣∣∣
≤
(∫ T

t
|h (s, xn (s; t, xn, u(·)) , u(s))− h (s, x (s; t, x, u(·)) , u(s))|p ds

) 1
p

≤µh
(
C√
n

+ C ‖xn − x‖
)
.

(44)

As we have already hinted before,

V p
n (t, xn) = inf

γ∈Θn(t,T,xn)

(
(T − t)

∫
[t,T ]×R2N×U

|h(s, y, v)|p γ1(ds, dy, dz, dv)

) 1
p

.

Due to the compactness of Θn (t, T, xn), there exists an optimal γn ∈ Θn (t, T, xn) such that

V p
n (t, xn) =

(
(T − t)

∫
[t,T ]×R2N×U

|h(s, y, v)|p γn1 (ds, dy, dz, dv)

) 1
p

.

Then, along to some subsequence, γn converges to a γ∗ ∈ Θ∞ (t, x). Using Proposition 20 (iii)
and (44) we obtain that

V p(t, x) = lim inf
n→∞

V p
n (t, xn) =

(
(T − t)

∫
[t,T ]×RN×U

|h(s, y, v)|p γ∗1(ds, dy, sz, dv)

) 1
p

.

This proves that the right-hand member cannot exceed the left-hand member. To prove the
converse, we fix γ ∈ Θ∞(t, x). By definition, we find nk ↑ ∞, mk ∈ N,

(
αki , x

k
i

)
∈ [0, 1]×Kn, γ

k
i ∈

Θnk

(
t, T, xki

)
s.t.

∀k ≥ 1,

mk∑
i=1

αki = 1,

mk∑
i=1

αki δxki
⇀
k→∞

δx,

mk∑
i=1

αki γ
k
i ⇀
k→∞

γ.

For each k ≥ 1 and 1 ≤ i ≤ mk,

(T − t)
∫

[t,T ]×R2N×U
|h(s, y, u|p

(
γki

)
1

(ds, dy, dz, du) ≥
(
V p
nk

)p (
t, xki

)
.

Multiplying by αki and summing up implies that

(T−t)
∫

[t,T ]×R2N×U
|h(s, y, u|p

(
mk∑
i=1

αki γ
k
i

)
1

(ds, dy, dz, du) ≥
∫
RN

(
V p
nk

)p
(t, y) d

(
mk∑
i=1

αki δxki

)
(dy).

Using the uniform convergence of V p
k to V p when k →∞ one obtains that

(T − t)
∫

[t,T ]×R2N×U
|h(s, y, u|p γ1(ds, dy, dz, du) ≥ (V p(t, x))p .

This completes our proof. The result for L∞ follows from the monotone convergence of Lp
norms.
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We now turn to the proof of the properties of Θn issued from measures.

Proof of Proposition 24.

1. Let n <∞. We can conclude by using [14, Proposition 2.7].

2. Let n = ∞. We only need to check that Θ∞

(
s, T̃ , γ2

)
is non-empty. The convexity and

the closeness follow from the same arguments as Lemma 22 (i) for the case γ2 = δx. If γ ∈
Θ∞ (t, s, x), then there exist nk ↑ ∞, mk ∈ N,

(
αki , x

k
i

)
∈ [0, 1]×Knk , u

k
i ∈ U(t, s) s.t.

∀k ≥ 1,

mk∑
i=1

αki = 1,

mk∑
i=1

αki δxki
⇀
k→∞

δx,

mk∑
i=1

αki γ
t,s,xki ,u

k
i ;nk ⇀

k→∞
γ.

For every k ≥ 1 and every 1 ≤ i ≤ mk, we set x̄ki := xnk
(
s; t, xki , u

k
i (·)
)

and note that

mk∑
i=1

αki

(
γt,s,x

k
i ,u

k
i ;nk
)

2
=

mk∑
i=1

αki δx̄ki
.

We consider u ∈ U
(
s, T̃

)
. Then, any limit point of

∑mk
i=1 α

k
i γ

s,T̃ ,x̄ki ,u;nk is an element of

Θ∞

(
s, T̃ , γ2

)
. Moreover, observe that such limit points exist due to the compactness of the

underlying space of probability. This completes our proof.

We end this section with the proof of the abstract semigroup principle.

Proof of Theorem 26. Let n <∞. We can conclude by using [14, Proposition 2.9 (i)].

We begin with showing that Θ∞

(
t, T̃ , x

)
is contained Θ∞

(
s, T̃ , ·

)
⊕ Θ∞ (t, s, x). Indeed, if η ∈

Θ∞

(
t, T̃ , x

)
, there exist nk ↑ ∞, mk ∈ N,

(
αki , x

k
i

)
∈ [0, 1]×Knk , u

k
i ∈ U

(
t, T̃
)

s.t.

∀k ≥ 1,

mk∑
i=1

αki = 1,

mk∑
i=1

αki δxki
⇀
k→∞

δx,

mk∑
i=1

αki γ
t,T,xki ,u

k
i ;nk ⇀

k→∞
η.

The reader is invited to note (see Remark 25) that

γt,T,x
k
i ,u

k
i ;nk = γs,T̃ ,x̄

k
i ,u

k
i ;nk ⊕ γt,s,xki ,uki ;nk , where x̄ki := xnk

(
s; t, xki , u

k
i (·)
)
, ∀k ≥ 1.

By taking the convex combination, we obtain that

mk∑
i=1

αki γ
t,T,xki ,u

k
i ;nk =

(
mk∑
i=1

αki γ
s,T̃ ,x̄ki ,u

k
i ;nk

)
⊕

(
mk∑
i=1

αki γ
t,s,xki ,u

k
i ;nk

)
=:
(
γ′
)k ⊕ γk.

The first marginals of the two measures γk and (γ′)k have disjoint time sets for all k ≥ 1. Indeed,
we observe that they have the corresponding uniform time-marginal which makes the common
point s irrelevant. Moreover, their support is included in a compact set and therefore along some
subsequence γk ⇀

k→∞
γ, (γ′)k ⇀

k→∞
γ′. Due to our initial construction, γ ∈ Θ∞ (t, s, x) , η = γ′ ⊕ γ.

Moreover, the second marginal satisfies

mk∑
i=1

αki δx̄ki
=

mk∑
i=1

αki γ
t,s,xki ,u

k
i ;nk

2 ⇀
k→∞

γ2,

which shows that γ′ ∈ Θ∞

(
s, T̃ , γ2

)
.

We now proceed with showing the converse inclusion.
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1. To this purpose, we let γ ∈ Θ∞ (t, s, x) and γ′ ∈ Θ∞

(
s, T̃ , γ2

)
. We are going to use the definition

of both sets Θ∞. With the same procedure as in Lemma 22 (i), the subsequence nk, the length
of the convex combinations mk and the actual points xik can be taken common to γ and γ′. This

is also valid for the control processes uik because they are given on [t, s] and
[
s, T̃

]
respectively10.

With this in mind, there exist nk ↑ ∞, mk ∈ N,
(
αki , β

k
i , x

k
i

)
∈ [0, 1]2 ×Knk , u

k
i ∈ U

(
t, T̃
)

s.t.

mk∑
i=1

αki =

mk∑
i=1

βki = 1, ∀k ≥ 1,

mk∑
i=1

αki δxki
⇀
k→∞

δx,

mk∑
i=1

αki γ
t,s,xki ,u

k
i ;nk ⇀

k→∞
γ,

mk∑
i=1

βki δxki
⇀
k→∞

γ2,

mk∑
i=1

βki γ
s,T̃ ,xki ,u

k
i ;nk ⇀

k→∞
γ′.

(45)

2. For every 1 ≤ i ≤ mk = m′k, we denote by x̄ki := xnk
(
s; t, xki , u

k
i (·)
)
, ∀k ≥ 1. We have that

W1

(
mk∑
i=1

αki δx̄ki
,

mk∑
i=1

βki δxki

)
= inf


∑

i≤i,j≤mk

λki,j

∥∥∥x̄ki − xkj∥∥∥ :

λki,j ∈ [0, 1] ,
∑

1≤i≤mk

λki,j = βkj ,
∑

1≤j≤mk

λki,j = αki

 .

We choose λki,j such that
∑

1≤i≤mk λ
k
i,j = βkj ,

∑
1≤j≤mk λ

k
i,j = αki and

(46)
∑

i≤i,j≤mk

λki,j

∥∥∥x̄ki − xkj∥∥∥ ≤ k−1 +W1

(
mk∑
i=1

αki δx̄ki
,

mk∑
i=1

βki δxki

)
.

Consider (for λi,j as above) the distance

W1

 ∑
1≤i,j≤mk

λki,jγ
s,T̃ ,x̄ki ,u

k
j ;nk

(
ds, dy,RN , du, dy′

)
,
∑

1≤i,j≤mk

λki,jγ
s,T̃ ,xkj ,u

k
j ;nk

(
ds, dy,RN , du, dy′

) .

As we have already seen, this distance is related to the estimates of∥∥∥xnk (r; s, x̄ki , ukj)− xnk (r; s, xkj , uki )∥∥∥ ≤ C ∥∥∥x̄ki − xkj∥∥∥ , ∀k ≥ 1.

Recall that, the constant C is generic and independent of r ∈
[
s, T̃

]
. From (46) it follows that

W1

 ∑
1≤i,j≤mk

λki,jγ
s,T̃ ,x̄ki ,u

k
j ;nk

(
·, ·,RN , ·, ·

)
,
∑

1≤j≤mk

βkj γ
s,T̃ ,xkj ,u

k
j ;nk

(
·, ·,RN , ·, ·

)
= W1

 ∑
1≤i,j≤mk

λki,jγ
s,T̃ ,x̄ki ,u

k
j ;nk

(
·, ·,RN , ·, ·

)
,
∑

1≤i,j≤mk

λki,jγ
s,T̃ ,xkj ,u

k
j ;nk

(
·, ·,RN , ·, ·

)
≤ C

∑
1≤i,j≤mk

λki,j

∥∥∥x̄ki − xkj∥∥∥ ≤ C
(
k−1 +W1

(
mk∑
i=1

αki δx̄ki
,

mk∑
i=1

βki δxki

))
.

(47)

10Indeed, if uik and vik are given, we construct wi,i
′

k = uik1[t,s] + vi
′
k 1(s,T̃ ] and rename the index.
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Finally, we note that
(48) ∑

1≤i≤mk

αki γ
t,s,xki ,u

k
i ;nk


2

=

 ∑
1≤i,j≤mk

λki,jγ
t,s,xki ,u

k
i ;nk


2

=
∑

1≤i,j≤mk

λki,jδx̄ki
=

∑
1≤i≤mk

αki δx̄ki
.

We set uki,j := uki 1[t,s) + ukj1[s,T̃ ], ∀k ≥ 1. To summarize, we have exhibited λki,j ∈ [0, 1], ∀k ≥ 1

such that
∑

1≤i,j≤mk λ
k
i,j = 1 and

∑
1≤i,j≤mk λ

k
i,jδxki

=
∑mk

i=1 α
k
i δxki

⇀
k→∞

δx. Moreover,

∑
1≤i,j≤mk

λki,jγ
t,T̃ ,xki ,u

k
i,j ;nk =

 ∑
1≤i,j≤mk

λki,jγ
s,T̃ ,x̄ki ,u

k
j ;nk

⊕
 ∑

1≤i,j≤mk

λki,jγ
t,s,xki ,u

k
i ;nk

 ⇀
k→∞

γ̃

on some subsequence. It follows that γ̃ ∈ Θ∞

(
t, T̃ , x

)
by definition. Using (45), (47), (48) and

recalling that W1

(∑mk
i=1 α

k
i

(
γt,s,x

k
i ,u

k
i ;nk
)

2
,
∑mk

j=1 β
k
j δxkj

)
→
k→∞

0 we conclude that

γ̃
(
·, ·,RN , ·, ·

)
=
(
γ′ ⊕ γ

) (
·, ·,RN , ·, ·

)
.

Our proof is now complete.
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