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ABSTRACT

Over the past years, deep learning proved its effectiveness
in medical imaging for diagnosis or segmentation. Never-
theless, to be fully integrated in clinics, these methods must
both reach good performances and convince area practition-
ers about their interpretability. Thus, an interpretable model
should make its decision on clinical relevant information as
a domain expert would. With this purpose, we propose a
more interpretable classifier focusing on the most widespread
autoimmune neuroinflammatory disease: multiple sclerosis.
This disease is characterized by brain lesions visible on MRI
(Magnetic Resonance Images) on which diagnosis is based.
Using Integrated Gradients attributions, we show that the uti-
lization of brain tissue probability maps instead of raw MR
images as deep network input reaches a more accurate and
interpretable classifier with decision highly based on lesions.

Index Terms— Multiple sclerosis, deep learning, attribu-
tion maps, MRI, tissue probability maps

1. INTRODUCTION

Multiple sclerosis (MS) is the most widespread disabling neu-
rological disease of young adults. In 2020, around 2.5 mil-
lions cases were reported in the world. It is a central ner-
vous system inflammatory and demyelinating disease which
causes motor, sensory, visual, etc. disorders. The MS di-
agnosis is based, in addition to symptoms, on the McDon-
ald criteria which evaluates spatial and temporal spread of
lesions visible on magnetic resonance images (MRI). Thus,
lesions detection is the gold standard in MS diagnosis. As
such, many automatic methods have been proposed in recent
years for MS lesions segmentation as referenced in Danelakis
et al. survey [1]. Some are based on registration to a refer-
ence atlas, some include a features extraction step followed
by clustering, region growing, etc. Convolutional neural net-
works (CNN) have also produced interesting results for MS
lesions segmentation [2, 3].

Although deep learning has shown its strong potential in
medical imaging, the ”black box” nature of deep learning is

still an obstacle for clinical practitioner who need to have con-
fidence in the proposed automatic decision. The large number
of parameters and the non-linearity of neural networks make
their decision difficult to understand and interpret.

Attribution maps computation is recent technique to inter-
pret deep networks decision [4, 5]. These heatmaps indicate
the positive or negative relevance of each voxel in the input
image for the classification. There are useful in a medical
context to validate a network. Indeed, diseases often generate
anatomical abnormalities which should match with attribution
relevant voxels, and especially in MS which is characterized
by brain lesions [6].

In this work we propose to use the three tissue probabil-
ity maps, cerebrospinal (CSF), grey matter (GM) and white
matter (WM) ones, as input of a deep network for the classi-
fication of MS vs healthy subjects. Using this input for clas-
sification leads to 1/ a better accuracy, 2/ a more interpretable
output as given by attribution maps, 3/ a less prone to overfit-
ting model thanks to this strong input normalization.

The paper is organized as follows: in section 2 we intro-
duce our methodology. Then, section 3 presents the experi-
ments and section 4 the results. Finally, section 5 concludes
the paper.

2. METHODOLOGY

In this work, we compared the performances and inter-
pretability of our proposed classifier input namely CSF, GM
and WM segmentation probability maps as generated by FSL
FAST [7] to raw MRI image. We evaluate the interpretabil-
ity of our trained MS vs healthy subjects classifier using
attribution maps.

2.1. Tissue probability maps

MRI intensities are not absolute values: two MR acquisitions
of the same patient will have intensity variations due to field
strength, acquisition protocol, scanner brand, MR artifacts,
etc. This is a problem for machine learning as the classifica-
tion decision can be based on the acquisition signatures of the
different datasets used and not only on the pathology. To cope



Fig. 1: From left to right: a brain MR T1 image (axial view)
and the corresponding CSF, GM and WM probability maps.

with this problem, we choose a strong normalization proto-
col: replacing MR image by probability maps of three tissue
classes: CSF, GM and WM.

A common approach to segment brain MRI in tissue
classes is to model the intensity using a Gaussian mixture
model and the voxel label interaction with a Markov Random
Field (MRF). Formally, it is defined by:

P (yi|xNi , θ) =
∑
l∈L

g(yi, θl)P (l|yi, xNi , θ) (1)

where yi is the intensity of the ith voxel, L the set of tis-
sue class labels, g a Gaussian with mean and variance θl =
(µl, σl), xNi

the class labels of the neighbors voxels Ni and
where θ includes both the θl and the artefacts parameters such
as the bias field parameters. The model parameters are es-
timated iteratively with the Expectation Maximization algo-
rithm.

Thus, in this model, each tissue (CSF/GM/WM) is repre-
sented as a class and its intensity has a Gaussian distribution.
The conditional probability maps P (l|yi, xNi , θ) (see Fig. 1)
are then given as the three channel input to a deep classifier.
As these maps are supposedly noise, bias field inhomogeneity
and tissue contrast free, so should also be the classification.
Moreover, it allows the investigation of the network decision
with respect to the tissue class which have a medical signi-
fication. More details on the probability maps computation
used in this work can be found in [7].

2.2. Attribution maps

Attribution maps allow to investigate the output of a deep
model. Here, they are used to show that the network deci-
sion is based on relevant MS clinical features: MS lesions.

We use Integrated Gradients method [4] to compute this
heatmaps as it respects two important axioms: sensitivity and
implementation invariance. Indeed, it is defined along the ith

dimension of the input as:

IntGradsi(x) = (xi−x′i)
1∫

α=0

∂F (x′ + α(x− x′))
∂xi

dα (2)

where x is the input, x′ is the baseline and F represents the
network.

Thereby, if the baseline and the input differ in one fea-
ture and have different network output, then attribution map
of the input has a non-zero attribution value associated to this
feature regardless of the network used.

3. EXPERIMENTS

MS vs healthy subject images classification is compared us-
ing either a CNN classifier with the MR image (C-MRI) or
the three tissue probability maps (C-PMAPS) as input. Clas-
sification performance is evaluated using accuracy on two test
datasets. The effects of lesions inpainting, filling MS lesions
area with WM intensity [8], on classification probability and
attributions has also been used to assess the lesions contri-
bution in the decision. As lesions are MS characteristic, we
expect that lesions inpainted images to be seen as less patho-
logical by the network.

3.1. Data

Three T1 MRI datasets are used in our experiments: the pub-
lic IXI healthy database1, the OFSEP/EDMUS MS dataset2

from the ”Observatoire français de la sclérose en plaques”,
MS the french registry [9, 10], and the MICCAI 2016 MS-
SEG challenge dataset [11]. Division in training/validation/test
sets are indicated in Table 1.

Table 1: T1 MRI datasets. H refers to healthy dataset.

Dataset Ntrain Nval Ntest H/MS Annoted
IXI 400 130 50 H No

OFSEP 383 97 30 MS No
MICCAI 0 0 52 MS Yes

Attribution maps are generated only on MICCAI images.
As the MICCAI FLAIR lesions used appear larger than T1
lesions and are not used to compute segmentation metrics,
there is no detrimental impact in our experiments (inpainting
in section 3 or attributions statistics in section 4.2 and 4.4).

Data are acquired in different centers with Philips, Siemens,
General Electric, 3T and 1.5T scanners. All volumes are pre-
processed using FSL FLIRT affine registration on MNI atlas
T1 MRI [12, 13], HD-BET brain extraction [14] and N4 bias
field correction [15]. Final image size is 91 × 109 × 91 with
a 2mm voxel size.

3.2. Implementation details

Our network was implemented using Pytorch. We used a
3D 70x70 PatchGan [16] as classifier, trained with Adadelta
optimizer [17] and cross entropy loss. This CNN is defined

1http://brain-development.org/ixi-dataset
2http://www.ofsep.org



as C64-C128-C256-C512 where Ck denotes a Convolution-
BatchNorm-LeakyReLU (slope 0.2) layer with k filters, ex-
cept for the first layer on which no BatchNorm is applied. At
the end, a convolution is applied to obtain a 1-dimensional
output. Moreover, we performed data augmentation with
brightness variation, elastic deformation and mirroring along
sagittal plane. For attribution maps generation, we use Cap-
tum library3. Integrated Gradients was used with a zero-
constant baseline.

4. RESULTS

4.1. Healthy vs MS classification performances

Classification accuracy evaluated on test sets for IXI/OFSEP
databases and on MICCAI database are presented in Table 2.
We note that probability maps input achieves a much better
accuracy on all datasets: it is between 7.5% and 10% higher
than with C-MRI.

Table 2: Classification accuracy.

Database
Classifier IXI/OFSEP MICCAI
C-MRI 87.50 84.62

C-PMAPS 95.00 94.23

4.2. MS lesions contribution to the decision

To evaluate the lesions impact in the network decision, we
compare first the network output for MICCAI images be-
fore and after lesions inpainting. Ideally, the MS probability
given by the network should decrease when MS lesions are
inpainted. In Table 3 are reported the average difference of
the log-probability (plogdiff) of the network output with and
without inpainting and the number of patients with inpainted
image classified as less pathological than non-inpainted one.
The results show that the contribution of MS lesions in the
decision is more important in C-PMAPS than in C-MRI: the
log-probability difference is higher and in addition, more
images are classified as less pathological after inpainting.

Table 3: Mean/standard-deviation of the classifier log-
probability difference (plogdiff) with and without inpainting.
”/52” column refers to the number of patients (/52) with in-
painted image classified less pathological than non-inpainted.

Classifier plogdiff /52
C-MRI 1.20± 7.43 44

C-PMAPS 4.04± 8.68 49

3https://captum.ai

4.3. Cleaner attribution maps

Attribution maps were computed for C-MRI and C-PMAPS
on MICCAI images (see Fig. 2). Visually, attribution maps
from CM-MRI seems more noisy. This was assessed quantita-
tively by measuring the total variation of attribution maps: to-
tal variation is 10 times higher on average for C-MRI (TV =
35339± 4576) than for C-PMAPS (TV = 3326± 484 aver-
aged on the 3 channels).

4.4. Attributions statistics

C-MRI attributions seems also less focused on lesions than
C-PMAPS attributions (Fig. 2). Moreover, CSF appears to
carry less information than GM or WM in C-PMAPS. Indeed,
in GM, lesions are associated to MS relevance before inpaint-
ing whereas there is no relevance after lesions removal. In
WM, healthy tissue brings healthy relevance unlike lesions.
Therefore, with this input, the classifier seems to match with
clinical knowledge.

To support this, we compute statistics on attribution maps.
As inpainted image should carry less positive relevance (MS)
and more negative one (healthy), we compute relative differ-
ence between attributions average for non-inpainted and in-
painted images defined as:

µDiff =
µ− µin

max(|µin|, |µ|)
(3)

where µin and µ are respectively the attribution map average
of the inpainted and non-inpainted image. This difference for
the MICCAI dataset is reported in Table 4, for the whole im-
age but also only in the lesions mask. We separate positive
and negative relevances for a deeper analysis. For probability
maps, statistics are computed on the three channels and each
channel separately.

Results show that C-PMAPS is more interpretable as the
difference between non-inpainted and inpainted image attri-
butions are larger, especially in lesions. Indeed, inpainted
images carry more healthiness information and non-inpainted
ones more pathological information. We also notice that WM
is the more important channel for healthy relevance whereas
GM is the more important for MS relevance.

5. CONCLUSION AND DISCUSSION

In this paper, we proposed a more accurate and interpretable
classifier based on tissue probability maps input. Indeed, re-
sults on output and attributions show that the network deci-
sion is more based on lesions with this input, which is clini-
cally relevant. Moreover, associated attributions are less noisy
and add another information on relevant information for the
classifier: tissue type relevance in MS. As the classifier was
trained and evaluated on data from variable scanners, we can
expect a good generalization.



Fig. 2: Axial view attribution examples for one MICCAI patient. FLAIR lesions manual annotation is drawn in black. Blue
represents healthy relevance and red MS relevance. From left to right: MR image, attribution maps for MR image input and
attribution maps for probability maps (respectively for CSF, GM, WM channels). Images at the top are before inpainting and
images below after.

Table 4: Mean ± standard-deviation of the relative difference (µDiff) between inpainted and non-inpainted images attributions
on the whole image or within the lesions mask. ”/52” columns refer to the number of patients (/52) with more MS relevance for
image before inpainting than after.

Whole image Lesions
Total relevance < 0 relevance > 0 relevance

Classifier µDiff /52 µDiff /52 µDiff /52 µDiff /52
C-MRI 0.16± 0.31 37 0.40± 0.81 40 0.56± 0.16 51 −0.50± 0.14 1

C-PMAPS (all) 0.34± 0.44 44 1.07 ± 1.05 44 0.32± 0.37 43 0.38± 0.33 45
C-PMAPS (CSF) −0.23± 0.33 6 −0.35± 0.98 19 −0.72± 0.51 6 −0.74± 0.33 9
C-PMAPS (GM) −0.34± 0.49 13 0.48± 0.67 41 −0.73± 0.28 2 0.75 ± 0.26 51
C-PMAPS (WM) 0.36 ± 0.48 45 0.53± 0.77 42 0.77 ± 0.23 51 −0.75± 0.21 1

We notice that tissues probability maps can sometimes
merge brain ventricles and surrounding lesions even if MRI
image intensities are different. In this case, attributions show
that only lesion edge has positive MS relevance whereas
within lesions, relevance is more negative especially in GM.
It could be a limitation for a segmentation task. The solution
could be to change the tissue probability map generation in
order to further separate ventricles and lesions.

Finally, our work used FLAIR lesions to compute statis-
tics on attribution maps but our network is based on T1 im-
ages. As FLAIR lesions are larger than T1 ones, we can ex-
pect better ”in lesions” statistics with a T1 lesions mask.
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