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Abstract

The method of characteristics is a powerful tool to solve some nonlinear second order stochastic PDEs like those satisfied by a consistent dynamic utilities, see [EM13, MM20]. In this situation the solution $V(t, z)$ is theoretically of the form $\bar{X}(V(0, \xi_t(z)))$ where $X$ and $\bar{Y}$ are solutions of a system of two SDEs, $\xi$ is the inverse flow of $\bar{Y}$ and $V(0,.)$ is the initial condition. Unfortunately this representation is not explicit except in simple cases where $X$ and $\bar{Y}$ are solutions of linear equations. The objective of this work is to take advantage of this representation to establish a numerical scheme approximating the solution $V$ using Euler approximations $X_N$ and $\xi_N$ of $X$ and $\xi$. This allows us to avoid a complicated discretizations in time and space of the SPDE for which it seems really difficult to obtain error estimates. We place ourselves in the framework of SDEs driven by Lévy noise and we establish at first a strong convergence result, in $L^p$-norms, of the compound approximation $X_N^t(Y_N^t(z))$ to the compound variable $X_t(Y_t(z))$, in terms of the approximations of $X$ and $Y$ which are solutions of two SDEs with jumps. We then apply this result to Utility-SPDEs of HJB type after inverting monotonic stochastic flows.

1 Introduction

Solving PDEs using the characteristics method is powerful tool in the theory of differential equations. This method has been extended to the framework of stochastic PDEs in chapter 6 of Kunita’s book [Kun97] and called the stochastic characteristics method. It consists in studying the solution $U(t, z)$ of the equation along the path of a process $Y_t(z)$. If $Y$ is well chosen, the process $X_t(z) := U(t, Y_t(z))$ should satisfy a differential equation of lower order and much simpler to study. This method works very well since the $Y$ process is such that $y \mapsto Y_t(y)$ is homeomorphic flow. In this case, by making a variable change, the solution of our initial problem is written $U(t, z) = X_t(Y_t^{-1}(z))$. Unfortunately, apart from a few special cases, it is complicated, if not impossible, to obtain closed formulas for the characteristics $X$ and $Y$ (or its inverse $Y^{-1}$). Let $X^N$ be an approximation of $X$ and $\xi^N$ be an approximation of $\xi := Y^{-1}$ for some convergence parameter $N \to +\infty$, our aim is to show that the compound approximation $X^N(\omega, \xi^N(\omega))$ converges to $X(\omega, \xi(\omega))$. For this we need to answer the following questions: Which scheme to approximate the inverse flow $\xi$? Under which assumptions does the compound approximation $\omega \mapsto X^N(\omega, \xi^N(\omega))$ converge to the compound map $\omega \mapsto X(\omega, \xi(\omega))$ and in which manner? And
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finally, what is the convergence rate and how does it depend on those related to the approximations $X^N$ to $X$ and $\xi^N$ to $\xi$?

It is easy to see that our study becomes simple if we make the hypothesis that the pair $(X, X^N)$ is independent of $(\xi, \xi^N)$, by using a conditioning argument. This is not the case in this work as we will explain later. The study is therefore more complex and the classic arguments are not necessarily effective.

As the strong convergence rates constitute the corner stone for designing efficient Multi-Level Monte Carlo methods which significantly speed-up crude Monte Carlo methods by reducing the variance [Hei01, Gil08] or can remove the simulation bias where the number of levels is randomized [RG12, GM16], our aim is to study the strong convergence (convergence in $L_p$-norms) in this setting.

Fortunately, a first work with E. Gobet [GM18] answers some of these questions in a very general framework and establish a strong convergence rates for compound maps in complicated situations where the error analysis was not available so far. Theorem 1 in [GM18] gives a strong approximation of the compound $F_t(\Theta_t(\theta))$ where the random fields $F$ and $\Theta$ are arbitrary (not a necessarily a semimartingales) and satisfy some space regularities assumptions. The scope of application of this result is potentially large: the application to utility-SPDE without jumps is developed in Section 3 of [GM18] and applications to stochastic processes (possibly non semimartingales) at random times (possibly non stopping times) are considered in [GM16], where the nice interplay with unbiased simulation scheme of Rhee-Glynn [RG12] is presented.

The starting idea of this work and that of [GM18] comes essentially from a joint works with N. El Karoui [EM13] and with A. Matoussi [MM20] on the field of stochastic consistent utilities, introduced under the name of forward utilities by M. Musiela and T. Zariphopoulou [MZ07]. This new concept which generalizes the classic utility functions, models possible changes over the time of both the individual preferences of an agent and the dynamic of the universe of investment. This works always leads us to completely non-linear stochastic PDEs. The originality is that we have succeeded in linking the solutions of these SPDEs with those of two SDEs. We have shown that the marginal utility is represented as the compound of two SDE’s solutions. This explains the need to study the composition of the approximations of the two SDEs instead of trying to directly discretize the SPDEs, which is not an easy task. To be clearer, a dynamic utility of an investor is a random maps $(t, z, \omega) \mapsto U(t, z, \omega) \in \mathbb{R}$, depending on time $t$ and on the wealth $z \in \mathbb{R}$. Assume it is of Itô type driven by a Lévy process, i.e.

$$dU(t, z) = \beta(t, z)dt + \gamma(t, z) \cdot dW_t + \int_{\mathbb{R}} H(t, z, e) \tilde{N}(dt, de),$$

where $W$ is a $d$-dimensional Brownian motion and $\tilde{N}$ the compensated version of an independent Lévy random measure $N$ on $[0, \infty) \times \mathbb{R}$ with intensity measure $\lambda(t)dt \times \nu(de)$. The triplet $(\beta, \gamma, H)$ denotes the local characteristics of $U$ with values in $\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}$. Denote by $U_z$ and $U_{zz}$ the first and the second derivative of $U$ with respect to $z$. Then, the dynamic utility $U$, associated to the investor’s portfolio optimization, is consistent if it solves the second-order fully nonlinear SPDE driven by Lévy noise and of HJB type [MM20] (the drift $\beta$ is necessarily constrained)

$$dU(t, z) = \left( - z U_z(t, z) r_t + \int_{\mathbb{R}} (U(t, z) + H(t, z, e)) \nu(de) - \mathbb{Q}(t, z, \kappa^*) \right) dt$$

$$+ \gamma(t, z) dW_t + \int_{\mathbb{R}} H(t, z, e) \tilde{N}(dt, de).$$

(1)

Where,

$$\mathbb{Q}(t, z, \kappa^*) = \int_{\mathbb{R}} (U + H)(t, z(1 + \kappa^*(t, z) h^S(t, e))) \nu(de) - \frac{1}{2U_{zz}} \left| \gamma_z^R + U_z(t, z)(\eta_t - \alpha_t) \right|^2$$
\[ + \frac{1}{2U_{zz}(t,z)} \| \int_{\mathbb{R}} (U_z + H_z)(t,z(1 + \kappa^{*}(t,z)h^{S}(t,e)))h^{S}(t,e)\nu(de) \|^2. \]

With \( r \) and \( \eta \) denote the interest rate and the risk premium of the market. The quantity \( z\kappa^{*}(t,z) \) denotes the strategy of the investor and is given by

\[ z\kappa^{*}(t,z) = -\frac{\gamma^{R}(t,z) + U_z(t,z)(\eta - \alpha t)}{U_{zz}(t,z)} - \int_{\mathbb{R}} (U_z + H_z)(t,z(1 + \kappa^{*}(t,z)h^{S}(t,e)))h^{S}(t,e)\nu(de). \]

In the continuous case (\cite{EM13} Section 3), this equation reduces to

\[ dU(t,z,\omega) = \left(-r_t zU_z + \frac{1}{2U_{zz}}\| \gamma_z + U_z\eta_t \|^2 \right)(t,z,\omega)dt + \gamma(t,z,\omega) \cdot dW_t. \quad (2) \]

Moreover, see \cite{EM13} Section 4 for equation (2) and \cite{MM20} Theorem 3.8 for equation (1), we represent the spatial first derivative of the SPDE solution as the compound of the solutions of two SDEs with explicit coefficients and driven by the same Brownian motion \( W \) and the same Lévy random measure \( N; \) denote them by \( (X_t(x) : t \geq 0) \) and \( (Y_t(y) : t \geq 0) \), parameterized by their initial space conditions \( x \) and \( y \) at time 0. More precisely, the utility-SPDE (2) admits a unique concave (with respect to the space variable \( z \)) solution with marginal \( U_z \) characterized by composition of stochastic flows:

\[ U_z(t,z,\omega) = X_t(u_z(0,\xi_t(z,\omega)),\omega), \quad U(0,0,\omega) = u(0,0) \quad (3) \]

where \( \xi_t(z) \) denotes the inverse flow of \( y \mapsto Y_t(y) \). This connection between utility-SPDE and SDEs allows to solve theoretically the problem but the numerical resolution remains an open issue. In particular we would like, as mentioned above, to avoid a complicate discretization in time and space of the SPDE (1) and we would like to take advantage of the representation (3) as compound random maps. Briefly, the question can be formulated as follows: let \( N \) be a number of discretization times (including jump times) and assume that an approximation \( \xi^{N} \) converge to \( \xi \) as \( N \to +\infty \) with order \( \alpha^{\xi} \), and \( X^{N} \to X \) with order \( \alpha^{X} \), both convergences being considered in the \( L_p \) sense.

- Does \( X^{N}_t(u_z(0,\xi^{N}_t(z))) \) converges to \( X_t(u_z(0,\xi_t(z))) \) as \( N \to +\infty \)?

- What is the convergence rate, and how it depends on \( \alpha^{X} \) and \( \alpha^{\xi} \) ?

Note that, in the case of continuous semimartingale, we have addressed these issues in \cite{GM18} Theorem 8 where we have shown, using Euler’s schemes to approximate \( X \) and \( \xi \), that \( X^{N}_t(u_z(0,\xi^{N}_t(z))) \) converge with order \( \frac{1}{2} \) to the first derivative \( U_z(t,z) \) of the solution \( U \) of (2) satisfying \( U(t,z) = u(z) \). The purpose of this paper is to establish an equivalent result for more complex family of SPDE’s driven by a Lévy noise and in particular for the utility-SPDE (1).

The paper is organized as follows. In Section 2 we recall a general convergence result \cite{GM18} Theorem 1 estimating the \( L_p \)-error \( \| F^{N}(\Theta^{N}) - F(\Theta) \|_{L_p} \) by assuming locally uniform approximations of \( F^{N} - F \), and local-Hölder continuity on \( F \). In Section 3 we study the error induced by compound Euler schemes related to SDEs with jumps, through their initial conditions. The major difficulty is to show that the hypotheses of \cite{GM18} Theorem 1 are satisfied in order to be able to apply this result to the framework of this paper. Several intermediate results, whose proofs are long and complex, are necessary to verify all these assumptions and establish our main result Theorem 5 which show that the convergence rate for the approximation of compound SDEs (strongly dependent because built with the same Brownian motion and the same Lévy measure) inherits from that of simple Euler scheme for each SDE. In Section 4 we come back to the application to utility-SPDE (1).
2 \(L_p\)-approximation of compound random maps: recent results

Let \((\mathcal{E},||\cdot||)\) be a separable Banach space and \((\Omega,\mathcal{F},\mathbb{P})\) be a probability space. Let \(F\) be a random field, i.e. a \(\mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d)\)-measurable mapping \((\omega,x) \in (\Omega,\mathbb{R}^d) \mapsto F(\omega,x) \in \mathcal{E}\), continuous in \(x\) for a.e. \(\omega\) and \(F\)-random variable \(\Theta: \Omega \rightarrow \mathbb{R}^d\). Denote by \(F^N\) and \(\Theta^N\) the approximations of \(F\) and \(\Theta\), where \(N \rightarrow +\infty\) is an asymptotic parameter.

For \(p > 0\) and for a random variable \(Z: \Omega \rightarrow \mathcal{E}\) or \(\mathbb{R}^d\), we set \(\|Z\|_{L^p} = (\mathbb{E}|Z|^p)^{1/p}\) and say that \(Z \in L_p\) if \(\|Z\|_{L_p} < +\infty\). Despite \(\|\cdot\|_{L_p}\) not being a norm for \(p < 1\), we refer to it as \(L_p\)-norm to simplify the discussion.

Let us now give the assumptions under which a general convergence result for the compound \(F^N(\Theta^N)\) to \(F(\Theta)\) has been established in [GM18]. They ensure that all the quantities of interest to us belong to any \(L_p\), with some locally uniform estimates w.r.t. the space dependence.

**\(H(1)\)** For any \(p > 0\), there exist constants \(c_p^{(H1)} \in [0, +\infty)\) and \(C_p^{(H1)} \in [0, +\infty)\) such that

\[
\left\| \sup_{|x| \leq \lambda} |F(\cdot, x)| \right\|_{L_p} \leq C_p^{(H1)} \lambda^{c_p^{(H1)}}, \quad \forall \lambda \geq 1.
\]

**\(H(2)\)** There is a \(\kappa \in (0, 1]\) such that for any \(p > 0\), there exist constants \(c_p^{(H2)} \in [0, +\infty)\) and \(C_p^{(H2)} \in [0, +\infty)\) such that

\[
\left\| \sup_{|x| \neq y, |x|, |y| \leq \lambda} \frac{|F(\cdot, y) - F(\cdot, x)|}{|y - x|^\kappa} \right\|_{L_p} \leq C_p^{(H2)} \lambda^{c_p^{(H2)}}, \quad \forall \lambda \geq 1.
\]

**\(H(3)\)** For any \(p > 0\), there exist a constant \(c_p^{(H3)} \in [0, +\infty)\) and a sequence \((\varepsilon_p^{N,(H3)})_{N \geq 1}\) with \(\varepsilon_p^{N,(H3)} \in [0, +\infty)\) such that

\[
\left\| \sup_{|x| \leq \lambda} |F^N(\cdot, x) - F(\cdot, x)| \right\|_{L_p} \leq \varepsilon_p^{N,(H3)} \lambda^{c_p^{(H3)}}, \quad \forall \lambda \geq 1, \forall N \geq 1.
\]

**\(H(4)\)** For any \(p > 0\), there exist a constant \(c_p^{(H4-a)} \in [0, +\infty)\) and a sequence \((\varepsilon_p^{N,(H4-a)})_{N \geq 1}\) with \(\varepsilon_p^{N,(H4-a)} \in [0, +\infty)\) such that

\[
\|\Theta\|_{L_p} + \|\Theta^N\|_{L_p} \leq c_p^{(H4-a)}, \quad \forall N \geq 1,
\]

\[
\|\Theta^N - \Theta\|_{L_p} \leq \varepsilon_p^{N,(H4-b)} \lambda^{c_p^{(H4-b)}}, \quad \forall N \geq 1.
\]

Under these assumptions, the following Theorem states an error estimate on the approximation of \(F(\Theta)\) by \(F^N(\Theta^N)\), as a function of \(N\), through the sequences \((\varepsilon_p^{N,(H3)})_{N \geq 1}\) and \((\varepsilon_p^{N,(H4-a)})_{N \geq 1}\).

**Theorem 1** (Gobet-Mrad [GM18]). Assume \((H1)-(H2)-(H3)-(H4-a)-(H4-b)\). Then for any \(p > 0\) and any \(p_2 > p\), there is a constant \(c_1\) independent on \(N\) such that

\[
\left\| F^N(\Theta^N) - F(\Theta) \right\|_{L_p} \leq c_1 \left( \varepsilon_p^{(H2)} + \varepsilon_{p_2}^{(H4-b)} \right) \lambda^{\kappa}, \quad \forall N \geq 1.
\]

Quite intuitively, the global approximation error inherits the rates from that on \(F\) and that on \(\Theta\) modified by the local Hölder regularity of \(x \mapsto F(\omega, x)\).
Corollary 1. Let consider the assumptions and notations of Theorem 2. Then we have
\[ \| \sup_{|x| \leq \lambda} |G(x)| \|_{L_p} \leq c \lambda^\beta, \quad \forall \lambda \geq 1, \]
where \( c \) is a constant depending only on \( d, p, \beta, \beta(G), \tau(G) \).

Remark 2.1. In its original version, this result is given in two variants, the first is the one recalled here and the second one gives an equivalent conclusion but instead of the \( \lambda \)-polynomial dependency of the upper bounds in \((H1-H2-H3)\), we consider exponential dependency. This allow us to analyse the approximation of diffusion process in diffusion time \( Z_t = X_{|Y_t|} \) see \([AZ01]\) and \([GM16]\) for this and other applications of this second variant.

Remarks and comments This is a very general result but the assumptions necessary to apply it and especially \((H1-H2-H3)\) are sometimes very complicated to verify. For example, if \( x \) is the time variable, one can verify that \((H1-H2-H3)\) are satisfied by using Doob inequalities or other martingale estimates. But in other situations this verification can be complex. One can think of using the Kolmogorov continuity criterion for random fields \([Kun97, \text{Theorem 1.4.1 p.31}]\), but it does not yield the quantitative estimates we are looking for. However, there is an interesting result that gives refinement compared to the Kolmogorov criterion. It is about the Garsia-Rodemich-Rumsey lemma \([GRR70]\) (see \([Nua06, \text{p.353–354}]\)). This lemma allows us to go from pointwise estimates to locally uniform estimates, by assuming H"older regularity in \( L_p \).

Garsia-Rodemich-Rumsey lemma \([GRR70]\) (see \([Nua06, \text{p.353–354}]\)). This lemma allows us to go from pointwise estimates to locally uniform estimates, by assuming H"older regularity in \( L_p \).

It has been very useful to us in studying SPDEs in a continuous setting and will undoubtedly be useful in this work as well. In the literature, this approach has been extensively developed in \([BYS2]\) for studying regularity of local times of continuous martingales w.r.t. the space variable.

The following two results will be used frequently in this paper. The first key result is obtained from Garsia-Rodemich-Rumsey lemma \([GRR70]\), see the proof of \([GM18, \text{Theorem 2}]\).

Theorem 2 (Gobet-Mrad \([GM18]\)). Let \( p > d \). Assume that \( G \) is \( F \otimes B(\mathbb{R}^d) \)-measurable mapping \((\omega, x) \in (\Omega, \mathbb{R}^d) \mapsto G(\omega, x) \in \mathcal{E} \), continuous in \( x \) for a.e. \( \omega \). Assume that \( G(x) \) is in \( L_p \) for any \( x \) and that there exist constants \( C(G) \in [0, +\infty), \beta(G) \in (d/p, 1] \) and \( \tau(G) \in [0, +\infty) \) such that
\[ \| G(x) - G(y) \|_{L_p} \leq C(G) (x - y)^\beta + \lambda^{\tau(G) + \beta - \beta}, \quad \forall \lambda \geq 1, \]
where \( C(G) \) is a constant depending only on \( d, p, \beta, \beta(G), \tau(G) \).

A similar result is proved in \([RY99, \text{Theorem 2.1, p.26}]\) using the Kolmogorov criterion, with \( x \) and \( y \) in a compact set, i.e. with \( \tau(G) = 0 \); the quoted result is not sufficient for our study.

As a consequence, we obtain the following result that may serve to easily check \((H1)\).
3 Application to compound Euler schemes

3.1 Problem’s setting

In this section, we fix finite time horizon $T$ and we consider a standard filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$ supporting two $q$-dimensional standard Brownian motions $W = (W^1, \ldots, W^q)$ and $B = (B^1, \ldots, B^p)$ on $[0, T]$ and an independent Lévy random measure $N$ on $[0, \infty) \times \mathbb{R}^d$ with deterministic time dependent intensity measure $\lambda(t) dt \times \nu(de)$ defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. $\lambda$ is the time intensity of jumps with $\lambda([0, T]) = [0, \lambda_{\max}]$ for some $\lambda_{\max} \in [0, \infty]$ and $\nu$ is a positive measure on $\mathbb{R}^d$ with finite intensity, i.e., $\nu(\mathbb{R}^d) = \int_{\mathbb{R}^d} \nu(de) < \infty$. We also denote by $\hat{N}$ the compensated version of $N$:

$$\hat{N}(dt, de) = N(dt, de) - \nu(de)\lambda(t)dt.$$ 

We are concerned by two $\mathbb{R}^d$-valued stochastic processes $X$ and $Y$, solutions of the following stochastic differential equations (SDE for short)

$$dX_t(x) = \mu(t, X_t(x))dt + \sum_{i=1}^{q} \sigma_i(t, X_t(x))dW^i_t + \int_{\mathbb{R}^d} h(t, X_t(y), e)\hat{N}(dt, de), \quad X_0(x) = x, \quad (8)$$

$$dY_t(y) = b(t, Y_t(y))dt + \sum_{i=1}^{q} \gamma_i(t, Y_t(y))dB^i_t + \int_{\mathbb{R}^d} g(t, Y_t(y), e)\hat{N}(dt, de), \quad Y_0(y) = y, \quad (9)$$

where $\mu, b, \sigma, \gamma_i$ are deterministic functions from $[0, T] \times \mathbb{R}^d$ into $\mathbb{R}^d$ and $h, g$ are deterministic functions from $[0, T] \times \mathbb{R}^d \times \mathbb{R}^d$ into $\mathbb{R}^{d \times d'}$, globally Lipschitz in space to ensure the existence of a unique strong solution. Depending on the potential applications, we may require that $B$ and $W$ are the same, or different, or built from each other, possibly in complicated ways. Actually, observe that we do not assume that the couple $(B, W)$ forms a higher-dimensional Brownian motion: this general setting allows flexibility in further applications. As an example for solving utility-SPDE in Section 4, we need to consider $B$ as the backward Brownian motion of $W$.

Denote by $X^N_T(x)$ (resp. $Y^N_T(y)$) the Euler scheme with time step $T/N$ of $X_T(x)$ (resp. $Y_T(y)$): Using previous results, we aim at establishing a new convergence result of the compound scheme $X^N_T(Y^N_T(y))$ to the compound SDE $X_T(Y_T(y))$ as $N$ goes to infinity. More precisely, we prove in the following, under precise assumptions, see Theorem 5 that

$$\|X^N_T(Y^N_T(y)) - X_T(Y_T(y))\|_{L_p} = O(N^{-1/2}), \quad \forall y \in \mathbb{R}^d, \quad p > 0. \quad (10)$$

As explained in the introduction, this approximation issue is actually motivated by the resolution of some SPDEs (with or without jumps) by composition of stochastic flows. Relating compound SDEs to SPDEs is, in a sense, obvious since it is sufficient to apply an extension of the Itô-Ventzel’s formula established by B. Øksendal and T. Zhang [OZ07] [Theorem 3.1] to the compound process $V(t, y) := X_T(Y_T(y))$. Under good regularity assumptions on $(\mu, \sigma, h)$, the quoted result shows that $V(t, y) := X_T(Y_T(y))$ is still a semimartingale, solution of a second order SPDE, with stochastic coefficients, given by

$$dV(t, y) = \left(\frac{\partial_y V(t, y)}{\partial y Y_T(y)} h(t, Y_T(y)) + \frac{1}{2} \left(\frac{\partial_y^2 V(t, y)}{\partial y^2 Y_T(y)} - \frac{\partial_y V(t, y)}{\partial y Y_T(y)} \frac{\partial^2 Y_T(y)}{\partial y^2 Y_T(y)} \right) \gamma^2(t, Y_T(y)) \right) dt$$

$$+ \mu(t, V(t, y)) + \frac{\partial_y V(t, y)}{\partial y Y_T(y)} (\partial_x \sigma)(t, V(t, y)) \gamma(t, Y_T(y)) \right) dt$$

$$+ \left(\frac{\partial_y V(t, y)}{\partial y Y_T(y)} \gamma(t, Y_T(y)) + \sigma(t, V(t, y)) \right) dW_t$$

6
+ \int_{\mathbb{R}} \left( \hat{V}(t, y, e) - V(t, y) - h(t, V(t, y), e) - \frac{\partial_y V(t, y)}{\partial y} g(t, Y_t(y), e) \right) \lambda(t) \nu(de) dt
+ \int_{\mathbb{R}} \left( \hat{V}(t, y, e) - V(t^-, y) \right) \hat{\mathbb{N}}(dt, de).

Where, to simplify we have taken \( d = q = q' = 1 \) and \( W = B \) and we have used the fact that \( V(t^-, z) = X_{t^-}(Y_{t^-}(z)) \) and the notation

\[
\hat{V}(t, y, e) := X_{t^-}(Y_{t^-}(y) + g(t, Y_{t^-}(y), e)) + h(t, Y_{t^-}(y) + g(t, Y_{t^-}(y), e)).
\]

\( \hat{V}(t, e) \) corresponds to \( V(t, .) \) after a jump on \((t, e)\) which is the compound of \( X_{t^-}(. \) + \( h(t, X_{t^-}(.), e) \) corresponding to \( X \) after a jump on \((t, e)\) and \( Y_{t^-}(.) + g(t, Y_{t^-}(.), e) \) corresponding to \( Y \) after a jump at the same time for the same mark \( e \).

In the reverse direction, i.e., linking SPDE with SDEs is not obvious but it is possible in the cases considered by H. Kunita \[\text{Kun97}\], Chapter 6) and utility-SPDEs of \[\text{EM13}\], \[\text{MM20}\], see Section 3 below.

### 3.2 Preliminary results

In the following we will often need to control in \( L^{p^*} \)-norms of a \( d \)-dimensional semimartingales \( Z_t = (Z_{t}^{1}, Z_{t}^{2}, \ldots, Z_{t}^{d}) \) solutions of a stochastic differential equation of the following form

\[
Z_{t}^{1} = z^{1} + \int_{0}^{t} b_{i}^{1} ds + \sum_{j=1}^{m} \int_{0}^{t} f_{i,j}^{1} d\hat{W}_{s}^{j} + \int_{0}^{t} \int_{\mathbb{R}^{q'}} g_{i}(s, e) \tilde{\mathbb{N}}(dt, de).
\]

where \( \hat{W} \) be a \( m \)-dimensional brownian motion and \( Z_{0} = z \in \mathbb{R}^{d} \). To do, we use the following result established in \[\text{Kun04}\], Theorem 2.11]

**Theorem 3.** For any \( p \geq 2 \), there exists a positive constant \( C_{p} \) such that

\[
\mathbb{E}\left[ \sup_{0 \leq s \leq t} |Z_{s}|^{p} \right] \leq C_{p} \mathbb{E}\left[ |z|^{p} \right] + \mathbb{E}\left[ \left( \int_{0}^{t} |b_{s}| ds \right)^{p} \right] + \mathbb{E}\left[ \left( \int_{0}^{t} |f_{s}|^{2} ds \right)^{p/2} \right]
+ \mathbb{E}\left[ \left( \int_{0}^{t} \int_{\mathbb{R}^{q'}} |g_{s}(e)|^{2} \nu(de) ds \right)^{p/2} \right] + \mathbb{E}\left[ \left( \int_{0}^{t} \int_{\mathbb{R}^{q'}} |g_{s}(e)|^{p} \nu(de) ds \right) \right].
\]

In this work, the aim is not to improve the simulation methods or to propose a new scheme for SDEs with jumps or to work in the most general framework possible, see for example \[\text{PrTa97}\], \[\text{BrPl07}\], \[\text{MS08}\] and \[\text{KoTa10}\] and their references. Here we study the convergence of the compound of two numerical schemes. Our results show that it is enough to approximate the solutions of two SDEs to obtain an approximation of the solution of a SPDE. What is interesting in this work is the convergence result and particularly the rate of convergence which we obtain for the SPDE from those of the two SDEs. At the same time this avoids us to directly discretize this class of equations, which requires inevitably to approximate \( U_{z}(t, z) \) and \( U_{zz}(t, z) \), using a finite differences method for example, which requires the resolution in the full space (or on a grid in \( z \)). This is computationally demanding. In addition, it seems really difficult to obtain error estimates in that context. To simplify the presentation, we will assume in the following that \( \nu(\mathbb{R}^{q'}) < \infty \) which implies, by the Jenssen inequality

\[
\mathbb{E}\left[ \left( \int_{0}^{t} \int_{\mathbb{R}^{q'}} |g_{s}(e)|^{2} \nu(de) ds \right)^{p/2} \right] \leq t^{p/2} \left[ \nu(\mathbb{R}^{q'}) \right]^{p/2} \mathbb{E}\left[ \left( \int_{0}^{t} \int_{\mathbb{R}^{q'}} |g_{s}(e)|^{p} \nu(de) ds \right) \right].
\]

So a particular case of this last result is the following Corollary, useful in the sequel.
Corollary 2. Assume \( \nu(\mathbb{R}^d) < \infty \), then for any \( p \geq 2 \), there exists a positive constant \( C_p \) such that the solution \( Z \) of (1) satisfies
\[
E \left[ \sup_{0 < s \leq t} |Z_s|^p \right] \leq C_p \left\{ |z|^p + E \left[ \int_0^t |b_s|^2 ds \right]^p + E \left[ \int_0^t |f_{s,t}^2 ds \right]^p \right\} + E \left[ \int_0^t \int_{\mathbb{R}^d} |g(s,e)|^p \nu(de)ds \right].
\]

To obtain more precise estimates, which are necessary for our study, we need to specify the regularity assumptions on the SDE’s coefficients.

3.3 Assumptions

For the rest of the paper, the process \( X \) plays the role of the random field \( F \) in Theorem 1. It must therefore verify most of the assumptions of this result, namely (H1-H2-H3) and for this, we state related assumptions on the \( \mathbb{R}^d \)-valued drift coefficient \( \mu = \{\mu(t,x); t \in [0,T], x \in \mathbb{R}^d\} \), the \( \mathbb{R}^{d \times q} \)-valued diffusion coefficient \( \sigma = \{\sigma(t,x); 1 \leq i \leq q, t \in [0,T], x \in \mathbb{R}^d\} \) and the \( \mathbb{R}^{d \times q} \)-valued jump coefficient \( h = \{h_i(t,x,e); 1 \leq i \leq q, t \in [0,T], x \in \mathbb{R}^d, e \in \mathbb{R}^q\} \) which we suppose to be regular enough in time and space. When we will discuss on approximation of \( X(Y) \), similar assumptions will be made on the coefficients \( b \) and \( \gamma_i \) of Equation (3) for \( Y \).

(HP1) The coefficients \( \mu, \sigma \) and \( h \) are Lipschitz continuous with respect to the space variable \( x \), uniformly in time. More precisely, there exist positive constants \( C^X \) and \( C^{X(e)} \) such that for any \( t \in [0,T], x, y \in \mathbb{R}^d \) and \( e \in \mathbb{R}^q \)
\[
\begin{align*}
|\mu(t,x) - \mu(t,y)| &\leq C^X|x - y|, \\
|\sigma(t,x) - \sigma(t,y)| &\leq C^X|x - y|, \\
|h(t,x,e) - h(t,y,e)| &\leq C^{X(e)}|x - y|,
\end{align*}
\]
(HP1)

where, the constant \( C^{X(e)} \) satisfies \( \int_{\mathbb{R}^q}[C^{X(e)}]^p \nu(de) < \infty \), \( \forall p \geq 2 \).

(HP2) \( \mu, \sigma \) and \( h \) are continuously differentiable with respect to the space variable \( x \) such that their derivatives \( \nabla_x \mu := \{\nabla_x \mu(t,x); t \in [0,T], x \in \mathbb{R}^d\} \), \( \nabla_x \sigma = \{\nabla_x \sigma_i(t,x); 1 \leq i \leq q, t \in [0,T], x \in \mathbb{R}^d\} \) and \( \nabla_x h := \{\nabla_x h_i(t,x,e); t \in [0,T], x \in \mathbb{R}^d, e \in \mathbb{R}^q\} \) are \( \delta \)-Hölder for a certain exponent \( \delta \in (0,1] \). Namely, there exist positive constants \( C^{X,\nabla} \) and \( C^{X,\nabla(e)} \) such that for any \( t \in [0,T], x, y \in \mathbb{R}^d \) and \( e \in \mathbb{R}^q \)
\[
\begin{align*}
|\nabla_x \mu(t,x) - \nabla_x \mu(t,y)| &\leq C^{X,\nabla}|x - y|^{\delta}, \\
|\nabla_x \sigma(t,x) - \nabla_x \sigma(t,y)| &\leq C^{X,\nabla}|x - y|^{\delta}, \\
|h_x(t,x,e) - h_x(t,y,e)| &\leq C^{X,\nabla(e)}|x - y|^{\delta},
\end{align*}
\]
(HP2)

with \( \int_{\mathbb{R}^q}[C^{X,\nabla(e)}]^p \nu(de) < \infty \), \( \forall p \geq 2 \).

(HP3) \( \mu, \sigma \) and \( h \) are Hölder continuous in time, locally in space, i.e. there exists an exponent \( \alpha \in (0,1] \) and a positive constants \( C^X \) and \( C^{X(e)} \left( \int_{\mathbb{R}^q}[C^{X(e)}]^p \nu(de) < \infty \right) \), \( \forall p \geq 2 \), such that for any \( x \in \mathbb{R}^d, e \in \mathbb{R} \) and \( s, t \in [0,T] \)
\[
\begin{align*}
|\mu(t,x) - \mu(s,x)| + |\sigma(t,x) - \sigma(s,x)| &\leq C^X(1 + |x|)|t - s|^{\alpha} , \\
|h(t,x,e) - h(s,x,e)| &\leq C^{X(e)}(1 + |x|)|t - s|^{\alpha}.
\end{align*}
\]
(HP3)
To analyze the approximation of the compound maps $X$ convergence results of the Euler discretization scheme within the paper setting, the above map is and for any $t$

Assumption (HP1) ensures the existence of a strong solution to the SDE$(\mu, \sigma, h, W, N)$ [Kun04 Theorem 3.1] and plays a crucial role to establish a $L_p$-estimates. It is also well-known [Kun04 Theorem 3.2] combined with Kolmogorov-Totoki’s Theorem [Kun04 Theorem 4.1], that the map $(t,x) \mapsto X_t(\omega,x)$ has a modification $X'$ such that for any $x$ it is càdlàg with respect to $t$ and for any $t$ it is continuous in $x$ a.s., we shall systematically work with this modification from now on. Assumption (HP2) is a sufficient condition (see [Kun04 Theorem 3.4]) under which the above map is $C^1$ in $x$. Assumptions (HP3) and (HP4) enable us, essentially, to establish convergence results of the Euler discretization scheme within the paper setting.

3.4 SDE: differentiability, local and uniform estimates

To analyze the approximation of the compound maps $X \circ Y$, precise estimates on the maps $x \mapsto X_t(\omega,x)$ are needed: Such random fields are also called stochastic flows and are the main subject of Kunita’s book and papers [Kun97, Kun04, Funk95], see also [Kun97, Chapter 3 and 4] for framework without jumps. As aforementioned, under (HP1), the map $(t,x) \mapsto X_t(\omega,x)$ has a good modification, continuous with respect to the spatial parameter [Kun04 Theorem 3.2], we are working with. The additional space regularity is connected to the regularity of the coefficients $(\mu, \sigma, h)$ as it is shown in [Kun04, Theorem 3.4]. Indeed, under Assumptions (HP1) and (HP2), the strong solution $X_t(x)$ to (SDE) is continuously differentiable in space and its derivative denoted by $\nabla X_t(x)$ is locally $\varepsilon$-Hölder\footnote{That is for any compact $K$ of $\mathbb{R}^d$ there exists a finite positive random variable $C(K)$ such that for any $x, y \in K$ we have $|\nabla X_t(x, \omega) - \nabla X_t(y, \omega)| \leq C(K, \omega)|x - y|$ a.s., see [Kun04 Theorem 3.3] for details.} for any $\varepsilon < \delta$. Furthermore, it is a semimartingale solution of a linear equation, with bounded stochastic parameters $(\nabla_x \mu(t, X_t(x)), \nabla_x \sigma(t, X_t(x)), \nabla_x h(t, X_t(x), e))$ given by

$$
\begin{align*}
\text{d}\nabla X_t(x) &= \nabla_x \mu(t, X_t(x))\nabla X_t(x)dt + \sum_{i=1}^{q} \nabla_x \sigma_i(t, X_t(x))\nabla X_t(x)dW^i_t \\
&+ \int_{\mathbb{R}} \nabla_x h(t, X_{t-}(x), e)\nabla X_{t-}(x)\tilde{N}(dt, de),
\end{align*}
$$

(12)

We now proceed to $L_p$-estimates of $X_t(x)$ and its derivative $\nabla X_t(x)$. We collect several useful results, some of them are showed in the literature, in the following Proposition.

 Proposition 1. Assume (HP1). For any $p > 0$, there exist generic constants $C_{p,13}$ and $C_{p,14}$ such that

$$
\|X_t(x)\|_{L_p} \leq C_{p,13}(1 + |x|),
$$

(13)

$$
\|X_t(x) - X_t(y)\|_{L_p} \leq C_{p,14}|x - y|,
$$

(14)

for any $(t, x, y) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d$. In addition under (HP2), for any $p > 0$ there exist generic constants $C_{p,15}$ and $C_{p,16}$ such that

$$
\|\nabla X_t(x)\|_{L_p} \leq C_{p,15},
$$

(15)
\[ \| \nabla X_t(x) - \nabla X_t(y) \|_{L_p} \leq C_p \| x - y \|^p \]  
for any \((t, x, y) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d\).

**Proof.** The proofs of inequalities (13) and (14) are given by Theorem 3.2 of Kunita’s paper [Kun04]. The uniform estimate (15) is also easy to obtain, in view of (12) and owing to the boundedness of \( \nabla_x \mu, \nabla_x \sigma \), and \( \nabla_x h \), we leave the details to the reader.

Let show (16) under (HP2). For simplicity, we provide the proof when \( d = q = 1 \), the general case being similar. Also, we focus on the case \( p \geq 2 \) since we can deduce the result for \( p < 2 \) using the stability of \( L_p \)-norm\(^2\) combined with the result for \( p = 2 \). First, from (12) write

\[
\nabla X_t(x) - \nabla X_t(y) = \int_0^t \left( \nabla_x \mu(s, X_s(x)) \nabla X_s(x) - \nabla_x \mu(s, X_s(y)) \nabla X_s(y) \right) ds + \int_0^t \left( \nabla_x \sigma(s, X_s(x)) \nabla X_s(x) - \nabla_x \sigma(s, X_s(y)) \nabla X_s(y) \right) dW_s + \int_0^t \int_{\mathbb{R}} \left( \nabla_x h(s, X_{s-}(x), e) \nabla X_{s-}(x) - \nabla_x h(s, X_{s-}(y), e) \nabla X_{s-}(y) \right) \tilde{N}(ds, de).
\]

Take the power \( p \) and the expectation, and apply Corollary 2, we get for some constant \( C_p \),

\[
\mathbb{E}[\| \nabla X_t(x) - \nabla X_t(y) \|^p] \leq C_p \left\{ \mathbb{E} \left[ \left( \int_0^t |\nabla_x \mu(s, X_s(x)) \nabla X_s(x) - \nabla_x \mu(s, X_s(y)) \nabla X_s(y)| ds \right)^p \right] \right. \\
+ \mathbb{E} \left[ \left( \int_0^t |\nabla_x \sigma(s, X_s(x)) \nabla X_s(x) - \nabla_x \sigma(s, X_s(y)) \nabla X_s(y)|^2 ds \right)^{\frac{p}{2}} \right] \\
\left. + \mathbb{E} \left[ \int_0^t \int_{\mathbb{R}} |\nabla_x h(s, X_{s-}(x), e) \nabla X_{s-}(x) - \nabla_x h(s, X_{s-}(y), e) \nabla X_{s-}(y)|^{p\nu} (de) ds \right] \right\}. 
\]

Now write,

\[
\nabla_x \mu(s, X_s(x)) \nabla X_s(x) - \nabla_x \mu(s, X_s(y)) \nabla X_s(y) = \nabla_x \mu(s, X_s(x)) \left( \nabla X_s(x) - \nabla X_s(y) \right) \\
+ \left( \nabla_x \mu(s, X_s(s)) - \nabla_x \mu(s, X_s(y)) \right) \nabla X_s(y).
\]

Then applying twice the Jenssen inequality, one gets

\[
\mathbb{E} \left[ \left( \int_0^t |\nabla_x \mu(s, X_s(x)) \nabla X_s(x) - \nabla_x \mu(s, X_s(y)) \nabla X_s(y)| ds \right)^p \right] \\
\leq 2^{p-1} T^{p-1} \int_0^t \mathbb{E} \left[ |\nabla_x \mu(s, X_s(x)) (\nabla X_s(x) - \nabla X_s(y))|^p \right] ds \\
+ \int_0^t \mathbb{E} \left[ |(\nabla_x \mu(s, X_s(s)) - \nabla_x \mu(s, X_s(y))) \nabla X_s(y)|^p \right] ds.
\]

Now, take advantage of the Assumptions (HP1) and (HP2), together with the estimates (14) and (15): it readily follows that

\[
\mathbb{E} \left[ \left( \int_0^t |\nabla_x \mu(s, X_s(x)) \nabla X_s(x) - \nabla_x \mu(s, X_s(y)) \nabla X_s(y)| ds \right)^p \right] \\
\leq 2^{p-1} T^{p-1} |\mathcal{C} X \nabla|^p \left\{ \int_0^t \mathbb{E} \left[ |\nabla X_s(x) - \nabla X_s(y)|^p \right] ds + TC_{\mathbb{E}}, \mathbb{E}, \mathbb{P} \right\} \| x - y \|^p. 
\]

\(^2\) It writes \( \| Z \|_{L_p} \leq \| Z \|_{L_q} \) for any \( 0 < p \leq q \).
The same reasoning and Assumptions lead us to deduce that

\[
\mathbb{E}\left[ \left( \int_0^t |\nabla x\sigma(s, X_s(x)) \nabla X_s(x) - \nabla x\sigma(s, X_s(y)) \nabla X_s(y)|^2 ds \right)^{\frac{p}{2}} \right] \\
\leq 2^{-p+1} T^{p-1} C^{X,\nabla} \left\{ \int_0^t \mathbb{E} \left[ |\nabla X_s(x) - \nabla X_s(y)|^p \right] ds + T C_{p,1} \sup_{|x-y|^p} \right\}
\]

and

\[
\mathbb{E}\left[ \int_0^t \int_{\mathbb{R}} |\nabla_x h(t, X_{t^+}(x), e) \nabla X_{t^+}(x) - \nabla_x h(t, X_{t^+}(y), e) \nabla X_{t^+}(y)|^p \nu(de) ds \right] \\
\leq 2^{-p+1} T^{p-1} \left\{ \int_{\mathbb{R}} C^{X,\nabla} \nu(de) \left\{ \int_0^t \mathbb{E} \left[ |\nabla X_s(x) - \nabla X_s(y)|^p \right] ds + T C_{p,1} \sup_{|x-y|^p} \right\} \right\}
\]

Injecting (18), (19) and (20) in (17), the quantity \(\eta(t) := \mathbb{E} \left[ |\nabla X_t(x) - \nabla X_t(y)|^p \right] \) satisfies

\[
\begin{cases}
\eta(t) \leq C_{p,1}(T) \left( \int_0^t \eta(s) ds + C_{p,2}(T) |x-y|^p \right), \\
C_{p,1}(T) := 2^{-p+1} C_p T^{p/2-1} \left[ C^{X,\nabla} (1 + T^{p/2}) + \int_{\mathbb{R}} C^{X,\nabla} \nu(de) \right], \\
C_{p,2}(T) := T C_{p,1} \sup_{|x-y|^p}.
\end{cases}
\]

The estimate (16) is then a direct consequence of Gronwall’s lemma.

We now combine Theorem 2, Corollary 1 with Proposition 1 to put the sup over the space variable inside the expectation in Proposition 1. This is the following assertion, which is a new result to our knowledge.

**Theorem 4.** Let Assumption \([\text{HP}1]\) holds. For any \(p > 0\) and any \(\beta \in (0,1)\), there exist generic constants \(C_{p,21}\) and \(C_{p,22}\) such that, for any \(t \in [0,T]\),

\[
\sup_{|x| \leq \lambda} \mathbb{E} \left[ \left| X_t(x) \right| \right] \leq C_{p,21} \lambda, \quad \forall \lambda \geq 1,
\]

\[
\sup_{x \neq y, |x| \leq \lambda, |y| \leq \lambda} \mathbb{E} \left[ \left| X_t(x) - X_t(y) \right| |y-x|^{\beta} \right] \leq C_{p,22} \lambda^{1-\beta}, \quad \forall \lambda \geq 1.
\]

If in addition \([\text{HP}2]\) is satisfied. For any \(p > 0\) and any \(\beta \in (0,\delta)\), there exist generic constants \(C_{p,23}\), \(C_{p,24}\) and \(C_{p,25}\) such that, for any \(t \in [0,T]\),

\[
\sup_{|x| \leq \lambda} \mathbb{E} \left[ \left| \nabla X_t(x) \right| \right] \leq C_{p,23} \lambda^{\delta}, \quad \forall \lambda \geq 1,
\]

\[
\sup_{x \neq y, |x| \leq \lambda, |y| \leq \lambda} \mathbb{E} \left[ \left| \nabla X_t(x) - \nabla X_t(y) \right| |y-x|^{\beta} \right] \leq C_{p,24} \lambda^{\delta-\beta}, \quad \forall \lambda \geq 1,
\]

\[
\sup_{x \neq y, |x| \leq \lambda, |y| \leq \lambda} \mathbb{E} \left[ \left| X_t(x) - X_t(y) \right| |y-x|^{\beta} \right] \leq C_{p,25} \lambda^{\delta}, \quad \forall \lambda \geq 1.
\]

Observe that the additional smoothness in \([\text{HP}2]\) enables us to improve (22) (for \(\beta < 1\)) to (25) (i.e. \(\beta = 1\)): this improvement will play an important role in the derivation of our main Theorem 4 with the optimal convergence order \(\beta\).
Proof. Let \( \beta \in (0, 1) \): We first show (21) and (22) for any \( p > d/(1 - \beta) > d \). Owing to (14), we can apply Theorem 2 to \( G(x) := X_t(x) \) with \( \beta(G) = 1 \in (d/p, 1] \) and \( \tau(G) = 0 \), to conclude that (22) holds with the given index \( \beta \) since \( \beta < 1 - d/p \Leftrightarrow p > d/(1 - \beta) \). Moreover the application of Corollary 1 provides (21). Now we relax the constraint on \( p \): for \( p \leq d/(1 - \beta) \), set \( \bar{p} = 2d/(1 - \beta) \) for which (22) holds and use the stability property of \( L_p \)-norm to write

\[
\left\| \sup_{x \neq y, |x| \leq \lambda, |y| \leq \lambda} \frac{|X_t(x) - X_t(y)|}{|y - x|^{\beta}} \right\|_{L_p} \leq C_{\bar{p}, \beta} \lambda^{1 - \beta}.
\]

The same arguments apply to prove that (21) holds for any \( p > 0 \).

The justification of (23) and (24) follows the same arguments as above, using (16) instead of (14): then Corollary 1 and Theorem 2 can be applied to \( G(x) := \nabla X_t(x) \) with \( \beta(G) = \delta \) and \( \tau(G) = 0 \). We leave the details to the reader.

Remark 3.1. As a direct consequence of this Theorem: If the coefficients of \( X \) satisfy \((\text{HP}1)\) and \((\text{HP}3)\), then

1. Assumption \((\text{H1})\) is satisfied with \( C_{p, \text{H1}} := C_p, (21) \) and \( \alpha_{p, \text{H1}} := 1 \) in view of Theorem 4.

2. Assumption \((\text{H2})\) is satisfied for any given \( \kappa \in (0, 1) \) with \( C_{p, \text{H2}} := C_p, (22) \) (depending on \( \kappa \)) and \( \alpha_{p, \text{H2}} := 1 - \kappa \).

Before stating our main result, it remains to show Assumptions \((\text{H2} - \text{H3})\), but for that we need first to introduce the Euler schemes and study their local and uniform estimates.

3.5 Compound Euler schemes: Main result

In order to give the Euler scheme, we first expose how to simulate the integral with respect to the Lévy measure. We follow the presentation of [MS08].

Simulation of the integral with respect to the poisson random measure Consider a sequence \( e_1, e_2, \ldots \) of independent random variables with common exponential distribution with parameter 1. Define

\[
\Lambda(t) = \int_0^t \lambda(s)ds, \ t \in [0, T].
\]

The number of jumps of the random Poisson measure \( \tilde{N}(dt, de) \) in an interval \([0, t]\) is determined as

\[
J(t) = \max \left\{ \sum_{j=1}^k e_j \leq \Lambda(t) \right\},
\]

and the total number of jumps in \([0, T]\) is denoted by \( J = J(T) \). The jump times of the Poisson measure can be defined by \( \theta_0 = 0 \),

\[
\theta_k = \Lambda^{-1}(\max \left\{ \sum_{j=1}^k e_j \right\}), \ k \in \{1, J\},
\]
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and can be computed recursively by
\[
e_k = \int_{\theta_{k-1}}^{\theta_k} \lambda(s)ds, \quad k \in [1, J].
\]

Once the jump times are computed, we proceed to sample the marks \( \{E_k\} \), that, conditionally on the values of the jumps times, are independent random variables distributed respectively according to \( \{\nu(de)\} \). The random measure with intensity \( \lambda(t)dt \times \nu(de) \) can then be constructed as
\[
N(dt, de) = \sum_{k=1}^{J} \delta(\theta_k, E_k)(dt, de)
\]
and, consequently, the stochastic integral with respect to the Poisson random measure, i.e. the last term in the SDE \([8]\), can be computed as
\[
\int_0^t \int_R h(s, X_{s-}, e)N(ds, de) = \sum_{k=1}^{J(t)} h(\theta_k, X_{\theta_k}^-, E_k), \quad t \in [0, T].
\] (26)

**Euler Scheme**  Let \( N \geq 1 \) and consider the discretization family \( \{\bar{t}_i := i \frac{T}{N}, \quad i \in [0, N]\} \) of \([0, T]\). Consider also the jump times \( \{\theta_k, k \in [1, J]\} \) with corresponding marks \( \{E_k, k \in [1, J]\} \) as explained in \([MS08]\). Consider the augmented partition given by the union
\[
\{t_i, \quad i \in [0, N + J]\} := \{\bar{t}_i := i \frac{T}{N}, \quad i \in [0, N]\} \cup \{\theta_k, k \in [1, J]\}
\] (27)

- Set \( X_0^N(x) = x \).
- For \( k = 0, \ldots, N + J - 1 \) and \( t \in (t_k, t_{k+1}] \), set
  \[
  X_{t_k}^N(x) = X_{t_k}^N(x) + \mu(t_k, X_{t_k}^N(x))(t - t_k) + \sum_{i=1}^q \sigma_i(t_k, X_{t_k}^N(x))(W_t^i - W_{t_k}^i)
  \]
  \[
  - (t - t_k)\lambda(t_k) \int_R h(t_k, X_{t_k}^N(x), e)\nu(de).
  \]

- When \( t_{k+1} = \theta_l \), we introduce a correction due to jump discontinuities.
  \[
  X_{t_{k+1}}^N(x) = X_{t_{k+1}}^N(x) + h(\theta_l, X_{\theta_l}^N(x), E_l).
  \]

It can be equivalently written for any time \( t \in [0, T] \): Denoting by \( \tau_t := \max\{k \in [0, N + J] : t_k \leq t\} \) the last discretization-time before \( t \), we have
\[
X_t^N(x) = x + \int_0^t \mu(\tau_s, X_{\tau_s}^N(x))ds + \sum_{i=1}^q \int_0^t \sigma_i(\tau_s, X_{\tau_s}^N(x))dW_s^i
\]
\[
+ \int_0^t \int_R h(\tau_s, X_{\tau_s}^N(x), e)\tilde{N}(ds, de).
\] (28)

Where the last integral is as in \([26]\). Similarly, assume that \( b, \gamma \) and \( g \) fulfill \([HP1]\), so that the strong solution \( Y \) to \([9]\) is well defined, together with its Euler scheme \( Y^N \).
Remark 3.2. Here we consider the Euler scheme for the simple reason that it is the simplest and the best known scheme to discretize an SDE, see for example [PrTa97] and [BrPl07]. As we can see in Theorem 1, the result is true for any approximation considered for $F$ and $\Theta$, but we have to expect that the convergence rate of the compound of the approximations changes; the convergence rate for Euler scheme is different from the one of Milstein. It will be interesting to study what happens if we consider the last one or other scheme, this will be considered in a forthcoming work.

The rest of the section is devoted to establish the following main result.

Theorem 5 (Main). Assume that $(\mu, \sigma, h)$ satisfies Assumptions (HP1) and (HP3) (which $\alpha$-parameter is denoted by $\alpha^X$) and that $(b, \gamma, g)$ satisfies Assumptions (HP1) and (HP3) (which $\alpha$-parameter is denoted by $\alpha^Y$).

Then the compound Euler scheme $X^N_t(Y^N_s)$ converges to $X_t(Y)$ in any $L^p$-norm, at the order almost equal to $\beta := \min(\alpha^X, \alpha^Y, \frac{1}{2})$ w.r.t. $N$: For any $p > 0$ and any $\rho > 0$, there is a finite constant $C_{p,\rho}$ such that for any $s, t \in [0, T]$,

$$\|X^N_t(Y^N_s) - X_t(Y_s)\|_{L^p} \leq C_{p,\rho} N^{-\beta + \rho}, \quad \forall N \geq 1.$$ 

Assume additionally that $(\mu, \sigma, h)$ satisfies Assumptions (HP2) and (HP4) with the $\alpha$-parameter equal to $\alpha^X$. Then the above estimate holds true with $\rho = 0$, i.e. $X^N_t(Y^N_s)$ converges to $X_t(Y)$ in any $L^p$-norm at the optimal order $\beta$.

3.6 Proof of Theorem 5

The proof of this result requires several intermediate results, some of them being completely new (Theorems 4 and 7 and Proposition 3). Since Theorem 4 above implies (H1), (H2) (see Remark 3.1), we seek to prove that Assumptions (H3)-(H4) are also satisfied if that of Theorem 5 hold true.

Throughout this proof, we will make use of different constants that may depend on the integer $p$ of $L^p$-norm, on the dimensions $d$ and $q$, on the time horizon $T$ and on the constants from the assumptions: These constants will be called generic constant and will be denoted by the same notation $C_p$ even if their values change from line to line. They will not depend on $N$.

We denote by $C^{BDG}_p$ the constant of the upper Burkholder’s inequality with $L^p$-norm, see Ikeda-Watanabe [IkWa81].

3.6.1 Euler scheme: local and uniform estimates

In order to prove Theorem 6, we partly generalize the previous results about the SDE to its Euler approximation. Some derivations are more subtle and require details at some places. Recall the definition of Euler scheme in (28).

First, as for the solution of the SDE($\mu, \sigma$), some estimates for its approximation scheme are needed. This is the analogue of Proposition 1 given in the first statement of the next Proposition. Second, using the same arguments than for the SDE case (Theorem 4), we can put the sup over the space variable inside the $L^p$-norm to derive the second statement of the following result.

Proposition 2. Let (HP1) hold true.
(i) For any $p > 0$ there exist generic constants $C_{p, (21)}^{p}$ and $C_{p, (30)}$ such that

$$\|X_t^N(x)\|_{L_p} \leq C_{p, (29)} (1 + |x|), \quad (29)$$

$$\|X_t^N(x) - X_t^N(y)\|_{L_p} \leq C_{p, (29)} |x - y|, \quad (30)$$

for any $(t, x, y) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d$.

(ii) The estimates $(21)$ and $(22)$ where we replace $X$ by $X^N$ hold true, up to changing the generic constants.

We omit the proof which is quite standard, see that of Theorem 3.2 of Kunita’s paper [Kun04]. Let us now show the following estimates on local increments, it will be needed for the sequel.

**Lemma 1.** Let Assumption (HP1) holds and let $p > 0$. Then there exist generic constants $C_{p, (31)}$ and $C_{p, (32)}$ such that, for any $x, y \in \mathbb{R}^d$ and any $t \in [0, T]$,

$$\left\| \sup_{\tau \leq s \leq t} |X_u^N(x) - X_u^N(x)| \right\|_{L_p} \leq C_{p, (31)} \frac{(1 + |x|)}{N^{1/2}}, \quad (31)$$

$$\left\| \sup_{\tau \leq s \leq t} |X_u^N(x) - X_u^N(y) - X_u^N(x) + X_u^N(y)| \right\|_{L_p} \leq C_{p, (32)} \frac{|x - y|}{N^{1/2}}. \quad (32)$$

Since $\max_{t \in [0,T]} |t - \tau_t| = \frac{T}{N}$, see (27).

**Proof.** Here again, it is enough to prove the estimates for $p \geq 2$, which we assume from now on. Also we take $d = q = q' = 1$ to simplify the exposition. In order to have an accurate estimate, we do not use Corollary 2 as in the proof of Proposition 1, but Burkholder-Davis-Gundy’s inequality combined with Jensen’s inequality, and the fact that $\lambda(t) \leq \lambda_{max}$, $\forall t \in [0, T]$. We obtain

$$\mathbb{E}\left( \sup_{\tau \leq s \leq t} |X_u^N(x) - X_u^N(x)|^p \right) \leq 3^{p-1}\left\{ (t - \tau_t)^{p-1} \int_{\tau_t}^t \mathbb{E}\left( |\mu(\tau_s, X_{\tau_s}^N(x))|^p \right) ds \right.$$  

$$+(t - \tau_t)^{p/2-1}[C_{p, BDG}]^p \left[ \int_{\tau_t}^t \mathbb{E}\left( |\sigma(\tau_s, X_{\tau_s}^N(x))|^p \right) ds \right. \right.$$  

$$+ \lambda_{max} \int_{\tau_t}^t \int_{\mathbb{R}} \mathbb{E}\left( |h(\tau_s, X_{\tau_s}^N, e)|^p \right) ds \nu(de) \left. \right]\right\};$$

According to Assumption (HP1), it follows that for any $t \in [0, T]$,

$$\left\{ \begin{array}{l}
|\mu(t, x)| + |\sigma(t, x)| \leq C^X (1 + |x|) \\
|h(t, x, e)| \leq C^X (e)(1 + |x|)
\end{array} \right. \quad (33)$$

combined with (29), we deduce

$$\mathbb{E}\left( \sup_{\tau \leq s \leq t} |X_u^N(x) - X_u^N(x)|^p \right) \leq 3^{p-1}(C^X)^p \left\{ (t - \tau_t)^{p-1} (1 + C_{p, (29)}^p (1 + |x|)^p) \right. \right.$$  

$$+ [C_{p, BDG}]^p(t - \tau_t)^{p/2-1}(1 + [C_{p, (29)}^p + \lambda_{max} \int_{\mathbb{R}} \mathbb{E}\left( C^X (e)^p \nu(de) \right)] (1 + |x|)^p) \right.$$  

which readily leads to the announced estimate (31).
Let us now turn to the second inequality: The same arguments combined with Assumption (HP1) and (30) lead to

\[
\mathbb{E}\left( \sup_{\tau \leq t \leq \tau_1} |X_t^N(x) - X_t^N(y) - X_{\tau_1}^N(x) + X_{\tau_1}^N(y)|^p \right) \\
\leq 3^{p-1} \left\{ (t - \tau_1)^{p-1} \int_{\tau_1}^t \mathbb{E} \left( |\mu(s, X_s^N(x)) - \mu(s, X_s^N(y))|^p \right) ds \\
+ [C_{pBDG}]^p (t - \tau_1)^{p/2 - 1} \left[ \int_{\tau_1}^t \mathbb{E} \left( |\sigma(s, X_s^N(x)) - \sigma(s, X_s^N(y))|^p \right) ds \\
+ \int_{\tau_1}^t \int_{\mathbb{R}} \mathbb{E} \left( |h(\tau_s, X_{\tau_s}^N, e)|^p \right) d\sigma(de) \right] \right\} \\
\leq 2^{p-1} (C_{pBDG})^p \left( (t - \tau_1)^p + \left[ \int_{\mathbb{R}} [C_{pBDG}]^p + \lambda_{\max} \int_{\mathbb{R}} [C_{pBDG}]^p d\nu(de) \right] (t - \tau_1)^{p/2} \right) |x - y|^p,
\]

which completes the proof since \(|t - \tau_1| \leq \frac{1}{N}, \forall t. \]

3.6.2 Strong convergence results:

In order to derive a sharp convergence result, we must take into account the temporal regularity, Assumption (HP3), of the the coefficients \(\mu, \sigma\) and \(h\).

**Theorem 6.** Let Assumptions (HP1) and (HP3) hold and set \(\beta = \min(\alpha, \frac{1}{2})\). Then, for any \(p > 0\) there exists a generic constant \(C_{p,36}\) such that for any \(x \in \mathbb{R}^d\)

\[
\left\| \sup_{t \leq T} |X_t(x) - X_t^N(x)| \right\|_{L^p} \leq C_{p,36} \left( \frac{1 + |x|}{N^\beta} \right).
\]

Furthermore, for any \(\gamma < \beta\), the random variables \((N^{-\gamma} \sup_{t \leq T} |X_t - X_t^N|)_{N \geq 1}\) converge almost surely to 0 as \(N\) tends to \(+\infty\).

**Proof.** To simplify, as in the previous lemma, we take \(d = q = q' = 1\). By definition, we have

\[
X_t(x) - X_t^N(x) = \int_0^t \left( \mu(s, X_s(x)) - \mu(\tau_s, X_{\tau_s}^N(x)) \right) ds + \int_0^t \left( \sigma(s, X_s(x)) - \sigma(\tau_s, X_{\tau_s}^N(x)) \right) dW_s \\
+ \int_0^t \int_{\mathbb{R}} \left( h(s, X_s(x), e) - h(\tau_s, X_{\tau_s}^N(x), e) \right) \tilde{N}(ds, de).
\]

Take the power \(p\) and the expectation, and use Burkholder-Davis-Gundy’s inequality combined with Jensen’s inequality

\[
\mathbb{E}\left( \sup_{t \leq T} |X_t(x) - X_t^N(x)|^p \right) \leq 3^{p-1} \left\{ T^{p-1} \int_0^T \mathbb{E} \left( |\mu(s, X_s(x)) - \mu(\tau_s, X_{\tau_s}^N(x))|^p \right) ds \\
+ T^{p/2 - 1} [C_{pBDG}]^p \left[ \int_0^T \mathbb{E} \left( |\sigma(s, X_s(x)) - \sigma(\tau_s, X_{\tau_s}^N(x))|^p \right) ds \\
+ \lambda_{\max} \int_0^T \int_{\mathbb{R}} \mathbb{E} \left( |h(s, X_s(x), e) - h(\tau_s, X_{\tau_s}^N(x), e)|^p \right) d\sigma(de) \right] \right\}. \\
\]

From now, all terms will be treated in the same way. Taking the last and write that

\[
|h(s, X_s(x), e) - h(\tau_s, X_{\tau_s}^N(x), e)|^p
\]
\[
\begin{align*}
  \text{for all } x, y \\
  \text{The proof is then achieved by applying the Gronwall’s lemma}
\end{align*}
\]

For some generic constant \( C \) (unfortunately it is not sufficient at all. In view of Theorem 1 and its assumptions (in particular \( \text{(H3)} \)), one should have a sup over \( x \leq \lambda \) inside the \( L_p \)-norm. This is the purpose of the next derivations.

**Strong convergence (new results)** We now aim at obtaining uniform in space convergence results. Let us start with an easy result.

**Proposition 3.** Assume \( \text{(H1)}, \text{(H3)} \) and let \( \beta = \min(\alpha, \frac{1}{2}) \). For any \( p > 0 \) and any \( \rho \in [0, \beta] \), there exists a generic constant \( C_{p, \rho} \) such that

\[
\| X_t(x) - X_t^N(x) - X_t(y) + X_t^N(y) \|_{L_p} \leq C_{p, \rho} (1 + |x| + |y|)^{1-\rho/\beta} |x - y|^{\rho/\beta} \frac{1}{N^{\beta-\rho}} \tag{36}
\]

for all \( x, y \in \mathbb{R}^d \) and \( t \in [0, T] \). Furthermore, for any \( p > 0 \) and any \( \rho > 0 \), there exists a generic constant \( C_{p, \rho} \) such that, for any \( t \in [0, T] \),

\[
\left\| \sup_{|x| \leq \lambda} |X_t(x) - X_t^N(x)| \right\|_{L_p} \leq C_{p, \rho} \frac{\lambda^{\beta-\rho}}{N^{\beta-\rho}}, \quad \forall \lambda \geq 1. \tag{37}
\]
The proof of this result is identical to that of the [GM18 Theorem 6].

As it is the case for Theorem 6, this result is not sufficient to derive Theorem 5. The next step is to generalize this two results. By making the best use of the regularity assumptions made on \( \nabla_x \mu \) and \( \nabla_x \sigma \) (see \[HP2\] and \[HP4\]) we now obtain, in the following crucial Theorem, improved dependency in \( N \) by allowing the case \( \rho = 0 \).

**Theorem 7.** Let \[HP1\], \[HP2\], \[HP3\], \[HP4\] hold and let \( \beta = \min(\alpha, \frac{1}{2}) \). For any \( p > 0 \), there exists a generic constant \( C_{p,\infty} \) such that

\[
\left\| \sup_{u \leq t} |X_u(x) - X_u^N(x) - X_u(y) + X_u^N(y)| \right\|_{L_p} \leq C_{p,\infty} (1 + |x| + |y|) \frac{|x - y| + |x - y|^\beta}{N^{\beta}}
\]

for all \( x, y \in \mathbb{R}^d \) and \( t \in [0, T] \). Furthermore, for any \( p > 0 \) there exists a finite generic constant \( C_{p,\infty} \) such that, for any \( t \in [0, T] \),

\[
\left\| \sup_{|x| \leq \lambda} |X_t(x) - X_t^N(x)| \right\|_{L_p} \leq C_{p,\infty} \frac{\lambda^2}{N^{\beta}}, \quad \forall \lambda \geq 1.
\]

**Proof.** As in the previous proofs, we argue that it is enough to assume \( p \geq 2 \). To alleviate the presentation, we additionally assume \( d = q = d' = 1 \), the derivation in the general case being similar. From the dynamics of \( X \) and \( X^N \), we write

\[
X_t(x) - X_t^N(x) - X_t(y) + X_t^N(y) = \int_0^t \left( \mu(s, X_s(x)) - \mu(s, X_s^N(x)) - \mu(s, X_s(y)) + \mu(s, X_s^N(y)) \right) ds
\]

\[
+ \int_0^t \left( \sigma(s, X_s(x)) - \sigma(s, X_s^N(x)) - \sigma(s, X_s(y)) + \sigma(s, X_s^N(y)) \right) dW_s
\]

\[
+ \int_0^t \int_{\mathbb{R}} \left( h(s, X^s_{\tau_s}(x), e) - h(s, X^N_{\tau_s}(x), e) - h(s, X^s(y), e) + h(s, X^N_{\tau_s}(y), e) \right) \tilde{N}(ds, de)
\]

The same reasoning as in the proof of Proposition 1 leads to

\[
\mathbb{E} \left( \sup_{u \leq t} |X_u(x) - X_u^N(x) - X_u(y) + X_u^N(y)|^p \right)
\]

\[
\leq 3^{p-1} t^{p-1} \int_0^t \mathbb{E} \left( \left| \mu(s, X_s(x)) - \mu(s, X_s^N(x)) - \mu(s, X_s(y)) + \mu(s, X_s^N(y)) \right|^p \right) ds
\]

\[
+ 3^{p-1} [C_{p,\infty} BDG]^{p/2-1} \left\{ \int_0^t \mathbb{E} \left( \left| \sigma(s, X_s(x)) - \sigma(s, X_s^N(x)) - \sigma(s, X_s(y)) + \sigma(s, X_s^N(y)) \right|^p \right) ds
\]

\[
\times \lambda_{\max} \int_0^t \int_{\mathbb{R}} \mathbb{E} \left( \left| h(s, X_s(x)) - h(s, X_s^N(x)) - h(s, X_s(y)) + h(s, X_s^N(y)) \right|^p \right) \nu(de) ds \right\}
\]

(40)

The three terms of the right side of above inequality can be treated in the same way, thus we only detail the computations for the last integral. First write that

\[
h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e)
\]

\[
= h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e)
\]

18
Denoting by $X_s^{N,\alpha,x} := X_s(x) + \alpha(X_{\tau_s}^N(x) - X_s(x))$ for $\alpha \in [0,1]$, we have
\[
\begin{align*}
&h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e) \\
&= (X_s(x) - X_s^N(x) - X_s(y) + X_s^N(y)) \int_0^1 \nabla_x h(s, X_s^{N,\alpha,x}, e) \, d\alpha \\
&+ (X_s(y) - X_s^N(y)) \int_0^1 (\nabla_x h(s, X_s^{N,\alpha,x}, e) - \nabla_x h(s, X_s^{N,\alpha,y}, e)) \, d\alpha.
\end{align*}
\]

By definition of $X_s^{N,\alpha,x}$, using the fact that $|\nabla_x h(t, x, e)| \leq C X^{N,\alpha}(e)$ and $|\nabla_x h(t, x) - \nabla_x h(t, y)| \leq C X^{N,\alpha}(e)|x-y|^{\delta}$ with $\int_{\mathbb{R}}(C X^{N,\alpha}(e))^p \nu(de) < \infty$, $\forall p \geq 2$, there exists a generic constant $C_p$ (whose values may change from line to line)
\[
\begin{align*}
&\int_{\mathbb{R}} |h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e)|^p \nu(de) \\
&\leq C_p \left[ |X_s(x) - X_s^N(x) - X_s(y) + X_s^N(y)|^p \\
&\quad + |X_s(y) - X_s^N(y)|^p \int_0^1 |(1 - \lambda)(X_s(x) - X_s(y)) + \lambda(X_s^N(x) - X_s^N(y))|^{\delta p} \, d\lambda \right] \\
&\leq C_p \left[ |X_s(x) - X_s^N(x) - X_s(y) + X_s^N(y)|^p \\
&\quad + |X_s(y) - X_s^N(y)|^p \left( |X_s(x) - X_s(y)|^{\delta p} + |X_s^N(x) - X_s^N(y)|^{\delta p} \right) \right]
\end{align*}
\]
where we have used the Minkowsky inequality to handle the $d\alpha$-integral and also used the inequality
\[
(a + b)^\gamma \leq 2^{(\gamma-1)+} (a^{\gamma} + b^{\gamma}) \leq 2^\gamma (a^{\gamma} + b^{\gamma}) \quad \forall a, b, \gamma \geq 0
\]
Now, we integrate over $(s, \omega)$ and apply the Cauchy-Schwarz inequality, to obtain
\[
\begin{align*}
&\mathbb{E} \left[ \int_0^t \int_{\mathbb{R}} |h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e)|^p \nu(de)ds \right] \\
&\leq C_p \left[ \int_0^t \mathbb{E} \left( |X_s(x) - X_s^N(x) - X_s(y) + X_s^N(y)|^p \right) ds \\
&\quad + \int_0^t \mathbb{E} \left( |X_s(x) - X_s^N(x)|^{2p} \right) \mathbb{E} \left( |X_s(x) - X_s(y)|^{2p} + |X_s^N(x) - X_s^N(y)|^{2p} \right) ds \right]
\end{align*}
\]
which rewrites, owing to (14)-(30) and (35),
\[
\begin{align*}
&\mathbb{E} \left[ \int_0^t \int_{\mathbb{R}} |h(s, X_s(x), e) - h(s, X_s^N(x), e) - h(s, X_s(y), e) + h(s, X_s^N(y), e)|^p \nu(de)ds \right] \\
&\leq C_p \left( \int_0^t \mathbb{E} \left( |X_s(x) - X_s^N(x) - X_s(y) + X_s^N(y)|^p \right) ds + \frac{(1+|y|)^p}{N^{\beta p}} |x - y|^{\delta p} \right), \quad (43)
\end{align*}
\]
for a new generic constant $C_p$.

Now we focus on the second line of identity (41). Similarly to before, we introduce for simplicity the notations
\[
\begin{align*}
&\tilde{X}_s^{N,\alpha}(x) := X_s^N(x) + \alpha(X_{\tau_s}^N(x) - X_s^N(x)) \\
&X_{\tau_s}^{N,\alpha}(x, y) := X_{\tau_s}^N(x) + \alpha(X_{\tau_s}^N(y) - X_{\tau_s}^N(x))
\end{align*}
\]

From results of Proposition 2 and Lemma 1, there is a new constant

\[ a \text{ generic constant} \]

\[
\int_1^1 \int_1^0 \left( \frac{|h(s, X_s^N(x), e) - h(s, X_s^N(y), e) + h(\tau_s, X_s^N(y), e)}{|h(s, X_s^N(x), e) - h(s, X_s^N(y), e) + h(\tau_s, X_s^N(y), e)} \right) ds \]

\[
= \int_0^1 \nabla_x h(s, \tilde{X}_s^{N,\alpha}(x), e) da(X_s^N(x) - X_s^N(y)) - \int_0^1 \nabla_x h(s, \tilde{X}_s^{N,\alpha}(y), e) da(X_s^N(y) - X_s^N(x))
\]

\[
+ \int_0^1 \nabla_x h(s, X_s^{N,\alpha}(x, y), e) da(X_s^N(x) - X_s^N(y)) - \int_0^1 \nabla_x h(\tau_s, X_s^{N,\alpha}(x, y), e) da(X_s^N(x) - X_s^N(y))
\]

\[
= \int_0^1 \nabla_x h(s, \tilde{X}_s^{N,\alpha}(x), e) da(X_s^N(x) - X_s^N(y)) - \int_0^1 \nabla_x h(s, \tilde{X}_s^{N,\alpha}(y), e) da(X_s^N(y) - X_s^N(x))
\]

\[
+ \int_0^1 \nabla_x h(s, X_s^{N,\alpha}(x, y), e) da(X_s^N(x) - X_s^N(y)) - \int_0^1 \nabla_x h(\tau_s, X_s^{N,\alpha}(x, y), e) da(X_s^N(x) - X_s^N(y))
\]

\[
+ \int_0^1 \left( \nabla_x h(s, \tilde{X}_s^{N,\alpha}(x), e) - \nabla_x h(s, \tilde{X}_s^{N,\alpha}(y), e) \right) da(X_s^N(x) - X_s^N(y))
\]

As in the first step of this proof, taking the power \( p \) using the fact that \( |\nabla_x h(t, x, e)| \leq C X^N(e) \) and \( | \nabla_x h(t, x) - \nabla_x h(t, y) | \leq C X^N(e) |x - y|^{\delta} \) with \( \int_\mathbb{R} (C X^N(e) p) \nu(de) < \infty, \forall p \geq 2; \) there exists a generic constant \( C_p \) such that

\[
\int_\mathbb{R} \left[ \int_0^1 \left| h(s, X_s^N(x), e) - h(\tau_s, X_s^N(x), e) - h(s, X_s^N(y), e) + h(\tau_s, X_s^N(y), e) \right|^p \nu(de) ds \right] \leq C_p \left[ \int_0^t \left( \sqrt{\mathbb{E} \left[ |X_s^N(x) - X_s^N(y)|^{2p} \right]} + \sqrt{\mathbb{E} \left[ |X_s^N(x) - X_s^N(y)|^{2p} \right]} \right) \right.
\]

\[
\times \sqrt{\mathbb{E} \left[ \left( X_s^N(x) - X_s^N(y) \right)^{2p} \right]} ds
\]

\[
+ \int_0^t \mathbb{E} \left( |X_s^N(x) - X_s^N(x, y) + X_s^N(y)|^p \right) ds
\]

\[
+ \frac{1}{N^{\alpha p}} \int_0^t \left( 1 + \sqrt{\mathbb{E} \left( |X_s^N(x)|^{2p} \right)} + \sqrt{\mathbb{E} \left( |X_s^N(y)|^{2p} \right)} \right) \sqrt{\mathbb{E} \left( |X_s^N(x) - X_s^N(y)|^{2p} \right)} ds \right].
\]

Integrating w.r.t. \( (s, \omega) \), one can easily gets, for some new generic constant \( C_p \)

\[
\int_0^t \int_\mathbb{R} \mathbb{E} \left( |h(s, X_s^N(x), e) - h(\tau_s, X_s^N(x), e) - h(s, X_s^N(y), e) + h(\tau_s, X_s^N(y), e)|^p \right) \nu(de) ds \leq C_p \left[ \int_0^t \left( \sqrt{\mathbb{E} \left( |X_s^N(x) - X_s^N(y)|^{2p} \right)} + \sqrt{\mathbb{E} \left( |X_s^N(x) - X_s^N(y)|^{2p} \right)} \right) \right.
\]

\[
\times \sqrt{\mathbb{E} \left( \left( X_s^N(x) - X_s^N(y) \right)^{2p} \right)} ds
\]

\[
+ \int_0^t \mathbb{E} \left( |X_s^N(x) - X_s^N(x, y) + X_s^N(y)|^p \right) ds
\]

\[
+ \frac{1}{N^{\alpha p}} \int_0^t \left( 1 + \sqrt{\mathbb{E} \left( |X_s^N(x)|^{2p} \right)} + \sqrt{\mathbb{E} \left( |X_s^N(y)|^{2p} \right)} \right) \sqrt{\mathbb{E} \left( |X_s^N(x) - X_s^N(y)|^{2p} \right)} ds \right].
\]

From results of Proposition 2 and Lemma 1, there is a new constant \( C_p \) such that

\[
\mathbb{E} \left[ \int_0^t \int_\mathbb{R} \left( |h(s, X_s^N(x), e) - h(\tau_s, X_s^N(x), e) - h(s, X_s^N(y), e) + h(\tau_s, X_s^N(y), e)|^p \right) \nu(de) ds \right] \leq C_p \left( \frac{|x - y|^{\delta p}}{N^{p/2}} (1 + |x|)^{p} + \frac{|x - y|^p}{N^{p/2}} + \frac{|x - y|^{p}}{N^{\alpha p}} (1 + |x|^p + |y|^p) \right)
\]

\[
\leq C_p (1 + |x| + |y|)^p \frac{|x - y|^p + |x - y|^p}{N^{\delta p}}. \tag{46}
\]
Thus, \( (41), (43) \) combined with \( (46) \) lead to
\[
\mathbb{E}\left[ \int_0^t \int \mathbb{E} \left( |h(s, X^N_u(x), e) - h(\tau_s, X^N_{\tau_s}(x), e) - h(s, X^N_s(y), e) + h(\tau_s, X^N_{\tau_s}(y), e)|^p \nu(\text{de}) \text{ds} \right) \right] 
\leq C_p \int_0^t \mathbb{E} \left( \int \mathbb{E} \left( |X_s(x) - X^N_s(x) - X_s(y) + X^N_s(y)|^p \right) ds + (1 + |x| + |y|)| \frac{|x - y|^p + |x - y|^{\delta P}}{N^{\beta P}} \right),
\]
where \( C_p \) is a new constant. The same estimates hold for \( \mu \) and \( \sigma \) instead of \( h \). Hence, plugging the above into \( (40) \), we obtain the existence of generic constants \( C_p \) such that
\[
\mathbb{E} \left( \sup_{u \leq t} |X_u(x) - X^N_u(x) - X_u(y) + X^N_u(y)|^p \right) 
\leq C_p \int_0^t \mathbb{E} \left( \sup_{u \leq s} |X_u(x) - X^N_u(x) - X_u(y) + X^N_u(y)|^p \right) ds 
+ (1 + |x| + |y|)^p \frac{|x - y|^p + |x - y|^{\delta P}}{N^{\beta P}} \]
\[
\leq C_p (1 + |x| + |y|)^p \frac{|x - y|^p + |x - y|^{\delta P}}{N^{\beta P}},
\]
where the last inequality follows from Gronwall's Lemma; the proof of \( (38) \) is complete.

Let us now deduce \( (39) \) from \( (38) \) by applying Corollary 1 with \( G(x) := X_t(x) - X^N_t(x) \). From \( (38) \) we have
\[
\|G(x) - G(y)\|_{L_p} \leq C_p (1 + |x| + |y|)^{p - 2} \frac{|x - y| + |x - y|^{\delta P}}{N^{\beta P}} \]
\[
\leq 2C_p (1 + |x| + |y|)^{2 - \delta} \frac{|x - y|^{\delta}}{N^{\beta P}},
\]
using \( |x - y| + |x - y|^{\delta} = |x - y|^{1 - \delta} \). Thus, we can take \( C^G = 2C_p / N^{\beta} \), \( \tau^G = 2 - \delta \) and \( \beta^G = \delta \) provided that \( \delta \in (d/p, 1] \), which is true for \( p \) large enough. We conclude as for the proof of \( (37) \).

We now have all the necessary elements to finalize the proof of our main result.

3.6.3 Proof of Theorem 5

We now carefully apply Theorem 1 with \( F(\omega, x) := X_t(\omega, x), F^N(\omega, x) := X^N_t(\omega, x), \Theta := Y_t(\omega, y) \) and \( \Theta^N := Y^N_t(\omega, y) \).

(a) If the coefficients of \( X \) and \( Y \) satisfy (HP1) and (HP3).

1. As it is highlighted in Remark 3.1, Assumption (H1) is satisfied with \( C^H_{\text{H1}} := C_p (21) \) and \( \alpha^p \) := 1 (in view of Theorem 4) and (H2) is also satisfied for any given \( \kappa \in (0, 1) \) with \( C^H_{\text{H2}} := C_p (22) \) (depending on \( \kappa \)) and \( \alpha^p = 1 - \kappa \).

2. (H3) is valid owing to Proposition 8 where, for any given \( \rho > 0 \), we take \( \varepsilon^{N, H3} := C^p_{\text{H3}} (1 + |y|) \) and \( \alpha^{H3} := 1 \).

3. Finally, (H4) is clearly true using Propositions 1 and 2 applied to \( Y \) instead of \( X \), which yields \( C^{\text{H4-a}}_{\text{H4}} := \max(C_p (23), C_p (22)) (1 + |y|) \) and Theorem 6 applied to \( Y \) and \( Y^N \), which gives \( \varepsilon^{N, \text{H4-b}} := C^p_{\text{H4-b}} (1 + |y|) \) with \( \beta_Y := \min(\alpha^Y, \frac{1}{2}) \).
Thus, for any given $\kappa \in (0,1)$ and $\rho > 0$, Theorem 1 gives

$$
\|X^N_t(Y^N_s) - X_t(Y_s)\|_{L^p} = O(N^{-\kappa \beta^p} + N^{-\beta^X + \rho}),
$$

thus the announced result.

(b) If in addition to the first case, the coefficients of $X$ satisfy [HP2] and [HP4]. Assumption (H1) and (H4) are still valid. Assumption (H2) is satisfied with $\kappa = 1$ thanks to (25). Assumptions (H3) holds as in the previous case, but now with $\rho = 0$ owing to Theorem 7. The rest of the proof is unchanged, we are done.

4 Approximation of utility-SPDE

Our goal now is to apply the results of the previous section to the numerical approximation of the solution of the utility-SPDE [1]. From [3], the marginal utility is the composition of two stochastic flows,

$$
U_z(t, z) = X_t(u_z(0, \xi(z))), \quad U(0, z) = u(0, z)
$$

(48)

$\xi(t) := Y_t^{-1}(z)$ denotes the inverse flow of $y \mapsto Y_t(y)$. We assume that $X$ and $Y$ are two scalar SDEs with coefficients $(\mu, \sigma, b)$ and $(b, \gamma, g)$ respectively, driven by the same $q$-dimensional Brownian motion $B$ and the same Lévy measure (for simplicity we take $\lambda(t) = 1$ for any $t$). Our aim is to give an approximation of $U_z$, using the results like those of Theorem 5. For this, one last difficulty remains to be overcome: How to invert $Y$? We have identified four approaches for computing the inverse flow: (a) as an inverse of a random function; (b) as a forward in time SPDE; (c) as a forward in time SDE with stochastic coefficients; (d) as a backward in time SDE with standard coefficients.

In our paper [GM18], we have discussed these different approaches in detail (see [GM18, Section 4]) and we have exposed the main difficulties of each method. The simplest, most efficient and less expensive is the backward method. Without going into detail, this is the method we will adopt here.

Inverse flow as a backward in time SDE with standard coefficients. This approach asks to consider the dynamics of $\xi_{s,t}(x)$ in the variable $s$: doing so, we aim at computing the inverse of $Y$ backward in time instead of forward in time. This approach relies on the following key result.

Theorem 8 ([Kum04, Theorems 3.11 and 3.13 ]). Suppose the coefficients $b$, $\gamma$ and $g$ of the SDE [9] satisfy [HP1], [HP2]. Assume further that the maps $\phi(t,.,e) : y \mapsto y + g(t, y, e)$; $\mathbb{R}^d \rightarrow \mathbb{R}^d$ are homeomorphic with $I + \nabla g(t,y,e)$ is invertible for any $y$ a.e $(t,e)$.

(i) Then the solution $Y$ defines a stochastic flow of $C^1$-diffeomorphisms.

(ii) If in addition the inverse maps $\psi(t, ., e)$ of $\phi(t, ., e)$ satisfy [HP1] and $\gamma \in C^{2,1}$ in $(t,x)$. Denote $k(t, z, e) = z - \psi(t, z, e)$ and assume that $\int_{\mathbb{R}} |k(t, z, e) - g(t, z, e)|\nu(de)$ is bounded. Then the inverse flow $\xi$ satisfies the following backward SDE

$$
\begin{cases}
  d\xi_{s,t}(z) = \left[ b(s, \xi_{s,t}(z)) - \partial_x \gamma(s, \xi_{s,t}(z)) \cdot \gamma(s, \xi_{s,t}(z)) - \int_{\mathbb{R}} g(s, \xi_{s,t}(z), e) \nu(de) \right] ds \\
  + \gamma(t, \xi_{s,t}(z)) \cdot d\tilde{B}_s + \int_{\mathbb{R}} k(s, \xi_{s,t}(z), e) N(ds, de),
\end{cases}
$$

(49)

$$
\xi_{t,t}(z) = z.
$$
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Observe in (50) that as a difference with the usual Euler scheme, the first time step may be overall numerical scheme since we use the same Brownian increments for both of the inverse flow \( \xi \). Theorem 9. Also, the fact that the two Euler schemes are built with the same Brownian motion (actually one is the time-reversal of the other) justifies the need for a general result like Theorems 1 and \( \Theta \). Then, for any concave function \( u \) and \( \alpha \)-parameter is denoted by \( \alpha_X \) and the coefficients \( \beta = \min(\alpha_X, \alpha_Y, \frac{1}{2}) \). The proof of this result is obvious. Without the function \( u_z \), it would be a direct application of Theorem 9. However, since \( u_z \) is Lipschitz, we easily check the estimates are unchanged. Now having an accurate approximation of \( U_z(t, z) \) using two Euler schemes (with computational cost equal to \( 2N \)), we can easily retrieve \( U(t, z) \) by standard numerical integration, using a known value, in general the utility of a zero wealth is equal to zero at any time, i.e., \( U(t, 0) = 0 \).
**Conclusion:** Numerical approximation of the solution of a stochastic PDE is not an easy task; it requires a lot of heavy computations because we have to discretize the solution and its derivatives using a finite differences method for example, which requires the resolution in the full space (or on a grid in z). This makes it extremely difficult to obtain strong convergence results. In this work as well as in [GM18], we have shown that we can proceed otherwise in some situations where we can represent the solution as the compound of two random fields. In this case, the simplest scheme to approximate the SPDE’s solution is the compound of the two schemes approximating $X$ and $Y$. The key point in our study is the regularity of $X$ with respect to its initial condition. It is this regularity, generally not considered too much in the literature, that allowed us to obtain the strong convergence rate for the compound and thus to avoid a discretization of the SPDE.
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