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Abstract

We consider an electronic bound state of the usual, non-relativistic, molecular
Hamiltonian with Coulomb interactions and fixed nuclei. Away from appropriate
collisions, we prove the real analyticity of all the reduced densities and density
matrices, that are associated to this bound state. We provide a similar result for
the associated reduced current density.
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1 Introduction.

The notions of density and density matrices are quite old tools in the treatment of physical
N -body problems. For instance, the Thomas-Fermi theory goes back to the year 1927 (cf.
[Li]). Nowadays these tools do play a central rôle in one important approach of the N -
body problem, namely the Density Functional Theory (DFT) (cf. [E, LiSe]). Regularity
properties of the related reduced density and density matrices are useful to develop the
DFT. For instance, the real analyticity of a density was recently used for Hohenberg-Kohn
Theorems in [G]. The purpose of the present paper is to prove, in a large region of the
configuration space, the real analyticity of all reduced densities and density matrices of a
pure state for a molecular Hamiltonian with fixed nuclei.

We consider a molecule with N moving electrons, with N > 1, and L fixed nuclei, with
L ≥ 1 (Born-Oppenheimer idealization). While the L distinct vectors R1, · · · , RL ∈ R3

denote the positions of the nuclei, the positions of the electrons are given by x1, · · · , xN ∈
R3. The charges of the nuclei are respectively given by the positive Z1, · · · , ZL and the
electronic charge is −1. In this picture, the Hamiltonian of the electronic system is

H :=
N∑
j=1

(
−∆xj −

L∑
k=1

Zk|xj −Rk|−1
)

+
∑

1≤j<j′≤N

|xj − xj′|−1 + E0 ,(1.1)

where E0 =
∑

1≤k<k′≤L

ZkZk′|Rk −Rk′ |−1

and −∆xj stands for the Laplacian in the variable xj. Here we denote by | · | the euclidian

norm on R3. Setting ∆ :=
∑N

j=1 ∆xj , we define the potential V of the system as the
multiplication operator satisfying H = −∆ + V . Thanks to Hardy’s inequality

∃c > 0 ; ∀f ∈W1,2(R3) ,

∫
R3

|t|−2 |f(t)|2 dt ≤ c

∫
R3

|∇f(t)|2 dt , (1.2)

one can show that V is ∆-bounded with relative bound 0. Therefore the Hamiltonian H
is self-adjoint on the domain of the Laplacian ∆, namely W2,2(R3N) (see Kato’s theorem
in [RS2], p. 166-167).
From now on, we fix an electronic bound state ψ ∈ W2,2(R3N) \ {0} such that, for some
real E, Hψ = Eψ. We point out (cf. [S, Z]) that such a bound state exists at least for
appropriate E ≤ E0 (cf. [FH]) and for

N < 1 + 2
L∑
k=1

Zk .

Associated to that bound state ψ, we consider the following objects. Let k be an integer
such that 0 < k < N . Let ρk : (R3)k → R be the almost everywhere defined, L1(R3k)-
function given by, for x = (x1; · · · ;xk) ∈ R3k,

ρk(x) =

∫
R3(N−k)

∣∣ψ(x; y)
∣∣2 dy . (1.3)
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Define γk : (R3)2k → C as the almost everywhere defined function given by, for x =
(x1; · · · ;xk) ∈ R3k and x′ = (x′1; · · · ;x′k) ∈ R3k,

γk(x;x′) =

∫
R3(N−k)

ψ(x; y)ψ(x′; y) dy . (1.4)

Note that, almost everywhere, ρk(x) = γk(x;x). It turns out that γk may be seen as the
kernel (“Green function”) of a trace class operator (see [Le, LiSe]). We call the function
ρk the k-particle reduced density and the kernel γk the k-particle reduced density matrix.
When k = 1, ρ := ρ1 is often simply called the (electronic) density. In this case, we also
introduce the reduced current density, defined as the almost everywhere defined, L1(R3)-
function C : R3 → R3 given by, for x ∈ R3, the following imaginary part

C(x) = =
∫
R3(N−1)

∇xψ(x; y)ψ(x; y) dy . (1.5)

From a physical point of view, the previous objects differ from the true physical ones by
some prefactor (see [E, Le, LiSe, LSc]).
It is useful to introduce the following subsets of R3k. Denoting for a positive integer p by
[[1; p]] the set of the integers j satisfying 1 ≤ j ≤ k, the closed set

Ck :=
{
x = (x1; · · · ;xk) ∈ R3k ; ∃(j; j′) ∈ [[1; k]]2 ; j 6= j′ and xj = xj′

}
gathers all possible collisions between the first k electrons while the closed set

Rk :=
{
x = (x1; · · · ;xk) ∈ R3k ; ∃j ∈ [[1; k]] ,∃` ∈ [[1;L]] ; xj = R`

}
groups together all possible collisions of these k electrons with the nuclei. We set U (1)

k :=
R3k \ (Ck ∪Rk), which is an open subset of R3k.
Now, we consider two sets of positions for the first k electrons and introduce the set of all
possible collisions between positions of differents sets, namely

C(2)
k :=


(x;x′) ∈ (R3k)2 ; x = (x1; · · · ;xk) , x

′ = (x′1; · · · ;x′k) ,

∃(j; j′) ∈ [[1; k]]2 ; xj = x′j′

 .

We introduce the open subset of (R3k)2 defined by

U (2)
k =

(
U (1)
k × U

(1)
k

)2 \ C(2)
k .

In the k = 1 case, we note that C1 = ∅, U (1)
1 = R3 \ {R1, · · · , RL} and

U (2)
1 =

(
R3 \ {R1, · · · , RL}

)2 \D ,

where D = {(x;x′) ∈ (R3)2;x = x′} is the diagonal of (R3)2. We have the following

Theorem 1.1. [FHHS1, FHHS2, J].

The one-particle reduced density ρ := ρ1 is real analytic on U (1)
1 = R3 \ {R1, · · · , RL}.
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The original proof was given in [FHHS1, FHHS2] and relies on a clever decomposition of
the integration domain of the integral defining ρ into pieces, on which one can perform
an appropriate change of variables. A different proof of Theorem 1.1 is provided in [J].
We refer to [FHHS3, FS] for a refined information on ρ. In [FHHS2], a similar analyticity
result on γ1 was announced, without proof. More precisely, it was claimed there that γ1

should be real analytic on U (1)
1 ×U

(1)
1 . Adapting the method of [FHHS2], a shlighly weaker

result on γ1 was proved in [HS], namely

Theorem 1.2. [HS].

The one-particle reduced density matrix γ1 is real analytic on U (2)
1 .

Note that U (2)
1 is indeed a strict subset of U (1)

1 × U
(1)
1 .

In [FHHS2], it was also announced without proof that ρ2 should be real analytic on

U (1)
2 = R6 \ (C2 ∪R2) =

(
R3 \ {R1, · · · , RL}

)2 \D = U (2)
1 .

In the present paper, we work with the tools and the method, used in [J] to get Theo-
rem 1.1, to prove the following three results.

Theorem 1.3. The reduced current density C is real analytic on U (1)
1 = R3\{R1, · · · , RL}.

Theorem 1.4. For all integer k with 0 < k < N , the k-particle reduced density ρk is real
analytic on U (1)

k .

Theorem 1.5. For all integer k with 0 < k < N , the k-particle reduced density matrix γk
is real analytic on U (2)

k = (U (1)
k × U

(1)
k ) \ C(2)

k .

Theorem 1.4 for k = 1 coincides with Theorem 1.1. The proof of Theorem 1.4 is, when
restricted to the k = 1 case, just a rewriting of the proof of Theorem 1.1 in [J] and
provides a direct justification of Theorem 1.3. We note that Theorem 1.5 for k = 1 is
exactly Theorem 1.2 and that Theorem 1.4 with k = 2 fits precisely to the announced
result on ρ2 in [FHHS2].
The set of all possible collisions between particles is CN ∪ RN and the potential V is
real analytic precisely on R3N \ (CN ∪ RN). Classical elliptic regularity applied to the
equation Hψ = Eψ shows that ψ is also real analytic on R3N \ (CN ∪ RN). We refer to
[ACN, FHHS4, FS, K] for more information on the behaviour of ψ near collisions. It turns
out that, at least at some places in CN ∪RN , ψ is not real analytic (cf. [FHHS4]). Thus,
in the definition (1.3) of ρk, for an integer k with 0 < k < N , the domain of integration
does contain such singularities. Therefore it is not clear a priori that ρk is real analytic
somewhere. This is however true, by Theorem 1.4, on the complement of the set of all
possible collisions of the “external” electrons, namely on U (1)

k .
The proofs of Theorems 1.1 and 1.2 do not directly use the analyticity of ψ. This is also
the case of the proofs of Theorems 1.3, 1.4, and 1.5, below.
It turns out that our proofs of Theorems 1.4 and 1.5 have a common structure that we
want to describe now. Using an appropriate, x-dependent, unitary operator Ux, that acts
on L2(R3(N−k)), we locally transform the equation Hψ = Eψ into an elliptic differential
equation (UxHU

−1
x )Uxψ = EUxψ (the “twisted” equation), the coefficients of which have
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nice analytic properties. Applying elliptic regularity to the latter equation, we obtain the
real analyticity of x 7→ Uxψ ∈ L2(R3(N−k)) that yields the real analyticity of ρk : x 7→
‖Uxψ‖2 (‖ · ‖ being the norm on L2(R3(N−k))). For γk, we follow the same lines but with a
(x;x′)-dependent, unitary operator U(x;x′), and two “twisted” differential equations in the
variables (x;x′; y). These proofs are performed in Section 4.
Let us now compare the two available methods to prove such results, namely the one
mentioned just above and the one used in [FHHS2, HS] to get Theorems 1.1 and 1.2. We
point out that elliptic regularity was also an important tool in [FHHS2, HS]. Another
common tool is the use of a x-dependent change of variables on the “internal” variables
y ∈ R3(N−k), since the above unitary operators are both the implementation in L2(R3(N−k))
of such a change of variables. However, we use here global changes of variables in contrast
to the local ones in [FHHS2, HS]. While, there, the integrals on R3(N−1) defining ρ1 and
γ1 are split in several pieces, on which an appropriate change of variables is performed to
make the real analyticity apparent, we view here ρk (resp. γk) as the L2(R3(N−k))-norm
(resp. the L2(R3(N−k))-scalar product) of one (resp. two) L2(R3(N−k))-valued, real analytic
function(s).
In view of the behaviour of ψ near some points in CN ∪ RN , that was established in
[FHHS4], it is quite natural to expect that, for an integer k with 0 < k < N , neither ρk
nor γk is real analytic everywhere. Their exact domain of real analyticity is still an open
question. The domains obtained in Theorems 1.4 and 1.5 are the largest ones that can be
reached by the method used in this paper, as explained in Remarks 4.2 and 4.4.

As already pointed out in [J], the twisted calculus, that we use here, allows us to treat
more general Hamiltonians than H. We introduce, in Section 5, a class of elliptic, second
order differential operators with Coulomb singularities. We observe that the conjugation
by the twist actually preserves the ellipticity. Assuming that there exists a bound state
for such an operator, we show in Theorem 5.1 that our previous, main results hold true for
it. Moreover, we expect that this should extend to a class of elliptic, pseudo-differential
operators with Coulomb singularities, since the used tools are available for such operators.
We refer to [MS] for more information on the twisted (pseudo-)differential calculus.

Maybe it would be useful for the DFT to extend the present results on pure states to gen-
eral states (see Sections 3.1.4 and 3.1.5 in [LiSe] for details). We expect that Theorem 3.9
below could be a good starting point for this purpose.

The paper is organized as follow. In Section 2, we provide a general notation, basic
facts on real analyticity, and a result on elliptic regularity, that was essentially present
in [J]. In Section 3, we review the twisted calculus based on Hunziker’s twist, show how
it can be used to “desingularize” a differential equation with Coulomb singularities, and
apply elliptic regularity to the corresponding twisted equation. Section 4 is devoted to
the proof of our main results, namely Theorems 1.3, 1.4, and 1.5. The extension of these
results to a larger class of Hamiltonians is performed in Section 5. Finally, we gathered in
Appendix A some computations that are used in the main text and provide in Appendix B
basic material on global pseudo-differential operators.

Acknowledgments: The authors thanks S. Fournais and T. Østergaard Sørensen for fruit-
ful discussions related to the subject of this paper. Dedicated to K.
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2 Basic tools and elliptic regularity.

To prepare the proof of the main results, we recall basic tools and state a general result
on the analytic regularity of solutions of some elliptic equations.

2.1 Notation and basic tools.

We start with a general notation. We denote by C the field of complex numbers. For
z ∈ C, <z (resp. =z) stands for the real part (resp. imaginary part) of z.
Let p be a positive integer. Recall that, for u ∈ Rp, we write |u| for the euclidian norm
of u. Given such a vector u ∈ Rp and a nonnegative real number r, we denote by B(u; r[
(resp. B(u; r]) the open (resp. closed) ball of radius r and centre u, for the euclidian
norm | · | in Rp.
In the one dimensional case, we use the following convention for (possibly empty) intervals:
for (a; b) ∈ R2, let [a; b] = {t ∈ R; a ≤ t ≤ b}, [a; b[= {t ∈ R; a ≤ t < b}, ]a; b] = {t ∈
R; a < t ≤ b}, and ]a; b[= {t ∈ R; a < t < b}.
We denote by N the set of nonnegative integers and set N∗ = N \ {0}. If p ≤ q are
non negative integers, we set [[p; q]] := [p; q] ∩ N, [[p; q[[ = [p; q[∩N, ]]p; q[[ =]p; q[∩N, and
]]p; q]] :=]p; q] ∩ N.
Given an open subset O of Rp and n ∈ N, we denote by W n,2(O) the standard Sobolev
space of those L2-functions on O such that, for n′ ∈ [[0;n]], their distributional derivatives
of order n′ belong to L2(O). We denote by 〈·, ·〉n (resp. ‖·‖n) the right linear scalar product
(resp. the norm) on W n,2(O). In particular, W 0,2(O) = L2(O). Without reference to p
and O, we denote by ‖ · ‖ (resp. 〈·, ·〉) the L2-norm (resp. the right linear scalar product)
on L2(O).
For two Banach spaces (A, ‖ · ‖A) and (B, ‖ · ‖B), the space L(A;B) of continuous linear
maps from A to B is also a Banach space for the operator norm ‖ · ‖L(A;B) defined by

∀M ∈ L(A;B) , ‖M‖L(A;B) := sup
a∈A\{0}

‖M(a)‖B
‖a‖A

.

We simply denote L(A; A) by L(A).
Let p be a positive integer and O an open subset of Rp. Let (A, ‖ · ‖A) be a Banach
space and θ : O 3 x = (x1; · · · ; xp) 7→ θ(x) ∈ A. For j ∈ [[1; p]], we denote by ∂jθ
or ∂xjθ the j’th first partial derivative of θ. For α ∈ Np and x ∈ Rd, we set Dα

x :=
(−i∂x)α := (−i∂x1)

α1 · · · (−i∂xp)
αp , Dx = −i∇x, xα := xα1

1 · · · x
αp
p , |α| := α1 + · · · + αp,

α! := (α1!) · · · (αp!), |x|2 = x2
1 + · · ·+ x2

p, and 〈x〉 := (1 + |x|2)1/2.
We choose the same notation for the length |α| of a multiindex α ∈ Np and for the
euclidian norm |x| of a vector x ∈ Rp but the context should avoid any confusion.
We denote by C∞(O;A) (resp. C∞b (O;A), resp. C∞c (O;A), resp. Cω(O;A)) the vector
space of functions from O to A which are smooth (resp. smooth with bounded derivatives,
resp. smooth with compact support, resp. real analytic). If A = C, we simply write
C∞(O) (resp. C∞b (O), resp. C∞c (O), resp. Cω(O)).

Now we recall basic facts on analytic functions. Take again a Banach space (A, ‖ · ‖A), a
positive integer p, and an open subset O of Rp. For a smooth function θ : O −→ A, the
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following properties are equivalent: θ ∈ Cω(O;A);

∃A > 0 ,∀ compactK ⊂ O , ∀α ∈ Np , sup
x∈K

∥∥(Dα
x θ)(x)

∥∥
A ≤ A|α|+1 · (α!) ; (2.1)

∃A > 0 ,∀ compactK ⊂ O , ∀α ∈ Np , sup
x∈K

∥∥(Dα
x θ)(x)

∥∥
A ≤ A|α|+1 · (|α|!) ; (2.2)

∃A > 0 ,∀ compactK ⊂ O , ∀α ∈ Np , sup
x∈K

∥∥(Dα
x θ)(x)

∥∥
A ≤ A|α|+1 · (1 + |α|)|α| . (2.3)

We refer to [Hö3, HS, J] for details.
Let (B, ‖ · ‖B) be another Banach space and f : A2 −→ B be a continuous bilinear map.
Then, for any (θ1; θ2) ∈ (Cω(O;A))2, the map f(θ1; θ2) : O 3 x 7→ f(θ1(x); θ2(x)) ∈ B is
real analytic.
Consider the case where A = W n,2(O), for some integer n, and recall that 〈·, ·〉n (resp.
‖·‖n) is the right linear scalar product (resp. the norm) on A. Take (θ1; θ2) ∈ (Cω(O;A))2.
Then the map 〈θ1, θ2〉n : O −→ C, defined by 〈θ1, θ2〉n(x) = 〈θ1(x), θ2(x)〉n, is real analytic.
So is also the real valued map ‖θ1‖2

n : O 3 x 7→ ‖θ1(x)‖2
n. In particular, taking n = 0, the

maps 〈θ1, θ2〉 : O 3 x 7→ 〈θ1(x), θ2(x)〉 ∈ C and ‖θ1‖2 : O 3 x 7→ ‖θ1(x)‖2 ∈ R+ are also
real analytic.

Finally we need some specific notation to describe the structure of the considered Hamil-
tonian and of our results.
For a A-valued function θ : R3 3 z = (z(1); z(2); z(3)) 7→ θ(z) ∈ A, we denote by dθ or dzθ
the total derivative of θ. According to the previous notation, we denote, for j ∈ {1; 2; 3},
by ∂jθ or ∂z(j)θ the j’th first partial derivative. For a multiindex α = (α1;α2;α3) ∈ N3, we
set Dα

z := (−i∂z)α := (−i∂1)α1(−i∂2)α2(−i∂3)α3 , Dz = −i∇z, z
α = (z(1))α1(z(2))α2(z(3))α3 ,

and |α| = α1 + α2 + α3.
Let m be a positive integer. We write a point x ∈ R3m as x = (x1; · · · ; xm). For any
multiindex α = (α1; · · · ;αm) ∈ N3m, we set Dα

x := (−i∂x)α := (−i∂x1)
α1 · · · (−i∂xm)αm ,

Dx = −i∇x, xα = xα1
1 · · · xαmm , and |α| = |α1|+ · · ·+ |αm|.

Let m and p be positive integers. We write x ∈ R3m (resp. y ∈ R3p) as x = (x1; · · · ; xm)
(resp. y = (y1; · · · ; yp)). For a A-valued function θ : R3m × R3p 3 (x; y) 7→ θ(x; y) ∈ A,
let dxθ (resp. dyθ) be the total derivative of θ w.r.t. x (resp. y).
For n ∈ N, W n,2(R3p) denotes the standard Sobolev space of L2-functions on R3p admit-
ting, up to order n, L2 distributional derivatives. In particular, W 0,2(R3p) = L2(R3p). We
set Wn = W n,2(R3p) and let Bn = L(Wn;W0) be the Banach space of linear continuous
maps from Wn to W0.

2.2 Elliptic regularity.

In this subsection, we extend, essentially with the same proof, a regularity result that was
proved but not stated in [J].

Let (m; p) ∈ (N∗)2. Let Ω be an open subset of R3m. We consider second order differential
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operators P on Ω× R3p given by

P =
∑

(α; β)∈N3m×N3p

|α|+|β|≤2

cαβ(x; y)Dα
xD

β
y , (2.4)

where the coefficients cαβ belong to C∞b (Ω × R3p;C). In particular, for x ∈ Ω, the multi-
plication operator Cαβ(x; ·) by cαβ(x; ·) belongs to L(Wn), for all n ∈ N.
The principal symbol of those operators P is the smooth, complex-valued function σP ,
that is defined on Ω× R3p × R3m × R3p by

σP (x; y; ξ; η) =
∑

(α; β)∈Nm×Np
|α|+|β|=2

cαβ(x; y) ξαηβ . (2.5)

We assume that P is (globally) elliptic in the following sense: there exists CP > 0 such
that, for all (x; y; ξ; η) ∈ Ω× R3p × R3m × R3p,

|ξ|2 + |η|2 ≥ 1 =⇒
∣∣<σP (x; y; ξ; η)

∣∣ ≥ CP
(
|ξ|2 + |η|2

)
. (2.6)

Furthermore, we require that, for (α; β) ∈ N3m × N3p with |α| + |β| ≤ 2, the map Ω 3
x 7→ Cαβ(x; ·) ∈ B0 is well-defined and real analytic.
Under these assumptions on P , we note that, for all α ∈ N3m with |α| ≤ 2, the function
aα : Ω −→ B2−|α|, which maps each x ∈ Ω to the differential operator

aα(x) =
∑
β∈N3p

|β|≤2−|α|

cαβ(x; ·)Dβ
y (2.7)

on R3p, is well-defined and real analytic.

Definition 2.1. For (m; p) ∈ (N∗)2 and Ω an open subset of R3m. We denote by Diff2(Ω)
the set of all the differential operators P on Ω×R3p satisfying the previous requirements.

Theorem 2.2. [J].
Let P be differential operator in the class Diff2(Ω). Let W : Ω −→ B1 be a real analytic
map. Take ϕ ∈ W 2,2(Ω×R3p) such that (P +W )ϕ = 0. Then, the map Ω 3 x 7→ ϕ(x; ·) ∈
W2 is real analytic.

Remark 2.3. If, in Theorem 2.2, one replaces 3m by some positive integer n and one
sets p = 0 and W = 0 with the convention that Ω × R0 = Ω and W2 = C, then one
recovers exactly Hörmander’s Theorem 7.5.1 in [Hö1]. We assign Theorem 2.2 to [J] since,
although it was not stated there, it was proved in a particular case and the corresponding
proof directly extends to the present, general case. In [FHHS1, FHHS2, HS], one can find
similar results in a slightly narrower framework. Therefore, Theorem 2.2 is more or less
known in the literature.

Nevertheless, we provide below, for completeness, a proof of Theorem 2.2. To make it
more transparent and facilitate the comparison with known results of this kind, we state
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intermediate results in some lemmata.
For convenience, we choose to use an appropriate pseudo-differential calculus. Since we
are concerned with a local result (in Ω), it is natural to take a local one (see, for instance,
in [Hö2] on page 83 or in [T], section 7.10). However, we prefer to use the basic global
calculus presented in the beginning of Chapter 18 in [Hö2], since we think that it is more
accessible.
Let P ∈ Diff2(Ω). To prove Theorem 2.2, it suffices to show the required real analyticity
near each point in Ω. Let x0 ∈ Ω and let Ω′0 be a bounded neighbourhood of x0 such that

Ω′0 ⊂ Ω. As a first step, we construct an extension P̂ ∈ Diff2(R3m) of the restriction of P
to Ω′0.
In view of (2.6), we observe that the real part <σP of σP does not vanish, except for
(ξ; η) = (0; 0). Since it is continuous, it must keep the same sign σ0 on

Ω× R3p × (R3(m+p) \ {(0; 0)}) .

Furthermore, (2.6) also implies that, for (x; y; ξ; η) ∈ Ω× R3p × R3(m+p),

σ0 · <σP (x; y; ξ; η) ≥ CP
(
|ξ|2 + |η|2

)
. (2.8)

Let χ ∈ C∞c (R3m) be a cut-off function with support in Ω such that 0 ≤ χ ≤ 1 and, on
Ω′0, χ = 1. Recalling that P is given by (2.4), we set

P̂ =
∑

(α; β)∈N3m×N3p

|α|+|β|≤2

ĉαβ(x; y)Dα
xD

β
y ,

where ĉαβ(x; y) = χ(x)cαβ(x; y), for all (x; y) ∈ R3(m+p) and |α| + |β| < 2, and where, for
all (x; y; ξ; η) ∈ R6(m+p),

σP̂ (x; y; ξ; η) :=
∑

(α; β)∈Nm×Np
|α|+|β|=2

ĉαβ(x; y) ξαηβ

:= χ(x) · σP (x; y; ξ; η) + σ0CP ·
(
1 − χ(x)

)
·
(
|ξ|2 + |η|2

)
. (2.9)

We observe that (2.8) with σP replaced by σP̂ holds true on R6(m+p). In particular, P̂ is

elliptic. We immediately verify that P̂ ∈ Diff2(R3m). We note that P̂ coincides with P
as differential operator on Ω′0.

We observe that the symbol of P̂ belongs to the global class S2(R6N) of symbols, for
N = m+p, and, since it is elliptic, we can construct a parametrix (cf. Appendix B). Thus
there exist two pseudo-differential operators Q = q(x; y;Dx;Dy) and R = r(x; y;Dx;Dy)

with symbols q, r ∈ S−2(R6N) such that QP̂ = I − R (where I is the identity differential
operator) and

Q ,R ∈ L
(
Wk,2(R3N); Wk+2,2(R3N)

)
. (2.10)

Proof of Theorem 2.2: We take ϕ ∈ W 2,2(Ω×R3p) such that (P +W )ϕ = 0. Let x0 ∈ Ω.
We use the above construction. Let Ω0 a neighbourhood of x0 such that Ω0 ⊂ Ω′0. Let
χ0 ∈ C∞c (R3) with χ0 = 1 near Ω0 and with support in Ω′0. Thus χχ0 = χ0, where χ is

the cut-off function appearing in the definition of P̂ .
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Lemma 2.4. We have χ0ϕ ∈ C∞c (R3m;W2).

Proof: Since QP̂ = I −R, P̂χ0 = χPχ0, and (P +W )ϕ = 0, we obtain

χ0ϕ = Rχ0ϕ + Qχ[P , χ0]ϕ − Qχ0Wϕ , (2.11)

where the commutator [P , χ0] is a first order diffential operator in x. Since ϕ ∈ W 2,2(Ω×
R3p), ϕ ∈ W 1,2(Ω;W1) and χ0ϕ ∈ W 1,2(R3m;W1). We successively observe that

Wϕ ∈ W 1,2(Ω;W0) , χ0Wϕ ∈ W 1,2(R3m;W0) , and QχWχ0ϕ ∈ W 2,2(R3m;W1) .

Similarly, we have

[P , χ0]ϕ ∈ W 0,2(Ω;W1) , χ[P , χ0]ϕ ∈ W 0,2(R3m;W1) ,

Qχ[P , χ0]ϕ ∈ W 2,2(R3m;W1) and Rχ0ϕ ∈ W 3,2(R3m;W1) .

Thus χ0ϕ ∈ W 2,2(R3m;W1), by (2.11). Now, we apply the same argument again but with
this new information, yielding χ0ϕ ∈ W 2,2(R3m;W2). In this way, we prove by induction
that, for all k ∈ N, χ0ϕ ∈ W k,2(R3m;W2), yielding χ0ϕ ∈ C∞(R3m;W2).

Lemma 2.5. There exists Ce > 0 such that, for all v ∈ C∞c (R3m;W2) with support in Ω′0,
for all r ∈ {0; 1; 2}, for all α ∈ N3m,

|α|+ r ≤ 2 =⇒
∥∥Dα

x v
∥∥

L2(Ω0;Wr)
≤ Ce

∥∥(P +W )v
∥∥

L2(Ω0;W0)
. (2.12)

Proof: Let P2 := σP (x; y;Dx;Dy) and P1 = P − P2. We consider the following operators
as operators in L2(Ω0;W0) with domain W 2,2(Ω0 × R3p). By ellipticity, ∆ = ∆x + ∆y is
P2-bounded. By assumption, W is (−∆x)1/2-bounded. Since the operators (−∆x)1/2 and
Dα

xD
β
y , for |α| + |β| ≤ 1, are ∆-bounded with relative bound less than one, so are also

W and, thanks to the boundedness assumption on its coefficients, P1. Thus W and P1

are P2-bounded with relative bound less than one. This implies that W is P -bounded
with relative bound less than one. For |α| + |β| ≤ 2, Dα

xD
β
y is ∆-bounded. The above

properties imply that it is also (P +W )-bounded, yielding (2.12).

For ε ≥ 0, let Ωε := {x ∈ Ω0; d(x;R3m \ Ω0) > ε} and, for r ∈ N, denote the L2(Ωε;Wr)-
norm of v by Nε;r(v). Note that χ0ϕ ∈ C∞c (R3m;W2) with support in Ω′0, by Lemma 2.4.

Lemma 2.6. There exists B > 0 such that, for all ε > 0, j ∈ N, r ∈ {0; 1; 2}, and α ∈ N3m,

r + |α| < 2 + j =⇒ εr+|α|Njε;r(D
α
xϕ) ≤ Br+|α|+1 . (2.13)

Proof: Let D0 be the diameter of Ω0. Since P ∈ Diff2(Ω), there exists Ca > 0 such that,
for all α ∈ N3, 0 ≤ ε1 ≤ D0,

ε
|α|
1

∑
|β|≤2

sup
x∈Ωε1

‖∂αxaβ‖B2−|β| ≤ C |α|+1
a · (|α|!) . (2.14)
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by (2.2). Using that (P + W )ϕ = 0, it suffices to follow the proof of (7.5.9) in [Hö1], p.
179-180, to get the desired result.

To complete the proof of Theorem 2.2, it suffices, thanks to (2.13), to follow the argument
on page 180 in [Hö1] and use (2.2).

Remark 2.7. We point out that one can prove Theorem 2.2 without pseudodifferential
technics. We used then in the proof of Lemma 2.4. In fact, it turns out that the arguments
used in [FHHS2] (see the proof of Lemma 3.1) and in [HS] (see Section 3.3) can be adapted
to get a different proof of those lemma.

3 Twisted differential calculus.

In this section, we recall the notion of “twist” used in [Hu, KMSW, MS] to “desingularize”
a class of Hamiltonians with Coulomb-like singularities.

3.1 Framework.

We need some more notation. Denoting by S2 the unit euclidian sphere of R3, let ṽ0 :
S2 −→ C and η :]0; +∞[−→ R+ be two functions such that, for some η0 ∈]0; 1[ and
B0 > 0, (1/B0) ≤ |ṽ0| ≤ B0 and

∀t > 0 , sup
t(1−η0)≤ s≤ t(1+η0)

η(s) ≤ B0 · η(t) . (3.1)

We assume further that the multiplication operator by the function η(| · |) : R3 3 z 7→
η(|z|) ∈ R+ belongs to L(W1,2(R3); L2(R3)). The multiplication operator by the function
v0 : R3\{0} −→ C, defined by v0(z) = η(|z|)ṽ0(z/|z|), also belongs to L(W 1,2(R3); L2(R3)).

Definition 3.1. Let V be the class of functions v : R3 −→ C such that v ∈ Cω(R3 \ {0})
and there exists C > 0 such that

∀α ∈ N3 , ∀z ∈ R3 \ {0} , |z||α| ·
∣∣Dαv(z)

∣∣ ≤ C1+|α| ·
(
|α|!
)
· |v0(z)| . (3.2)

We observe that, if v ∈ V , then the multiplication operator by v belongs to the space
L(W1,2(R3); L2(R3)).

We consider a system of m+p electrons, interacting to one another and moving under the
influence of L fixed nuclei. Let Ie := {1; · · · ;m} be the set of indices for the “external”
electronic variables x ∈ R3m, let Ii := {1; · · · ; p} be the one of “internal” electronic
variables y ∈ R3p, and let In := {1; · · · ;L} be the one of the nuclear variables R` ∈ R3.
It is convenient to introduce the disjoint union of those sets, namely

Ie t Ii t In :=
{

(a; j) ; a ∈ {e; i;n} , j ∈ Ia
}
.
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For c = (a; j) ∈ Ie t Ii t In, let π1(c) = a and π2(c) = j. We define Xc = xj if π1(c) = e,
Xc = yj if π1(c) = i, and Xc = Rj if π1(c) = n. Let

P :=
{
{c; c′} ; (c; c′) ∈

(
Ie t Ii t In

)2
and c 6= c′

}
be the set of all possible particle pairings. Let Ω be an open subset of R3m. We consider
potentials V where

∀(x; y) ∈ Ω× R3p , V (x; y) =
∑

{c; c′}∈P

V{c; c′}(Xc − Xc′) , (3.3)

with V{c; c′} ∈ V (cf. Definition 3.1), for all {c; c′} ∈ P .
Recall that Wn = W n,2(R3p), for n ∈ N, and B1 = L(W1;W0). We note that, if v ∈ V
and {c; c′} ∈ P , then, for any fixed x, the multiplication by the almost everywhere defined
function v(Xc −Xc′) of y belongs to B1, thanks to (3.2) and the assumption on v0.

Recall that we introduced in Definition 2.1 a class of differential operators. The class of
Hamiltonians, that we want to treat, is defined in the following:

Definition 3.2. For (m; p) ∈ (N∗)2 and Ω an open subset of R3m. We denote by Ham2(Ω)
the set of all the Hamiltonians H on Ω× R3p such that H = P + V , where P ∈ Diff2(Ω)
(cf. Definition 2.1) and V satisfies (3.3).

3.2 Heuristic.

In this subsection, we want to motivate the notion of “twist”, that is going to play a
crucial rôle in the proof of the main results. To explain the basic idea, let us consider the
following situation.

Take the Hamiltonian H in (1.1) with N = 2. We are not able to apply Theorem 2.2 with
x = x1 and y = x2 to the equation Hψ = Eψ, since the map x1 7→ (x2 7→ |x1 − x2|−1) ∈
B1 = L(W 1,2(R3); L2(R3)) is admittedly well defined by (1.2) but is not analytic. The
problem lies in the dependency of the Coulomb singularity on x1.
Assume that, for some open subset Ω of R3 and some x0 ∈ R3, we have a smooth map
f : Ω × R3 → R3 such that, for all x1 ∈ Ω, f(x1; ·) is a smooth diffeomorphism of R3

satisfying f(x1;x0) = x1. For such x1, let Ux1 be the unitary implementation of f(x1; ·)
on L2(R3) (the “twist”). For any function ϕ ∈ W 1,2(R3) and for x1 ∈ Ω,

Ux1
(
|x1 − ·|−1ϕ

)
(y) =

∣∣f(x1;x0) − f(x1; y)
∣∣−1 ·

(
Ux1ϕ

)
(y) .

Now, since f(x1; ·) is a diffeomorphism, the singularity occurs when y = x0. Therefore, it
does not depends on x1 anymore. We can write(

Ux1 |x1 − ·|−1U−1
x1
ϕ
)
(y) = |x0 − y| ·

∣∣f(x1;x0) − f(x1; y)
∣∣−1 · |x0 − y|−1 · ϕ(y) .

Assuming further that the map

Ω 3 x1 7→ |x0 − ·| ·
∣∣f(x1;x0) − f(x1; ·)

∣∣−1 ∈ L∞(R3) (3.4)
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is smooth, we see that Ω 3 x1 7→ Ux1|x1 − ·|−1U−1
x1
∈ B1 = L(W 1,2(R3); L2(R3)) is also

smooth, thanks to (1.2).
What can we do with the other singular terms in H? Since the terms |x1 −R`|−1 do not
depend on x2, the previous conjugation has no effect on them. But, if x1 stays far away
from all R`, they are not singular. We are left with the terms |x2 − R`|−1, which are a
constant function of x1 with values in B1 by (1.2). Since we want to perform the above
conjugation to treat the term |x1 − x2|−1, we need to verify that this conjugation does
not distroy the nice property of these terms. If we require that, for all ` and all x1 ∈ Ω,
f(x1;R`) = R`, and the smoothness of the map (3.4) with x0 replaced by R`, the above
computation shows that the map Ω 3 x1 7→ Ux1|x2 −R`|−1U−1

x1
∈ B1 is also smooth.

With some more work, we can prove real analyticity of the previous terms. We just have
seen that the “twisted” potential Ux1V U

−1
x1

is a real analytic, B1-valued function. What
about the “twisted” kinetic energy? A simple computation shows that the operators ∇x1

and ∇x2 are transformed by the twist into differential operators in the (x1;x2) variables
with explicit coefficients in terms of the derivatives of f (cf. (3.16) and (3.18)). As we
shall see below, the ellipticity of H is preserved by the “twist” and the coefficients of the
“twisted” operator have some property of real analyticity.
Coming back to the original problem, we do not apply Theorem 2.2 with x = x1 and
y = x2 to the equation Hψ = Eψ but to the“twisted”equation (Ux1HU

−1
x1

)Ux1ψ = EUx1ψ.
Therefore, we obtain some analytic regularity of the “twisted” bound state, namely Ux1ψ,
not on ψ itself. But, if we are interested in the regularity of ρ1, we are done. Indeed, since
we can write ρ1(x1) = ‖ψ(x1; ·)‖2 (‖ · ‖ being the L2-norm on R3) and since Ux1 is unitary
on L2(R3), ρ1(x1) = ‖Ux1ψ(x1; ·)‖2 and ρ1 is real analytic on Ω by composition.
We just have sketched, in the N = 2 case, the proof of the smoothness of ρ1, which
was performed in [J], provided there exists a map f satisfying the above requirements.
Actually it does (see Subsection 3.3 below).

3.3 Hunziker’s twist.

With the above strategy in mind, we recall Hunziker’s twist (cf. [Hu, KMSW]) and provide
basic properties of it.

We take a real-valued cut-off function τ ∈ C∞c (R3) such that τ(x) = 0 if |x| ≥ 1, and
τ(0) = 1. Let U be the open subset of R3m defined by

U =
{

x ∈ R3m ; ∀(c; c′) ∈ P ; π1(c) = e and π1(c′) ∈ {e;n} , Xc 6= Xc′
}

=
{

x ∈ R3m ; ∀(j; j′) ∈ [[1;m]]2 , ∀` ∈ [[1;L]] , xj 6= R` (3.5)

and j 6= j′ =⇒ xj 6= xj′
}
.

Let x0 = (x0
1; · · · ; x0

m) ∈ U . We can find some r0 > 0 such that, for (j; j′) ∈ [[1;m]]2, for
` ∈ [[1;L]],

|x0
j −R`| ≥ r0 and j 6= j′ =⇒ |x0

j − x0
j′ | ≥ r0 . (3.6)
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Let f : R3m × R3 −→ R3 be the smooth function defined by

f(x; z) = z +
m∑
j=1

τ
(
r−1

0 (z − x0
j)
)
· (xj − x0

j) . (3.7)

Notice that, by (3.6), we have, for all x ∈ R3m,

∀j ∈ [[1;m]] , ` ∈ [[1;L]] , f(x; x0
j) = xj and f(x;R`) = R` . (3.8)

For all (x; z) ∈ R3m × R3, the total differential of f w.r.t. x is given by

(dxf)(x; z) =
m∑
j=1

τ
(
r−1

0 (z − x0
j)
)
dxj (3.9)

where dxj : R3m 3 x′ 7→ x′j ∈ R3, for 1 ≤ j ≤ m. In particular, the map R3m 3 x 7→
(dxf)(x; ·) ∈ C∞b (R3;L(R3m;R3)) is well-defined and constant. Using (3.9) and setting

C(τ) = sup
z∈R3

∥∥dτ(z)
∥∥
L(R3)

< +∞ ,

we can write, for all j ∈ [[1;m]], for all (z; z′) ∈ (R3)2, and for all x ∈ R3m,∥∥(dxjf)(x; z) − (dxjf)(x; z′)
∥∥
L(R3m;R3)

=
∣∣∣τ(r−1

0 (z − x0
j)
)
− τ

(
r−1

0 (z′ − x0
j)
)∣∣∣

≤ r−1
0 C(τ) |z − z′| . (3.10)

For all (x; z) ∈ R3m × R3, the total differential of f w.r.t. z is given by, for zε ∈ R3,

(dzf)(x; z) · zε = zε + r−1
0

m∑
j=1

(
(dτ)

(
r−1

0 (z − x0
j)
)
· zε
)
(xj − x0

j) . (3.11)

For δ > 0, set Ω(δ) := B(x0
1; δ[× · · ·×B(x0

m; δ[. Recall that the class V (cf. Definition 3.1)
depends on a parameter η0 (see (3.1)). By (3.11), we can find some δ0 ∈]0; r0/2], depending
on C(τ) and r0, such that

∀x ∈ Ω(δ0) , sup
z∈R3

∥∥(dzf)(x; z) − I3

∥∥
L(R3)

≤ min
(
η0; 1− η0

)
< 1 . (3.12)

We note that the requirement δ0 ∈]0; r0/2] yields Ω(δ0) ⊂ U , by (3.6) and the triangle
inequality. Thanks to (3.12), for each x ∈ Ω(δ0), f(x; ·) is a C∞-diffeomorphism of R3.
We denote by f 〈−1〉(x; ·) its inverse. Furthermore, for all x ∈ Ω(δ0), for all (z; z′) ∈ (R3)2,

(1 − η0) |z − z′| ≤
∣∣f(x; z) − f(x; z′)

∣∣ ≤ (1 + η0) |z − z′| . (3.13)

By a direct computation using (3.9) and (3.11), one can express the derivative dzf
〈−1〉

and dxf
〈−1〉 in terms of dzf (see Appendix A for details). In particular, one can check

that f ∈ C∞b (Ω(δ0)× R3;R3) and f 〈−1〉 ∈ C∞b (Ω(δ0)× R3;R3).
Consider the map F : Ω(δ0)× R3p −→ R3p, defined by F (x; y) = (f(x; y1); · · · ; f(x; yp)).
For each x ∈ Ω(δ0), F (x; ·) is a C∞-diffeomorphism of R3p and we denote its inverse
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map by F 〈−1〉(x; ·). Explicit expressions for dxF , dyF , dxF
〈−1〉, and dyF

〈−1〉, are provided
in Appendix A. In particular, we observe that F ∈ C∞b (Ω(δ0) × R3p;R3p) and F 〈−1〉 ∈
C∞b (Ω(δ0)× R3p;R3p).
We introduce the map U : Ω(δ0) 3 x 7→ Ux ∈ B0 (with B0 = L(W0) and W0 = L2(R3p)),
with values in the set of unitary operators on W0, defined by, for θ ∈ W0,(

Uxθ
)
(y) =

∣∣Det(dyF )(x; y)
∣∣1/2 · θ(F (x; y)

)
. (3.14)

For x ∈ Ω(δ0), the map Ux is the unitary implementation of F (x; ·) on L2(R3p) and(
U−1

x θ
)
(y) =

∣∣∣Det
(
dyF

〈−1〉)(x; y)
∣∣∣1/2 · θ(F 〈−1〉(x; y)

)
. (3.15)

Denoting by AT the transposed of a linear map A and by DetA its determinant, we see
by a direct computation that, as differential operators on Ω(δ0)× R3p,

U−1
x Dx Ux = Dx + J1(F )Dy + J2(F ) , (3.16)

UxDx U
−1
x = Dx + J1

(
F 〈−1〉)Dy + J2

(
F 〈−1〉) , (3.17)

U−1
x Dy′ Ux = J3(F )Dy + J4(F ) , (3.18)

UxDy′ U
−1
x = J3

(
F 〈−1〉)Dy + J4

(
F 〈−1〉) , (3.19)

where, for x ∈ Ω(δ0) and y ∈ R3p, with G = F and G〈−1〉 = F 〈−1〉 or with G = F 〈−1〉 and
G〈−1〉 = F ,

J1(G)(x; y) :=
((
dxG

)
(x; y′)

)T(
x; y′ = G〈−1〉(x; y)

)
,

J2(G)(x; y) := − i
∣∣Det

(
dyG

〈−1〉)(x; y)
∣∣1/2Dx

(∣∣Det
(
dy′G

)
(x; y′)

∣∣1/2)∣∣∣
y′=G〈−1〉(x;y)

,

J3(G)(x; y) :=
((
dy′G

)
(x; y′)

)T(
x; y′ = G〈−1〉(x; y)

)
,

J4(G)(x; y) := − i
∣∣Det

(
dyG

〈−1〉)(x; y)
∣∣1/2Dy′

(∣∣Det
(
dy′G

)
(x; y′)

∣∣1/2)∣∣∣
y′=G〈−1〉(x;y)

.

Thanks to the computation written in Appendix A, we note that, on one hand, for G ∈
{F ;F 〈−1〉},

J1(G) ∈ C∞b
(

Ω(δ0)× R3p; L
(
R3p;R3m

))
, iJ2(G) ∈ C∞b

(
Ω(δ0)× R3p; R3m

)
, (3.20)

J3(G) ∈ C∞b
(

Ω(δ0)× R3p; L
(
R3p
))

, iJ4(G) ∈ C∞b
(
Ω(δ0)× R3p; R3p

)
, (3.21)

and, on the other hand, if we denote by J the multiplication operator by any component
of Jk(G), k ∈ {1; 2; 3; 4} and G ∈ {F ;F 〈−1〉},

J ∈ Cω
(
Ω(δ0); B0

)
. (3.22)

Furthermore (cf. Appendix A), there exists C > 0 such that, for G ∈ {F ;F 〈−1〉}, for all
(x; y) ∈ Ω(δ0)× R3p, J3(G)(x; y) is invertible and

C−1 ≥
∥∥J3(G)(x; y)

∥∥
L(R3p)

+
∥∥(J3(G)(x; y)

)−1∥∥
L(R3p)

≥ C . (3.23)
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Now, using (3.18),
Dy′Ux = Ux

(
J3(F )Dy − J4(F )

)
thus, for all x ∈ Ω(δ0), we see, by induction and by (3.21), that Ux leaves Wn invariant,
for all n ∈ N. Similarly, we can show, using (3.19) and (3.21), that, for all x ∈ Ω(δ0), U−1

x

also leaves Wn invariant, for all n ∈ N. By the same arguments, we can check, starting
from (3.16) and (3.18), that U preserves the space W 2,2(Ω(δ0)× R3p).

3.4 Potential regularization by a twist.

We first consider the action by conjugation of the twist U on the potential part V of
Hamiltonians H in the class Ham2(Ω).

Proposition 3.3. Take x0 ∈ U ⊂ R3m. We choose r0 > 0 and δ0 ∈]0; r0/2] such that (3.6)
and (3.12) hold true. Recall that the neighbourhood Ω(δ0) := B(x0

1; δ0[× · · · ×B(x0
m; δ0[ of

x0 is included in U .
Then, for any v ∈ V and any {c; c′} ∈ P, the map Ω(δ0) 3 x 7→ Uxv(Xc −Xc′)U

−1
x ∈ B1

is well-defined and real analytic.

Remark 3.4. We point out that the Coulomb potential | · |−1 does belong to V. Indeed,
(3.2), for v = v0 = | · |−1, was proved in [J] and the multiplication by this v0 belongs to
L(W1,2(R3); L2(R3)) by Hardy’s inequality (1.2).

Remark 3.5. A proof of Proposition 3.3 is essentially available in [Hu, J]. However, the
proof in [Hu] is restricted to Coulomb interactions. We provide below a more transparent
version of the proof in [J].

Proof of Proposition 3.3: Let x ∈ Ω(δ0). Recall that, for k ∈ {0; 1}, Ux and U−1
x leave

Wk invariant. Recall that, for all {c; c′} ∈ P , the multiplication by v(Xc −Xc′) belongs
to B1. Therefore the map w : Ω(δ0) 3 x 7→ Uxv(Xc − Xc′)U

−1
x ∈ B1 is well-defined. We

treat all possible cases for {c; c′} ∈ P .
If π1(c) = π1(c′) = n, then w : Ω(δ0) 3 x 7→ v(Xc −Xc′) is a constant.
Assume that π1(c) = e and π1(c′) ∈ {e;n} or that π1(c′) = e and π1(c) ∈ {e;n}. Since
Ω(δ0) ⊂ U , Xc −Xc′ does not vanish on Ω(δ0). Thus w : Ω(δ0) 3 x 7→ v(Xc −Xc′) is real
analytic, by composition.
Assume that π1(c) = e and π1(c′) = i. Let j = π2(c) and k = π2(c′). Then, for x ∈ Ω(δ0),
Uxv(Xc −Xc′)U

−1
x is the multiplication operator on W1 by the function

y 7→ v
(
xj − f(x; yk)

)
= v

(
f(x; x0

j) − f(x; yk)
)
,

by (3.8). Let j′ ∈ Ie. Using the fact that dxf does not depend on x (see (3.9)), we have,
for α ∈ N3 and yk 6= x0

j ,

∂αxj′

(
v
(
f(x; x0

j) − f(x; yk)
))

(3.24)

= (∂αv)
(
f(x; x0

j) − f(x; yk)
)
·
(
τ
(
r−1

0 (x0
j − x0

j′)
)
− τ

(
r−1

0 (yk − x0
j′)
))|α|

.
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Using successively (3.10), (3.13), and (3.2), we obtain∣∣∣∂αxj′(v(f(x; x0
j) − f(x; yk)

))∣∣∣
≤
∣∣(∂αv)

(
f(x; x0

j) − f(x; yk)
)∣∣ · (r−1

0 C(τ) |x0
j − yk|

)|α|
,

≤
∣∣(∂αv)

(
f(x; x0

j) − f(x; yk)
)∣∣ · ((r0(1− η0)

)−1
C(τ)

∣∣f(x; x0
j) − f(x; yk)

∣∣)|α| ,
≤ C

1+|α|
1 ·

(
|α|!
)
·
∣∣∣v0

(
f(x; x0

j) − f(x; yk)
)∣∣∣ ,

for some C1 > 0. Now, by the structure of v0 and by (3.13) and (3.1), we derive that, for
some positive constants C2 and C3,∣∣∣∂αxj′(v(f(x; x0

j) − f(x; yk)
))∣∣∣ ≤ C

1+|α|
2 ·

(
|α|!
)
· η
(
f(x; x0

j) − f(x; yk)
)
,

≤ C
1+|α|
3 ·

(
|α|!
)
· η
(
|x0
j − yk|

)
. (3.25)

Now, one can check, by induction on |α| and by the fact that the multiplication by
η(| · |) belongs to B1, that, on Ω(δ0), the ∂αxj′ partial derivative of w exists and maps each

x ∈ Ω(δ0) to the multiplication operator onW1 by the almost everywhere defined function
(3.24) of y. Thus, w ∈ C∞(Ω(δ0);B1). Using (3.25) again, we obtain that

sup
x∈Ω(δ0)

∥∥(Dα
xj′
w)(x)

∥∥
B1
≤ C

1+|α|
4 ·

(
|α|!
)
, (3.26)

for some C4 > 0. By (2.2), w is real analytic w.r.t. xj′ . Since this holds true for all j′, w
is real analytic.
Similarly, we can treat the case π1(c) = i and π1(c′) = e.
Assume that π1(c) = n and π1(c′) = i. Let ` = π2(c) and k = π2(c′). For x ∈ Ω(δ0), w(x)
is the multiplication operator in B1 by the function

y 7→ v
(
R` − f(x; yk)

)
= v

(
f(x;R`) − f(x; yk)

)
, (3.27)

by (3.8). We redo the computation (3.24) - (3.25), with x0
j replaced by R`. Furthermore,

we also can check that the ∂αxj′ partial derivative of w exists and maps each x ∈ Ω(δ0) to

the multiplication operator onW1 by the almost everywhere defined ∂αxj′ partial derivative

of (3.27). Using the new estimate (3.25), we derive a bound like (3.26). As above, we
conclude that w is real analytic.
Again, we have a similar treatment of the case π1(c) = i and π1(c′) = n.
We are left with the case π1(c) = i and π1(c′) = i. We set k = π2(c) and k′ = π2(c′).
By assumption, k 6= k′. Using (3.8) again, we see that, for x ∈ Ω(δ0), w(x) is the
multiplication operator in B1 by the function

y 7→ v
(
f(x; yk) − f(x; yk′)

)
. (3.28)

Once again, we perform the computation (3.24) - (3.25) and follow the above arguments,
using this time that the multiplication by y 7→ η(|yk−yk′|) belongs to B1. This yields the
real analyticity of w.
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3.5 Twisted regular differential calculus.

Next, we let act the twist U by conjugation on the regular, differential part P ∈ Diff2(Ω)
of Hamiltonians H in the class Ham2(Ω) (cf. Definitions 2.1 and 3.2). It turns out that
this action preserves this class Diff2(Ω).

Proposition 3.6. Let x0 ∈ U ∩ Ω ⊂ R3m. Take r0 > 0 and δ0 ∈]0; r0/2] such that (3.6)
and (3.12) hold true, and such that Ω(δ0) := B(x0

1; δ0[× · · · × B(x0
m; δ0[⊂ Ω. We recall

that Ω(δ0) ⊂ U . Let us define U∗ : Ω(δ0) 3 x 7→ U−1
x ∈ B0.

Let P ∈ Diff2(Ω) (see Definition 2.1).Then the operator composition P = UPU∗ defines
a differential operator on Ω(δ0)× R3p that belongs to Diff2(Ω(δ0)).

Remark 3.7. In [Hu, J], it was proven that the twisted Laplacian U∆U∗ is elliptic, when
m = 1. Proposition 3.6 shows that the conjugation by the twist of an elliptic operator is
also elliptic. This property is actually used in [KMSW, MS] in a semiclassical framework.

Remark 3.8. In the proof of Proposition 3.6 below, we essentially follow [Hu, J]. Observing
that U is a Fourier integral operator (cf. [GS, Hö4]), one can use composition rules for
such operators to derive the relationship between the principal symbols of P and P , given
in (3.30) below.

Proof of Proposition 3.6: Take P ∈ Diff2(Ω), that is of the form (2.4). We first observe
that, for (α; β) ∈ N3m × N3p with |α| + |β| ≤ 2, UcαβU

∗ is, as differential operator, the
multiplication operator by the function

Ω(δ0)× R3p 3 (x; y) 7→ cαβ
(
x;F (x; y)

)
,

which belongs to C∞b (Ω(δ0)×R3p;C). Using (3.17) and (3.19) componentwise and taking
advantage of (3.20) and (3.21) for G = F 〈−1〉, we see that P = UPU∗ has the form (2.4)
on Ω(δ0)× R3p with coefficients in C∞b (Ω(δ0)× R3p;C).
We are left with the proof of the ellipticity of P . To this end, we compute its principal
symbol σP . Let us denote by “·” the scalar product in Rd, for any d ∈ N∗. It is well-known
that the total symbol of P is the map SP : Ω(δ0)× R3p × R3m × R3p −→ C defined by

SP (x; y; ξ; η) = e−ix·ξ−iy·ηP
(
eix·ξ+iy·η

)
. (3.29)

Using this, we obtain in Appendix A that, for (x; y; ξ; η) ∈ Ω(δ0)× R3p × R3m × R3p,

σP (x; y; ξ; η) = σP
(
x; F (x; y); ξ + J1

(
F 〈−1〉)(x; y) η; J3

(
F 〈−1〉)(x; y) η

)
. (3.30)

Since P is elliptic, there exists C > 0 such that (2.6) holds true with P replaced by P
and C replaced by C. Take (ξ; η) satisfying |ξ|2 + |η|2 ≥ 1. Then

C−1σP (x; y; ξ; η) ≥
∣∣ξ + J1

(
F 〈−1〉)(x; y)η

∣∣2 +
∣∣J3

(
F 〈−1〉)(x; y)η

∣∣2 . (3.31)

By (3.20), we can find M > 0 such that, for all (x; y) ∈ Ω(δ0)× R3p,∥∥J1

(
F 〈−1〉)(x; y)

∥∥
L(R3p;R3m)

≤ M .
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Now let S =
√

1 + 4M2. Consider first the case where S|η| ≤ (|ξ|2 + |η|2)1/2. We have
2M |η| ≤ |ξ|. Thus ∣∣ξ + J1

(
F 〈−1〉)(x; y)η

∣∣2 ≥ |ξ|2
4

and, using (3.23), we obtain from (3.31) the lower bound

C−1σP (x; y; ξ; η) ≥ min(1/4;C−2)(|ξ|2 + |η|2) .

If, now, S|η| ≥ (|ξ|2 + |η|2)1/2, it follows from (3.23) and (3.31) that

C−1σP (x; y; ξ; η) ≥ C−2S−2(|ξ|2 + |η|2) .

This yields (2.6). Thus P ∈ Diff2(Ω(δ0)).

3.6 Elliptic regularity for twisted Hamiltonians.

Now, we conjugate by the twist U any Hamiltonians H of the class Ham2(Ω) (cf. Defini-
tion 3.2) and show that we can apply Theorem 2.2 to the twisted operator.

Theorem 3.9. Let Ω be an open subset of R3m and x0 ∈ U ∩ Ω. Then, one can find a
neighbourhood Ω0 of x0 and a unitary operators valued map U : Ω0 3 x 7→ Ux ∈ B0 such
that the following holds true:
For any Hamiltonian H ∈ Ham2(Ω) on Ω × R3p ⊂ R3(m+p), for any Ψ ∈ W 2,2(Ω × R3p)
such that HΨ = 0, the map UΨ : Ω0 3 x 7→ UxΨ(x; ·) ∈ W2 is well-defined and real
analytic. Furthermore, for any α ∈ N3m with 1 ≤ |α| ≤ 2, the map U(Dα

x Ψ) : Ω0 3 x 7→
Ux(Dα

x Ψ)(x; ·) ∈ W2−|α| is well-defined and real analytic.

Proof: Given x0 ∈ U ∩ Ω, take Ω0 = Ω(δ0) satisfying the assumptions of Proposition 3.6
and consider the twist U : Ω0 → B0 defined by (3.14). Recall that U∗ : Ω0 3 x 7→ U−1

x ∈
B0. Take H = P + V ∈ Ham2(Ω) and Ψ ∈ W 2,2(Ω × R3p) such that HΨ = 0. Applying
Proposition 3.3 to each term of V and Proposition 3.6 to P , we see that P = UPU∗ and
W = UV U∗ satisfy the assumptions of Theorem 2.2 on Ω0, yielding the real analyticity
of the map UΨ : Ω0 3 x 7→ UxΨ(x; ·) ∈ W2.
By (3.17), we have, for x ∈ Ω0, setting J1 := J1(F 〈−1〉) and J2 := J2(F 〈−1〉),

Ux

(
DxΨ

)
(x; ·) = UxDxU

−1
x · UxΨ(x; ·)

= Dx

(
UxΨ(x; ·)

)
+ J1(x; ·) ·Dy

(
UxΨ(x; ·)

)
+ J2(x; ·)

(
UxΨ(x; ·)

)
.

By (3.20), this implies that, for α ∈ N3m with |α| = 1, U(Dα
x Ψ) : Ω0 3 x 7→ Ux(Dα

x Ψ)(x; ·) ∈
W1 is well-defined and real analytic. Letting act UxDxU

−1
x on the above equality and us-

ing (3.17), (3.20), and (3.21), we obtain that, for α ∈ N3m with |α| = 2, U(Dα
x Ψ) : Ω0 3

x 7→ Ux(Dα
x Ψ)(x; ·) ∈ W0 is well-defined and real analytic.

Remark 3.10. We observe that the present framework (the one in Theorem 3.9) is closer
to the one in [KMSW] than the one in Hunziker’s original paper [Hu]. This comes from
the fact that, here and in [KMSW], the considered Hamiltonian contains derivatives w.r.t.
the “external” variable x, whereas it is not the case in [Hu]. We further point out that a
variant of Hunziker’s twist is used in a similar way in [MM].
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4 Proof of the main results.

In this section, we provide a proof for our main results, namely Theorem 1.3, Theorem 1.4,
and Theorem 1.5. We first prove the result on the current density C.

Proof of Theorem 1.3: Let x0 ∈ R3 \ {R1, · · · , RL}. Notice that, if we set m = 1 and
p = N − 1, then U = R3 \ {R1, · · · , RL}, by (3.5). Note that H := H − E ∈ Ham(R3)
and Hψ = 0. Applying Theorem 3.9 to Ω = R3m = R3 and x0 = x0 ∈ U ∩ Ω, there
exists some neighbourhood Ω0 of x0 and a map U : Ω0 3 x 7→ Ux ∈ B0, the values of
which are unitary operators on W0, such that, for all α ∈ N3 with |α| ≤ 1, the map
U(Dα

xψ) : Ω0 3 x 7→ Ux(D
α
xψ)(x; ·) ∈ W2−|α| is well-defined and real analytic.

Let α ∈ N3 with |α| = 1. For x ∈ Ω0, we can write, since Ux is unitary,〈(
Dα
xψ
)
(x; ·) , ψ(x; ·)

〉
=
〈
Ux
(
Dα
xψ
)
(x; ·) , Uxψ(x; ·)

〉
.

As the scalar product of real analytic, W0-valued maps, the map Ω0 3 x 7→ 〈(Dα
xψ), ψ〉 is

also real analytic. This gives the desired result by (1.5).

Next we come to the proof of Theorem 1.4 on the densities ρk. We also comment on the
limitation on the analyticity domain in this result (cf. Remark 4.2).

Proof of Theorem 1.4: Take an integer k such that 0 < k < N . Let x0 = (x0
1; · · · ;x0

k) ∈
U (1)
k . Setting m = k and p = N − k, we observe that U (1)

k coincide with the set U , defined
in (3.5). Since −∆ = −∆x −∆y ∈ Diff2(R3m) and V − E is a potential of the type V in
(3.3) on R3m×R3p, by Remark 3.4, we may apply Theorem 3.9 to H = H −E, Ω = R3m,
Ψ = ψ, and x0 = x0 ∈ U ∩ Ω. Thus there exist some neighbourhood Ω0 of x0 and a
map U : Ω0 → B0, with values in the set of unitary operators on W0, such that the map
Uψ : Ω0 3 x 7→ Uxψ(x; ·) ∈ W2 is well-defined and real analytic. For x ∈ Ω0, the density
ρk(x) is, by definition (see (1.3)), the squared W0-norm of ψ(x; ·), which is also the one
of Uxψ(x; ·), since Ux is unitary on W0. Thus, ρk is real analytic on Ω0.

Remark 4.1. In the k = 1 case, the above proof reproduces the one of [J] on the density
ρ = ρ1. Thanks to Hunziker’s twist, the proof in the general case is essentially identical.

Remark 4.2. Theorem 1.4 ensures the real analyticity of ρk on U (1)
k . We actually can

give two obstacles to the extension of this property to a larger set by the method used in
Section 3.
If we try to apply this method near a point x0 ∈ Ck ∪ Rk, we have to work near the
singularity of a term of the form |xj −R`|−1 or |xj − xj′ |−1 with 1 ≤ j 6= j′ ≤ k and such
a singular term would be unaffected by any twist. Thus, we cannot apply Theorem 2.2 to
the twisted equation to get the result of Theorem 3.9.
The second obstacle takes place in the construction of the twist near such a point x0 ∈
Ck ∪ Rk. To explain this, let us use the notation of Subsection 3.3 and consider a point
x0 such that, either x0

j = R` or x0
j = x0

j′, for j 6= j′. Assume that we have a function f
defined on a neighbourhood of such x0 times R3 such that, for x close to x0, f(x; ·) is a
diffeomorphism on R3 that satisfies (3.8). If x0

j = x0
j′, then, for x close to x0 with different
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xj and xj′, we would have xj = f(x; x0
j) = f(x; x0

j′) = xj′, which is a contradiction. If
x0
j = R`, then, for x close to x0 with xj 6= R`, we would have xj = f(x; x0

j) = f(x;R`) = R`,
which is again a contradiction.

Finally, we prove Theorem 1.5 concerning the density matrices γk. Again we provide a
comment on the limitation on the analyticity domain in this result (cf. Remark 4.4).

Proof of Theorem 1.5: Let k be an integer between 0 and N . Let x0 = (x0
1; · · · ;x0

k) and

x
′0 = (x

′0
1 ; · · · ;x

′0
k ) two points in (R3)k such that (x0;x

′0) ∈ U (2)
k . Setting m = 2k and

p = N − k, we note that U = U (2)
k . Denoting by y the variable in R3(N−k) = R3p, we

consider the Hamiltonians H1 and H2 on (R3k)2 × R3(N−k) = R3m × R3p defined by

H1 = −∆x − ∆x′ − ∆y + V (x; y) and H2 = −∆x − ∆x′ − ∆y + V (x′; y)

and the almost everywhere defined functions Ψ1 : R3m×R3p 3 (x;x′; y) 7→ ψ(x; y) and Ψ2 :
R3m × R3p 3 (x;x′; y) 7→ ψ(x′; y). We note that H1 ∈ Ham2(R3m) and H2 ∈ Ham2(R3m).
From Hψ = Eψ, we derive that H1Ψ1 = EΨ1 and H2Ψ2 = EΨ2, in the distributional
sense. Furthermore, for any bounded subset B of R3m, we observe that

Ψ1 ∈ W 2,2
(
B × R3p

y

)
and Ψ2 ∈ W 2,2

(
B × R3p

y

)
.

Let B0 be a bounded neighbourhood of (x0;x
′0).

Now we apply Theorem 3.9 to Ω = B0 and x0 = (x0;x
′0) ∈ U ∩Ω. Therefore there exist a

bounded neighbourhood Ω0 of (x0;x
′0) and a map U : Ω0 → B0, with values in the set of

unitary operators on W0, such that the maps UΨ1 : Ω0 3 (x;x′) 7→ Ux;x′Ψ1(x;x′; ·) ∈ W2

and UΨ2 : Ω0 3 (x;x′) 7→ Ux;x′Ψ2(x;x′; ·) ∈ W2 are well-defined and real analytic. Now,
by definition of γk (see (1.4)), we have, for (x;x′) ∈ Ω0,

γk(x;x′) =
〈
Ψ1(x;x′; ·) , Ψ2(x;x′; ·)

〉
=
〈
Ux;x′Ψ1(x;x′; ·) , Ux;x′Ψ2(x;x′; ·)

〉
,

since Ux;x′ is unitary. As the scalar product of real analytic, W0-valued maps on Ω0, γk is
also real analytic on Ω0.

Remark 4.3. We note that our proofs of Theorems 1.3, 1.4, and 1.5, have a common
structure. They all use an appropriate twist and Theorem 3.9. Differences between them
occur in the used set of variables.

Remark 4.4. According to the first obstacle mentioned in Remark 4.2, the method of
Section 3 requires to work on U (1)

k × U
(1)
k . Now, because of the second obstacle mentioned

there, we also need to exclude the set C(2)
k and, therefore, work on U (2)

k = (U (1)
k ×U

(1)
k )\C(2)

k .

5 Extensions.

In Section 3, we worked in a larger framework than the one that would be needed to treat
the physical operator H in (1.1). It is thus natural to expect that our main results on H
extend to a larger class of Hamiltonians. This is the case, as we shall see in this Section.
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We consider again a system of N electrons, interacting to one another and moving under
the influence of L fixed nuclei. Let I := {1; · · · ;N} be the set of indices for the electronic
variables x ∈ R3N and let In := {1; · · · ;L} be the one of the nuclear variables R` ∈ R3.
It is convenient to introduce the disjoint union of those sets, namely

I t In :=
{

(a; j) ; a ∈ {e;n} , j ∈ Ia
}
.

For c = (a; j) ∈ Ie t In, let π1(c) = a and π2(c) = j. We define Xc = xj if π1(c) = e and
Xc = Rj if π1(c) = n. Let

P̃ :=
{
{c; c′} ; (c; c′) ∈

(
Ie t In

)2
and c 6= c′

}
be the set of all possible particle pairings. We consider a potential Ṽ where

∀x ∈ R3N , Ṽ (x) =
∑

{c; c′}∈P̃

V{c; c′}(Xc − Xc′) , (5.1)

with V{c; c′} ∈ V (cf. Definition 3.1), for all {c; c′} ∈ P̃ .

Now, let P̃ = P̃ (x;Dx) a differential operator on R3N of the form

P̃ =
∑
α∈N3N

|α|≤2

c̃α(x)Dα
x , (5.2)

where the coefficients c̃α belong to C∞b (R3N ;C). Let H̃ = P̃ + Ṽ and assume that there

exists ψ̃ ∈ W 2,2(R3N) such that H̃ψ̃ = 0. For 0 < k < N , we still denote by ρk, γk, and C
the objects that are respectively defined by (1.3), (1.4), and (1.5), with ψ replaced by ψ̃.

Theorem 5.1. Under the above assumptions on H̃ and ψ̃, the results of Theorems 1.3,
1.4, and 1.5, are valid.

Proof: We can follow the above proofs of Theorems 1.3, 1.4, and 1.5. In the later, we use
the elliptic operators

H1 = −∆x′ − P̃ (x; y;Dx;Dy) + Ṽ (x; y) and H2 = −∆x− P̃ (x′; y;Dx′ ;Dy) + Ṽ (x′; y)

and the almost everywhere defined functions Ψ1 : R3m × R3p 3 (x;x′; y) 7→ ψ̃(x; y) and
Ψ2 : R3m × R3p 3 (x;x′; y) 7→ ψ̃(x′; y).

Remark 5.2. We point out that the present class of operators includes Laplace-Beltrami
operators associated to appropriate metrics. One can also replace Dx by Dx−A(x), where
A is a real analytic vector potential in C∞b (R3N ;R3), and add an external electric potential
Ve in C∞b (R3N ;C), that is also real analytic.
Notice that the class V in Definition 3.1 contains non-radial pair potentials. Among the
admissible functions η used to define V, we have 0 < t 7→ t−1 but we can also choose
0 < t 7→ t−1(ln(t))−ε, with ε > 0. We observe that this class V is contained in the class of
pair potentials used in [FS].
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Appendix.

A Basic computations.

In this section, we provide explicit formulae for several objects related to the twist U in
Subsection 3.3 and the computation of the principal symbol of some differential operator,
that is needed in Subsection 3.5.

First of all, let us notice that, from the expressions of dxf and dzf , there exists some τ ,
r0, and x0 dependent constant M , such that, denoting by I3 the identity on R3,

∀x ∈ R3m ,∀z ∈ R3 , |z| ≥M =⇒
(
(dxf)(x; z) = 0 and (dzf)(x; z) − I3 = 0

)
. (A.1)

Using (3.12), we can find some c > 0 such that

∀(x; z) ∈ Ω(δ0)× R3 , c−1 ≤
∥∥((dzf)(x; z

))−1∥∥
L(R3)

+
∥∥(dzf)(x; z

)∥∥
L(R3)

≤ c . (A.2)

For x ∈ Ω(δ0), j ∈ [[1;m]], and z ∈ R3, we have

f 〈−1〉(x; f(x; z)
)

= z .

By differentiation of this equality and by using (3.9), we obtain, with equalities in L(R3),
in L(R3), and in L(R3m;R3), respectively,(

dzf
〈−1〉)(x; f(x; z)

)
=
(
(dzf)(x; z)

)−1
, (A.3)(

dxjf
〈−1〉)(x; f(x; z)

)
= − τ

(
r−1

0 (z − x0
j)
)(
dzf

〈−1〉)(x; f(x; z)
)
, (A.4)(

dxf
〈−1〉)(x; f(x; z)

)
= −

(
dzf

〈−1〉)(x; f(x; z)
)
◦

m∑
j′=1

τ
(
r−1

0 (z − x0
j′)
)
dxj′ . (A.5)

Now, using (A.1), (A.2), (A.3), (A.4), and (A.5), it is straightforward to check that

f ∈ C∞b
(
Ω(δ0)× R3;R3

)
and f 〈−1〉 ∈ C∞b

(
Ω(δ0)× R3;R3

)
. (A.6)

From the very definition of F , we note that, for x ∈ Ω(δ0), xε ∈ R3m, and y ∈ R3p,

(dxF )(x; y) · xε =
(
(dxf)(x; y1) · xε ; · · · ; (dxf)(x; yp) · xε

)
∈ R3p

and the k-th component (with k ∈ [[1; p]]) in the latter expression is given by

(dxf)(x; yk) · xε =
m∑
j=1

τ
(
r−1

0 (yk − x0
j)
)

xεj ∈ R3 ,

by (3.9). For x ∈ Ω(δ0), y ∈ R3p, z ∈ R3, and k ∈ [[1; p]], we have

(dykF )(x; y) · z =
(
0 ; · · · ; 0 ; (dzf)(x; yk) · z ; 0 ; · · · ; 0

)
∈ R3p
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(the term containing z being in the kth position) and, for yε ∈ R3p,

(dyF )(x; y) · yε =

p∑
k=1

(
0 ; · · · ; 0 ; (dzf)(x; yk) · yεk ; 0 ; · · · ; 0

)
∈ R3p

= yε + r−1
0

p∑
k=1

m∑
j=1

(
0 ; · · · ; 0 ;

(
(dτ)

(
r−1

0 (yk − x0
j)
)
· yεk
)
(xj − x0

j) ; 0 ; · · · ; 0
)
,

by (3.11), each term containing dτ being in the kth position. Since we can write, for
x ∈ Ω(δ0) and y ∈ R3p,

F 〈−1〉(x; y
)

=
(
f 〈−1〉(x; y1) ; · · · ; f 〈−1〉(x; yp)

)
∈ R3p ,

we have, for xε ∈ R3m,(
dxF

〈−1〉)(x;F (x; y)
)
· xε

=
((
dxf

〈−1〉)(x; f(x; y1)
)
· xε ; · · · ;

(
dxf

〈−1〉)(x; f(x; yp)
)
· xε
)
∈ R3p ,

where dxf
〈−1〉 is given by (A.5). Finally, for yε ∈ R3p, we have(

dyF
〈−1〉)(x;F (x; y)

)
· yε

=

p∑
k=1

(
0 ; · · · ; 0 ;

(
dzf

〈−1〉)(x; f(x; yk)
)
· yεk ; 0 ; · · · ; 0

)
∈ R3p ,

where dzf
〈−1〉 is explicited in (A.3).

We derive from (A.6) that

F ∈ C∞b
(
Ω(δ0)× R3p;R3p

)
and F 〈−1〉 ∈ C∞b

(
Ω(δ0)× R3p;R3p

)
. (A.7)

Next, we compute the terms Jk(G), for 1 ≤ k ≤ 4 and G ∈ {F ;F 〈−1〉}, that appear in
(3.16), (3.17), (3.18), and (3.19).
Let G ∈ {F ;F 〈−1〉}. Let us consider the smooth functions ρ± ∈ C∞(Ω(δ0) × R3p;R)
defined by

ρ+(x; y) =
∣∣Det (dyG)(x; y)

∣∣1/2 and ρ−(x; y) =
∣∣Det

(
dyG

〈−1〉)(x; y)
∣∣1/2 .

From the identity G〈−1〉(x;G(x; y)) = (x; y), we derive that ρ+(x; y)ρ−(x;G(x; y)) = 1.
Let ϕ ∈ C∞(Ω(δ0)× R3p;R). We set

(UGϕ)(x; y) = ρ+(x; y)ϕ
(
x;G(x; y)

)
and

(
U
〈−1〉
G ϕ

)
(x; y) = ρ−(x; y)ϕ

(
x;G〈−1〉(x; y)

)
.

Since

dx

(
U
〈−1〉
G ϕ

)
(x; y) = ϕ

(
x;G〈−1〉(x; y)

)
dxρ−(x; y)

+ ρ−(x; y) (dxϕ)
(
x;G〈−1〉(x; y)

)
+ ρ−(x; y) (dyϕ)

(
x;G〈−1〉(x; y)

)(
dxG

〈−1〉)(x; y) ,



Analyticity of electronic densities, 21-11-2021 25

we have, for xε ∈ R3m,

dx

(
U
〈−1〉
G ϕ

)
(x; y)xε = ϕ

(
x;G〈−1〉(x; y)

)
∇xρ−(x; y) · xε

+ ρ−(x; y) (∇xϕ)
(
x;G〈−1〉(x; y)

)
· xε

+ ρ−(x; y) (∇yϕ)
(
x;G〈−1〉(x; y)

)
·
(
dxG

〈−1〉)(x; y)xε ,

with scalar products in R3m, R3m, and R3p, respectively. This yields

∇x

(
U
〈−1〉
G ϕ

)
(x; y) = ϕ

(
x;G〈−1〉(x; y)

)
∇xρ−(x; y)

+ ρ−(x; y) (∇xϕ)
(
x;G〈−1〉(x; y)

)
+ ρ−(x; y)

(
dxG

〈−1〉)T (x; y)(∇yϕ)
(
x;G〈−1〉(x; y)

)
.

Thus, using ρ+(x; y)ρ−(x;G(x; y)) = 1,(
UG∇xU

〈−1〉
G ϕ

)
(x; y) = ρ+(x; y)ϕ(x; y) (∇xρ−)

(
x;G(x; y)

)
+ (∇xϕ)(x; y)

+
(
dxG

〈−1〉)T (x;G(x; y)
)
(∇yϕ)(x; y) .

Since

dy

(
U
〈−1〉
G ϕ

)
(x; y) = ϕ

(
x;G〈−1〉(x; y)

)
dyρ−(x; y)

+ ρ−(x; y) (dyϕ)
(
x;G〈−1〉(x; y)

)(
dyG

〈−1〉)(x; y) ,

we have, for yε ∈ R3p,

dy

(
U
〈−1〉
G ϕ

)
(x; y)yε = ϕ

(
x;G〈−1〉(x; y)

)
∇yρ−(x; y) · yε

+ ρ−(x; y) (∇yϕ)
(
x;G〈−1〉(x; y)

)
·
(
dyG

〈−1〉)(x; y)yε ,

with scalar products in R3p. This yields

∇y

(
U
〈−1〉
G ϕ

)
(x; y) = ϕ

(
x;G〈−1〉(x; y)

)
∇yρ−(x; y)

+ ρ−(x; y)
(
dyG

〈−1〉)T (x; y)(∇yϕ)
(
x;G〈−1〉(x; y)

)
.

Thus, using ρ+(x; y)ρ−(x;G(x; y)) = 1,(
UG∇yU

〈−1〉
G ϕ

)
(x; y) = ρ+(x; y)ϕ(x; y) (∇yρ−)

(
x;G(x; y)

)
+
(
dxG

〈−1〉)T (x;G(x; y)
)
(∇yϕ)(x; y) .

This proves (3.16), (3.17), (3.18), and (3.19). Now, taking into account (A.7), we obtain
(3.20) and (3.21). Using (A.2) and (A.3), we see that (3.23) holds true.

Finally, we compute the principal symbol σP appearing in the proof of Proposition 3.6.
In the vector space of polynomials in R3m ×R3p with C∞b (Ω(δ0)×R3p;C)-coefficients, we
denote by ≡ the equality of polynomials modulo polynomials of degree less than 2. Then,
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for (x; y; ξ; η) ∈ Ω(δ0)× R3p × R3m × R3p, we have, by (3.29), (3.17), and (3.19),

σP (x; y; ξ; η)

≡ SP (x; y; ξ; η)

≡
∑

(α; β)∈N3m×N3p

|α|+|β|=2

cαβ
(
x;F (x; y)

) (
ξ + J1

(
F 〈−1〉)(x; y) η + J2

(
F 〈−1〉)(x; y)

)α

×
(
J3

(
F 〈−1〉)(x; y) η + J4

(
F 〈−1〉)(x; y)

)β

≡
∑

(α; β)∈N3m×N3p

|α|+|β|=2

cαβ
(
x;F (x; y)

) (
ξ + J1

(
F 〈−1〉)(x; y) η

)α(
J3

(
F 〈−1〉)(x; y) η

)β

and the last term is actually σP (x; y; ξ; η), since it is homogeneous of degree 2. Thus

σP (x; y; ξ; η) = σP

(
x; F (x; y); ξ + J1

(
F 〈−1〉)(x; y) η; J3

(
F 〈−1〉)(x; y) η

)
,

yielding (3.30).

B A global pseudo-differential calculus.

In this section, we describe a global pseudo-differential calculus that is suited for Section 2.
It is the one developed in the beginning of Chapter 18 in [Hö2].

With the notation of Subsection 2.2, we set N = m+ p. For k ∈ Z, the class Sk in [Hö2]
(p. 65-75) is the set of smooth, complex valued functions σ on R6N such that, for all
(α; β) ∈ (N3N)2, there exists a constant Cα;β > 0 such that, for all (x; y; ξ; η) ∈ R6N ,

(1 + |ξ|2 + |η|2)|β|/2
∣∣∂αx;y∂

β
ξ;ησ(x; y; ξ; η)

∣∣ ≤ Cα;β(1 + |ξ|2 + |η|2)k/2 ,

where ∂αx;y (resp. ∂βξ;η) stands for the α (resp. β) partial derivative w.r.t. (x; y) (resp.
(ξ; η)). Any such symbol σ defines an operator σ(x; y;Dx;Dy) from the Schwarz space S
on R3N into itself in the following linear way: for any u ∈ S, for any (x; y) ∈ R3N ,(

σ(x; y;Dx;Dy)u
)
(x; y) = (2π)−3N

∫
R3N

ei(x;y)·(ξ;η) σ(x; y; ξ; η) û(ξ; η) dξ dη ,

where (x; y) · (ξ; η) is the usual scalar product in R3N of the vectors (x; y) and (ξ; η) and
where û denotes the Fourier transform of u. It turns out that, for any s ∈ R, this operator
σ(x; y;Dx;Dy) extends to a bounded operator from W s,2(R3N) to W s−k,2(R3N). If σ is
the constant function equal to one on R3N then σ ∈ S0 and σ(x; y;Dx;Dy) is the identity
operator I.
For (k1; k2) ∈ Z2, for σ1 ∈ Sk1 and σ2 ∈ Sk2 , the composition σ1(x; y;Dx;Dy)σ2(x; y;Dx;Dy)
is given by σ(x; y;Dx;Dy) where σ ∈ Sk1+k2 and σ = σ1σ2 + r with r ∈ Sk1+k2−1.
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Now, we are in a position to construct the parametrix Q needed in Subsection 2.2. We
observe that P̂ = σ(x; y;Dx;Dy) where its symbol σ belongs to S2. Furthermore, one can
write σ = σP + r with σP ∈ S2 and r ∈ S1. Let τP ∈ C∞c (R3N) such that τ(ξ; η) = 1 if

|ξ|2 + |η|2 ≤ 1. By the ellipticity assumption of P̂ (see (2.6)), the symbol

q1 :=
(
1 − τP

)
· σ−1

P ∈ S−2

and, setting Q1 = q1(x; y;Dx;Dy), there exist symbols r1, r2, r3 ∈ S−1 such that

Q1P̂ = (σq1)(x; y;Dx;Dy) + r1(x; y;Dx;Dy)

= (σP q1)(x; y;Dx;Dy) + r2(x; y;Dx;Dy)

= I + r3(x; y;Dx;Dy) .

Let Q = (I − r3(x; y;Dx;Dy))Q1. Then, Q = q(x; y;Dx;Dy) with q ∈ S−2 and there

exists r4 ∈ S−2 such that QP̂ = I − r4(x; y;Dx;Dy). Setting R := r4(x; y;Dx;Dy), we

have QP̂ = 1−R and (2.10) holds true.
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