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Abstract

We define infinitesimal gradient boosting as a limit of the popular tree-
based gradient boosting algorithm from machine learning. The limit is consid-
ered in the vanishing-learning-rate asymptotic, that is when the learning rate
tends to zero and the number of gradient trees is rescaled accordingly. For
this purpose, we introduce a new class of randomized regression trees bridging
totally randomized trees and Extra Trees and using a softmax distribution for
binary splitting. Our main result is the convergence of the associated stochas-
tic algorithm and the characterization of the limiting procedure as the unique
solution of a nonlinear ordinary differential equation in a infinite dimensional
function space. Infinitesimal gradient boosting defines a smooth path in the
space of continuous functions along which the training error decreases, the
residuals remain centered and the total variation is well controlled.
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1 Introduction and main results

1.1 Background
Trying to understand how a set of covariatesX = (X1, . . . , Xp) impacts a quantity of
interest Y is a major task of statistical learning and machine learning that is crucial
for predicting the response Y when only X can be observed. Among many modern
numeric methods such as random forests or neural networks, gradient boosting is a
prominent one, as demonstrated by the incredible success of XGBoost (Chen and
Guestrin, 2016) in machine learning contests. This paper proposes a first in-depth
mathematical analysis of the dynamics underneath gradient boosting.

In a prediction framework, statistical learning aims at approaching the performance
of the Bayes predictor which minimizes the expected prediction loss and is defined
by

f ∗ = arg min
f

E[L(Y, f(X))]. (1)
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Here f : [0, 1]p → R is a measurable function called predictor and the function L,
called loss function, measures the discrepancy between observation Y and prediction
f(X). For instance, the fundamental task of regression uses the squared error loss
L(y, z) = (y − z)2 and the Bayes predictor is the regression function f ∗(x) = E[Y |
X = x]. Because the distribution of (X, Y ) is unknown and accessible only through
a sample of observations (xi, yi)1≤i≤n, the optimization problem (1) is replaced by
its empirical counterpart

arg min
f

1
n

n∑
i=1

L(yi, f(xi)). (2)

Here optimization is not performed over the entire function space because it would
yield an overfit. In regression, interpolating functions may achieve zero loss but with
poor generalization capacity to new observations. Common strategies are to restrict
the problem to smaller parametric classes (e.g. linear regression, neural network)
and/or to add penalties that impose more regularity of the solution (e.g. smooth-
ing splines, generalized additive models). The choices of a suitable parametric class
and/or of suitable penalty terms for regularization are critical and related to the gen-
eralization capacity of the predictor in relation with under/over-fitting. When using
a parametric model, algorithms from numerical analysis, such as gradient descent
and their variants, can be used efficiently to solve the associated finite-dimensional
optimization problem. For more general background on statistical learning, the
reader should refer to Hastie et al. (2009).

With a different strategy, the gradient boosting method, as proposed by Friedman
(2001), is an original approach to tackle the optimization problem (2) directly in
the infinite dimensional function space. Akin to gradient descent, it is a recursive
procedure that tries to improve the current predictor by performing small steps in
suitable directions. A “suitable direction” is obtained by fitting a predictor, called
base learner, to the residuals of the current model (i.e. the negative gradient of
the empirical loss at the observation points). In practice, the most successful base
learners are regression trees — a precise description of regression trees and gradient
boosting are provided in the next subsection. Efficient implementation in the R
package GBM or Python library XGBoost makes tree-based gradient boosting one
of the most useful techniques from modern machine learning.

The development of boosting started with the algorithm AdaBoost for classifica-
tion by Freund and Schapire (1999), where the idea to combine many weak learners
trained sequentially in order to improve the prediction proved successful. Friedman
et al. (2000) were able to see the wider statistical framework of stagewise additive
modeling which lead to gradient boosting (Friedman, 2001) and its stochastic ver-
sion (Friedman, 2002). In the mathematical analysis of boosting, the main issue
discussed in the statistical literature is consistency, i.e. the ability of the procedure
to achieve the optimal Bayes error rate when the sample size tends to infinity. Such
consistency results where proved for AdaBoost (Jiang, 2004), more general boosting
procedures (Lugosi and Vayatis, 2004; Blanchard et al., 2004; Zhang and Yu, 2005)
or an infinite-population version of boosting (Breiman, 2004). These papers mostly
use the fact that the Bayes predictor can be approximated by linear combinations
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taken over a class of simple functions (such as trees) together with some measure of
the complexity of the class (such as VC-dimension).

The precise dynamics of the boosting procedure are seldom considered, an exception
being the study of linear L2-boosting by Bühlmann and Yu (2003), where the authors
consider a linear base learner and provide an explicit expression of the associated
boosting procedure relying on linear algebra. Then, the precise knowledge of the be-
havior of the base learner eigenvalues in the large sample limit allows them to derive
consistency. In this linear framework, Dombry and Esstafa (2020) recently intro-
duced the vanishing-learning-rate asymptotic for linear L2-boosting. They proved
that, as the learning rate converges to zero and the number of iterations is rescaled
accordingly, the boosting procedure converges to the solution of a linear differen-
tial equation in a function space. The motivation comes from the fact that small
learning rates are known to provide better performances and are commonly used in
practice (Ridgeway, 2007). This vanishing-learning-rate asymptotic sheds some new
light on linear L2-boosting, putting the emphasis on the dynamics of the procedure
with finite sample size, rather than on its consistency as the sample size tends to
infinity.

In the present paper, we extend the vanishing-learning-rate asymptotic beyond lin-
ear boosting and obtain the existence of a limit for gradient boosting with a general
convex loss function and non linear base learner given by regression trees. Dealing
with trees implies new technical issues because the state space of the boosting se-
quence is now truly infinite dimensional, while the proofs in Dombry and Esstafa
(2020) rely on assumptions ensuring that the boosting sequence remains in a finite
dimensional space. To tackle this issue, we work in a suitable space that we call the
space of tree functions. The construction relies on a new encoding of regression trees
by discrete signed measures, see Section 3. Another issue with regression trees is
their non-linearity and discontinuity with respect to the training sample. Both are
due to the splitting procedure that makes use of the response variable in a greedy
way, where the arg max functional underneath the best split selection is not contin-
uous. This has lead us to design a new class of randomized regression trees, that
we call softmax regression trees, where the classical arg max selection is replaced by
a softmax selection. An important feature of this model is that the expected tree
is Lipschitz continuous with respect to the training sample, which makes it possi-
ble to develop the differential equation approach from Dombry and Esstafa (2020).
Now the dynamics are driven by a nonlinear differential equation and the Lipschitz
property ensures the existence and uniqueness of solutions.

We shortly mention the limitation and perspectives of the present work. Strong
regularity properties of the expected base learner are assumed that are tailored for
the two main important tasks of statistical learning that are least squares regression
and binary classification. Further statistical tasks such as quantile regression of
robust regression are not covered by the theory we develop here and should be
the subject of further research. We establish here a probabilistic theory for the
vanishing-learning-rate asymptotic of gradient boosting based on a finite and fixed
sample. The variability with respect to the sample distribution and the large sample
behavior should be considered in a future work putting the emphasis on statistical
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issues. Partial result for linear boosting are provided in Dombry and Esstafa (2020)
with a bias/variance decomposition of the training and test errors.

The remainder of this section is devoted to a description of our main results with
limited technical details. We present our framework for tree-based gradient boosting
and our main results concerning the existence of the vanishing-learning-rate asymp-
totic (Theorem 1.9) and the characterization of its dynamics in terms of a differential
equation (Theorem 1.11). The technical material required to state and prove our
results is developed in the next three sections. Section 2 focuses on the base learner
and develops the theory of softmax regression trees. Section 3 is devoted to the
construction and study of a new function space tailored to the analysis of tree-based
gradient boosting. Section 4 proposes a detailed analysis of the vanishing-learning-
rate asymptotic for gradient boosting and the associated dynamics. Finally, all the
technical proofs are postponed and gathered in Section 5.

1.2 Regression trees and gradient boosting

Regression trees
Gradient boosting is usually implemented with regression trees as base learners.
Contrary to random forest where fully grown trees are used, gradient boosting usu-
ally makes use of shallow trees, typically with depth between 1 and 5. We refer to
Ridgeway (2007) for practical guidelines on gradient boosting. We describe below
the classical regression tree models and also introduce a new model that is crucial
in our theory.

The original regression tree by Breiman et al. (1984) is a recursive top-down proce-
dure that uses binary splitting to partition the feature space into hypercubes called
leaves. Each split is greedy in the sense that it minimizes the mean squared error.
More precisely, define the mean squared error on a region A by

mse(A) = 1
n

n∑
i=1

(yi − ȳ(A))21A(xi), (3)

where ȳ(A) denotes the mean of {yi : xi ∈ A}. A split of region A into two sub-
regions A0 and A1 gives rise to a decrease of the mean squared error equal to

mse(A)−mse(A0)−mse(A1) = 1
n

(
n(A0)[ȳ(A0)− ȳ(A)]2 + n(A1)[ȳ(A1)− ȳ(A)]2

)
,

where n(Ak) denotes the number of observations in Ak. The algorithm maximizes
this decrease over all admissible splits, where an admissible splits consists in dividing
the hypercube A into two hypercubes A0 and A1 according to whether some variable
Xj is below or above threshold. The search for the best threshold requires mostly
to sort the observations according to the value of Xj and to compute cumulative
sums of the corresponding values of Y . This is repeated p times to determine both
the optimal split variable Xj and the optimal threshold. For large sample and/or
high dimensional covariate space, this can still be computationally expensive and
the computational burden can be alleviated by the use of Extra-Trees (Geurts et al.,
2006). In this algorithm the splits are randomized and optimization is not performed
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over all admissible splits, but only among K random proposals, with K a parameter
of the Extra-Trees algorithm. For both algorithms, the regression tree of depth d
is grown recursively by applying the greedy binary splitting procedure to the 2d−1

leaves of the regression tree of depth (d−1) — starting from a 0-depth tree consisting
of a unique leaf defined as the entire hypercube [0, 1]p. This results in a partition of
[0, 1]p into 2d regions, or leaves. Note that the Extra-Trees algorithm with K = 1
involves no optimization and reduces to the so-called totally randomized tree where
the splits do not depend on the input. On the opposite, as K → ∞, Extra-Trees
approaches Breiman’s regression tree.

Our analysis requires a regularity property of the (expected) tree output with respect
to its input (yi)1≤i≤n that is not satisfied by the two aforementioned models. This
lack of regularity is due to the discontinuity of the arg max operator. It is indeed
well-known that regression trees tend to be unstable since small modifications in the
input may modify the first split and thereby the whole tree structure. Our main idea
for regularization is simply to modify the Extra-Trees construction by replacing the
hard arg max selection by a smoother softmax selection, where the softmax function
is defined by

softmaxβ(z) =
(

eβzk∑K
l=1 e

βzl

)
1≤k≤K

, z ∈ RK , β ≥ 0, (4)

and is interpreted as a probability distribution on [[1, K]].

We introduce a new class of randomized regression trees called softmax regression
trees and whose construction relies on softmax binary splitting defined as follows.
The splits are randomized and involve two parameters: β > 0 and K ≥ 1. As
for Extra-Trees, K ≥ 1 random proposals are considered for a split. But instead of
taking the one maximizing the mse decrease, the split is randomly selected among the
K proposals with distribution softmaxβ(scores), where the vector of scores records
the mse decrease of the K proposed splits. Finally, binary splitting is recursively
performed up to depth d so as to obtain 2d leaves.

Definition 1.1. We call softmax regression tree with parameter (β,K, d) the tree
function

T (x; (xi, yi)1≤i≤n, ζ) =
∑

1≤k≤2d
ȳ(Ak)1Ak(x), x ∈ [0, 1]p,

where (xi, yi)1≤i≤n denotes the input sample, ζ the auxiliary randomness used to
perform the splits and (Ak)1≤k≤2d the resulting partition of [0, 1]p.

We describe formally in Section 2.2 below what is the structure of the auxiliary
randomness ζ and how it determines the partition (Ak)1≤k≤2d .

Interestingly, the model provides a bridge between the totally randomized tree (as
β → 0) and Extra-Trees (as β → +∞). Furthermore we retrieve Breiman’s regres-
sion tree in the limit K → +∞ and β → +∞. See Remarks 2.3 and 2.4 for a formal
justification. A property crucial to our theory is that the mean softmax regression
tree is Lipschitz continuous in its input (yi)1≤i≤n, see Proposition 2.5.
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Tree-based gradient boosting
We focus in this paper on gradient boosting as introduced by Friedman (2001).
Recall that the task (2) is to minimize the empirical loss. We assume here that the
loss function L is convex and twice differentiable in its second variable. The boosting
procedure is an ensemble method that combines many instances of the base learner
that are fitted sequentially so as to gradually improve the current model. We use
here our softmax regression tree with parameter (β,K, d) as base learner. Gradient
boosting with learning rate λ > 0 then produces the sequence of predictors (F̂ λ

m)m≥0
defined as follows:

1. (Initialization). Set F̂ λ
0 equal to the constant predictor:

F̂ λ
0 (x) ≡ arg min

z∈R

1
n

n∑
i=1

L(yi, z), x ∈ [0, 1]p. (5)

2. (Recursion). At step m ≥ 0,

(i) Compute the residuals (negative loss gradients):

rλm,i = −∂L
∂z

(yi, F̂ λ
m(xi)), 1 ≤ i ≤ n; (6)

(ii) Fit a softmax regression tree with parameter (β,K, d) to the residuals:

Tm+1(x; (xi, rλm,i)1≤i≤n, ζm+1) =
∑

1≤k≤2d
r̄λm(Ak)1Ak(x), (7)

where ζm+1 denotes the auxiliary randomness (independent of the past),
(Ak)1≤k≤2d the resulting partition of [0, 1]p into 2d leaves and r̄λm(Ak) the
mean residual in leaf Ak;

(iii) Modify the leaf values according to a line search one-step approximation:

T̃m+1(x) =
∑

1≤k≤2d
r̃λm(Ak)1Ak(x), (8)

with
r̃λm(Ak) = −

∑n
i=1

∂L
∂z

(yi, F̂ λ
m(xi))1Ak(xi)∑n

i=1
∂2L
∂z2 (yi, F̂ λ

m(xi))1Ak(xi)
(9)

(iv) Update the model by adding a shrunken version of the tree:

F̂ λ
m+1(x) = F̂ λ

m(x) + λT̃m+1(x). (10)

We emphasize that at each step, the tree T̃m+1 is obtained by fitting a softmax
regression tree to the residuals in order to compute the partition (step iii) and
then modifying the tree values according to the line search one-step approximation
(step iv). This motivates the following definition of softmax gradient trees.
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Definition 1.2. Let (xi)1≤i≤n be fixed. For a bounded function F : [0, 1]p → R, the
residuals at F are given by

ri = −∂L
∂z

(yi, F (xi)), 1 ≤ i ≤ n.

The softmax gradient tree with parameter (β,K, d) is defined as the tree function

T̃ (x;F, ζ) =
∑

1≤k≤2d
r̃(Ak)1Ak(x), x ∈ [0, 1]p,

where ζ denotes the auxiliary randomness, (Ak)1≤k≤2d the partition associated with
the softmax regression tree T ( · ; (xi, ri)1≤i≤n, ζ) and

r̃(Ak) = −
∑n
i=1

∂L
∂z

(yi, F (xi))1Ak(xi)∑n
i=1

∂2L
∂z2 (yi, F (xi))1Ak(xi)

, 1 ≤ k ≤ 2d, (11)

the leaf values.

With this definition, Equations (6)-(10) take the simple form

F̂ λ
m+1 = F̂ λ

m + λT̃ ( · ; F̂ λ
m, ζm+1), m ≥ 0, (12)

clearly evidencing the Markov structure of the sequence (F̂ λ
m)m≥0.

Remark 1.3. In the original definition of gradient boosting by Friedman (2001),
stagewise additive modeling is considered in a greedy way and the modification of
the leaf values in step (iii) is given by

r̃(Ak) = arg min
z∈R

n∑
i=1

L(ri, F (xi) + z)1Ak(xi) (13)

This corresponds to a line search for optimally updating the current model in an
additive way on leaf Ak. Quite often, the line search problem (13) has no explicit
solution and numerical optimization has to be used. To alleviate the computational
burden, it is usually replaced by its one-step approximation

r̃(Ak) = arg min
z∈R

n∑
i=1

(
L(ri, F (xi)) + ∂L

∂z
L(ri, F (xi))z+ 1

2
∂2L

∂z2 L(ri, F (xi))z2
)
1Ak(xi),

where the function to optimize is replaced by its second order Taylor approximation.
Solving for this quadratic problem we retrieve exactly Equation (11). Because of its
constant use in modern implementation of gradient boosting such as XGBoost (Chen
and Guestrin, 2016), we directly use this one-step approximation in our definition
of gradient boosting and softmax gradient trees.

Example 1.4. (regression with square loss). In the case of square loss L(y, z) =
1
2(y− z)2, the residuals are ri = yi−F (xi). We recover the usual notion of residual,
that is the difference between observation and predicted value. In this important
case, the line search and its one-step approximation are both equal to the mean
residual. The gradient tree is the same as the regression tree, i.e. Tm+1 = T̃m+1 in
Equations (7)-(8). Gradient boosting for L2-regression thus consists in sequentially
updating the model in an additive way with a shrunken version of the regression
tree fitted to the current residuals.
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Example 1.5. (binary classification with cross-entropy). Binary classification aims
at predicting a binary response variable Y ∈ {0, 1} given X = x, the values 0 and
1 being often interpreted as failure and success respectively. The goal is to predict
the success probability p∗(x) = P(Y = 1 | X = x). The binary cross entropy
corresponds to the negative log-likelihood L(y, z) = −yz + log(1 + ez). The Bayes
predictor is then equal to f ∗(x) = log(p∗(x)/(1 − p∗(x)), which is the logit of the
success probability. The loss derivatives are given by

∂L

∂z
(y, z) = y − p and ∂2L

∂z2 (y, z) = p(1− p) with p = ez

1 + ez
.

Example 1.6. (AdaBoost). The algorithm AdaBoost by Freund and Schapire
(1999) was at the origin of the success of boosting. Friedman (2001) showed that
it fits in the framework of gradient boosting when the loss is exponential. Here
Y ∈ {−1, 1} and the loss function is L(y, z) = exp(−yz). The Bayes predictor is
f ∗(x) = 1

2 log(p∗(x)/(1−p∗(x)) with p∗(x) = P(Y = 1 | X = x). The loss derivatives
are simply

∂L

∂z
(y, z) = ye−yz and ∂2L

∂z2 (y, z) = e−yz.

Remark 1.7. Gradient boosting is a versatile procedure that can handle many
different statistical tasks such as quantile regression or robust regression thanks
to suitable choices of the loss function. For instance, the least absolute deviation
L(y, z) = |y − z| leads to the median regression and the corresponding Bayes pre-
dictor is the conditional median of Y given X = x. The theory we develop in this
paper uses a strong regularity assumption on the loss function and does not cover
this example. The same remark applies for the τth quantile loss used in quantile
regression or for the Huber loss used in robust regression. Such examples will be
considered in further research. The regularity assumption we assume in the present
paper are tailored for least squares regression and binary classification.

1.3 Main results
We present our main results on the existence of the vanishing-learning-rate asymp-
totic for gradient boosting based on softmax regression trees and the characterization
of the corresponding dynamics. For the sake of simplicity, we state first our results
in the Banach space B = B([0, 1]p,R) of bounded functions endowed with the sup
norm. However, because of separability issues, we will develop our theory in the
space T = T([0, 1]p,R) of tree functions introduced in the next section. We state
our results under the following assumptions.

Assumption 1.8. Let the input (xi, yi)1≤i≤n be fixed and consider gradient boosting
with loss function L, softmax regression tree with parameter (β,K, d) as base learner
and learning rate λ > 0. Denote by (F̂ λ

m)m≥0 the corresponding sequence of predictors
defined by Equations (5)-(10).
Furthermore, assume the loss function satisfies the following conditions:
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(A1) L : R2 → [0,∞) is twice differentiable with respect to the second variable and,
for all y ∈ R, z 7→ ∂2L

∂z2 (y, z) is positive and locally Lipschitz.

(A2) For each C > 0, sup(y,z):L(y,z)≤C

∣∣∣∂L
∂z

(y, z)/∂2L
∂z2 (y, z)

∣∣∣ <∞.

Note that these assumptions are satisfied in the case of regression and binary clas-
sification considered in Examples 1.4, 1.5 and 1.6 above.

Equation (12) implies that the sequence (F̂ λ
m)m≥0 is a B-valued Markov chain. We

consider its asymptotic as the learning rate λ → 0 and the number of iterations
m is rescaled accordingly. Our first result states that the limit does exist and is
deterministic. We call this regime the vanishing-learning-rate asymptotic.

Theorem 1.9. Under Assumption 1.8, there exists a B-valued process (F̂t)t≥0 such
that, for all T > 0,

sup
t∈[0,T ]

sup
x∈[0,1]p

|F̂ λ
[t/λ](x)− F̂t(x)| −→ 0 in probability as λ→ 0. (14)

Furthermore, the limit process is continuous as a function of t and deterministic.

Note that, due to some path regularity, the processes in Equation (14) are sep-
arable and we can freely restrict the supremum to rational values so as to avoid
measurability issues.

For λ > 0, the rescaled sequence (F̂ λ
[t/λ])t≥0 defines a càdlàg stochastic process.

At times λm, m ≥ 1, jumps occur as randomized trees are added to the model.
Theorem 1.9 states that both jumps and randomness disappear in the vanishing-
learning-rate asymptotic. We call the limit process (F̂t)t≥0 the infinitesimal gradient
boosting process. Our second main result is the characterization of this process as
the solution of a differential equation in the Banach space B. We first define the
infinitesimal boosting operator that drives the dynamics.

Definition 1.10. Let (xi)1≤i≤n be fixed. The infinitesimal boosting operator T :
B→ B is defined by

T (F )(x) = Eζ [T̃ (x;F, ζ)], x ∈ [0, 1]p, F ∈ B,

where T̃ ( · ;F, ζ) denotes the softmax gradient tree from Definition 1.2.

In words, the infinitesimal boosting operator at F is the expectation of the softmax
gradient tree used in gradient boosting when updating the predictor F . In general,
T is a non linear operator. It implicitly depends on the sample (xi, yi)1≤i≤n, on the
loss function L and on the parameter (β,K, d) used for the softmax regression trees.

Theorem 1.11. Suppose Assumption 1.8 is satisfied. In the Banach space B, con-
sider the differential equation

F ′(t) = T (F (t)), t ≥ 0. (15)

The following properties are satisfied:
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(i) For all F0 ∈ B, Equation (15) admits a unique solution defined on [0,∞) and
started at F0;

(ii) The infinitesimal gradient boosting process (F̂t)t≥0 is the solution of (15) started
at F0 ≡ arg minz∈R 1

n
L(yi, z).

Theorem 1.11 reveals the dynamics associated with infinitesimal gradient boosting.
In Section 4, we will state a similar result in the space of tree functions and study
more precisely the properties of the infinitesimal gradient boosting process in terms
of regularity and long time behavior.

2 Regression trees
We give a detailed construction of the softmax regression trees of Definition 1.1
after introducing some notation and recalling background on the usual regression
trees (Breiman et al., 1984) and Extra-Trees (Geurts et al., 2006).

2.1 Notation and background
In order to introduce softmax regression trees, let us fix some notation. In this sec-
tion, we consider a fixed sample (xi, ri)1≤i≤n ∈ ([0, 1]p×R)n. Recall from Section 1.2
that regression trees are grown with a top-down recursive procedure based on greedy
binary splitting. Here we let couples (j, u) ∈ [[1, p]] × [0, 1] encode specific splits of
a region A ⊂ [0, 1]p, in the following manner. The split A = A0 ∪ A1 corresponding
to (j, u) is defined by

A0 = {x ∈ A : xj < aj + u(bj − aj)} and A1 = {x ∈ A : xj ≥ aj + u(bj − aj)},

where xj denotes the jth coordinate of x, and aj = infx∈A xj and bj = supx∈A xj.

With this encoding in mind, we define the mse decrease — or simply score —
associated with the (j, u)-split of region A by

∆(j, u;A) = n(A0)
n

(
r(A0)− r(A)

)2
+ n(A1)

n

(
r(A1)− r(A)

)2
. (16)

Using this notation, Breiman’s regression trees are grown by recursively choosing
a (j, u)-split that is optimal, in the sense of maximizing ∆(j, u;A), for each region
A. In the Extra-Trees algorithm of Geurts et al. (2006), in order to split a re-
gion A, we first draw a fixed number K ≥ 1 of uniformly chosen candidate splits
(j1, u1), . . . , (jK , uK) and then select (j, u) among them so as to maximize the score
∆(j, u;A). Note that in the case K = 1 where only one candidate is considered for
each split, we obtain the totally randomized trees where the splits do no depend on
the input sample (xi, ri)1≤i≤n.

2.2 Softmax regression trees
We propose a new model of randomized regression trees closely related to Extra-
Trees that we call softmax regression trees. The main idea is to replace the strong
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arg max selection in the Extra-Trees algorithm by a softmax selection with param-
eter β ≥ 0. Recall that the softmax function defined in Equation (4) provides a
distribution softmaxβ(z) over [[1, K]] that depends on z = (zk)1≤k≤K and on β ≥ 0.
When dividing the region A, the split (j, u) is randomly chosen among the candidate
splits (j1, u1), . . . , (jK , uK) with distribution

softmaxβ
(
(∆(jk, uk;A)1≤k≤K

)
.

Interestingly, when β = 0, the distribution softmaxβ(z) is the uniform distribution
on [[1, K]] and, as β → ∞, it concentrates on the subset Iz ⊂ [[1, K]] where the
components of z are maximal. This implies that the class of softmax regression
trees provides a bridge between totally randomized trees (when β = 0) and Extra-
Trees (as β → +∞). Also, as the number of candidates K → +∞ and β → +∞, we
recover Breiman’s regression trees. See Remarks 2.3 and 2.4 below for more details.

We propose now a formal definition of the softmax regression tree with parameter
(β,K, d) and first set up some notation. The binary rooted tree with depth d ≥ 1
(from graph theory) is defined on the vertex set Td = ∪dl=0{0, 1}l. A vertex v ∈
{0, 1}l is seen as a word of size l in the letters 0 and 1. The empty word v = ∅
corresponds to the tree root. The vertex set is divided into the internal nodes
v ∈ Td−1 and the terminal nodes v ∈ {0, 1}d, also called leaves. Each internal node
v has two children denoted v0 and v1 (concatenation of words) while the terminal
nodes have no offspring.

A regression tree is encoded by a splitting scheme

ξ = (jv, uv)v∈Td−1 ∈ ([[1, p]]× (0, 1))Td−1

giving the splits at each internal node, and its leaf values (r̄v)v∈{0,1}d . The splitting
scheme ξ allows to associate to each vertex v ∈ Td a region Av = Av(ξ) defined
recursively by A∅ = [0, 1]p and, for v ∈ Td−1,

Av0 = Av ∩ {x ∈ [0, 1]p : xjv < av + uv(bv − av)},
Av1 = Av ∩ {x ∈ [0, 1]p : xjv ≥ av + uv(bv − av)},

with av = infx∈Av xjv and bv = supx∈Av xjv . Note that Av depends only on the splits
attached to the ancestors of v. For each level l = 0, . . . , d, (Av)v∈{0,1}l is a partition
of [0, 1]p into 2l hypercubes. The leaf values are then

r̄v = r̄(Av) = 1
n(Av)

∑
i:xi∈Av

ri.

Finally, the tree associated with the sample (xi, ri)1≤i≤n and splitting scheme ξ =
(jv, uv)v∈Td−1 is the piecewise constant function

T (x; (xi, ri)1≤i≤n, ξ) =
∑

v∈{0,1}d
r̄(Av)1Av(x). (17)

Softmax regression trees are randomized trees and we next describe their distribu-
tion. In view of the previous discussion, it is enough to give the distribution of
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the associated splitting scheme. Let P0 be the distribution of the splitting scheme
of a totally randomized tree, that is the splits (jv, uv)v∈Td−1 are i.i.d. uniformly
distributed on [[1, p]] × (0, 1) under P0. The candidate splits that appear during
the procedure can be gathered into candidate splitting schemes ξ1, . . . , ξK assumed
i.i.d. with distribution P0. A splitting scheme ξ is constructed by selection among
the candidate splits, so that ξ = (jϕ(v)

v , uϕ(v)
v )v∈Td−1 =: ξϕ for some selection map

ϕ : Td−1 → [[1, K]] specifying which split is selected at each internal node. According
to the softmax selection rule, the distribution of ξ given ξ1, . . . , ξK is given by

P(ξ = (jϕ(v)
v , uϕ(v)

v )v∈Td−1 | ξ1, . . . , ξK)
=

∏
v∈Td−1

(
softmaxβ(∆(skv , ukv ;Av(ξϕ))1≤k≤K)

)
ϕ(v)

. (18)

In this equation, the factor indexed by the internal node v corresponds to the prob-
ability that the region Av(ξ) is split according to (jϕ(v)

v , uϕ(v)
v ) among the candidates

(jkv , ukv), 1 ≤ k ≤ K. It should be noted that Av(ξ) only depends on the splits
(jv′ , uv′) attached to the ancestors v′ of v which implies that (Av(ξ))v∈Td−1 enjoys a
branching Markov property which naturally corresponds to the recursive procedure
described above.

We next deduce a characterization of the distribution of the splitting scheme ξ,
which, in view of Equation (17), characterizes the distribution of the softmax re-
gression tree. The distribution depends on the parameter (β,K, d) and also on the
input (xi, ri)1≤i≤n but we only write Pβ,K for the sake of readability.

Proposition 2.1. Let (xi, ri)1≤i≤n and (β,K, d) be fixed. We denote by Pβ,K the
distribution of the splitting scheme ξ associated with the softmax regression tree
with parameter (β,K, d) grown on the sample (xi, ri)1≤i≤n. Then Pβ,K is absolutely
continuous with respect to P0 with Radon-Nykodym derivative

dPβ,K
dP0

(ξ) =
∫ ∏

v∈Td−1

exp(β∆(j1
v , u

1
v;Av(ξ)))

K−1∑K
k=1 exp(β∆(jkv , ukv ;Av(ξ)))

δξ(dξ1)⊗Kk=2 P0(dξk), (19)

with ξk = (jkv , ukv)v∈Td−1, 1 ≤ k ≤ K, and δξ the Dirac mass at ξ.

Note that the Radon-Nykodym derivative (19) is bounded from above by K2d−1.

Remark 2.2. In Definition 1.1, the softmax regression tree was introduced in terms
of an external randomness ζ. In view of the preceding discussion, we can take
ζ = (ξ1, . . . , ξK , γ) where ξ1, . . . , ξK denote K independent splitting schemes with
distribution P0 giving the candidate splits and γ = (γv)v∈Td−1 be independent uni-
form random variables on [0, 1] used to perform the softmax selection at each inter-
nal node (using e.g. the probability integral transform). In the following, it will be
convenient to write

T (·, (xi, ri)1≤i≤n, ζ) = T (·, (xi, ri)1≤i≤n, ξ)

where the splitting scheme ξ has distribution Pβ,K and can be seen as a (determin-
istic) function of ζ = (ξ1, . . . , ξK , γ) and (xi, ri)1≤i≤n.
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Remark 2.3. The softmax distribution converges to the uniform distribution as
β → 0 and concentrates on the arg max set as β → +∞. More precisely, for z ∈ RK

and Iz = arg max1≤k≤K zk,

exp(βz1)∑K
k=1 exp(βzk)

−→
{

1/K as β → 0
1Iz(1)/card(Iz) as β → +∞ .

We deduce readily that dPβ,K/dP0 has limits when β → 0 or β → +∞. By Scheffé’s
theorem, this implies convergence in total variation of the splitting scheme dis-
tribution. These limits correspond respectively to totally randomized trees and
Extra-Trees.

Remark 2.4. The law of large numbers implies that, for (ξk)k≥2 i.i.d. with distri-
bution P0 ,

exp(β∆(j1
v , u

1
v;Av(ξ)))

K−1∑K
k=1 exp(β∆(jkv , ukv ;Av(ξ)))

−→ exp(β∆(j1
v , u

1
v;Av(ξ)))

E[exp(β∆(j, u;Av(ξ)))]
a.s.,

as K → ∞, with expectation taken with respect to (j, u) uniformly distributed on
[[1, p]] × (0, 1). This limit is interpreted as an exponentially tilted distribution for
the law of the split (j1

v , u
1
v) of the region Av(ξ). Proposition 2.1 and dominated

convergence then implies, as K →∞,
dPβ,K
dP0

(ξ) −→ dPβ,∞
dP0

(ξ) :=
∏

v∈Td−1

exp(β∆(jv, uv;Av(ξ)))
E[exp(β∆(j, u;Av(ξ)))]

,

where ξ = ((jv, uv))v∈Td−1 . This limit corresponds to the distribution of the splitting
scheme of a randomized regression tree grown thanks to a binary splitting rule
based on the exponentially tilted distribution. Furthermore, letting β → +∞, the
exponentially tilted distribution concentrates on the arg max set so that Breiman’s
regression trees are recovered.

Our motivation for softmax regression trees is the regularity property of the mean
tree defined by

T̄β,K,d(x; (xi, ri)1≤i≤n) = Eζ [T (x; (xi, ri)1≤i≤n, ζ)]

=
∫
T (x; (xi, ri)1≤i≤n, ξ)Pβ,K(dξ).

See Remark 2.2 for the relationship between ζ and ξ and recall that Pβ,K depends on
(xi, ri)1≤i≤n. This will be handled with care in the proof with more explicit notation.

Proposition 2.5. Let (xi)1≤i≤n ∈ [0, 1]p and (β,K, d) be fixed. The mean softmax
regression tree is locally Lipschitz in its input (ri)1≤i≤n, i.e{

(Rn, ‖·‖∞) −→ (B, ‖·‖∞)
(ri)1≤i≤n 7→ T̄β,K,d( · ; (xi, ri)1≤i≤n)

is locally Lipschitz.

The same result does not hold when β = ∞, i.e. for Extra-Trees and Breiman’s
regression trees, because of the lack of continuity of the arg max selection.
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3 The space of tree functions

3.1 Tree function space and total variation norm

An original and powerful point of view to study the sequence of functions (F̂ λ
m)m≥0

produced by gradient boosting is to see it as a Markov chain in a suitable function
space that we call the space of tree functions T = T([0, 1]p,R). The main idea
is that a regression tree is naturally associated with a signed measured. This is
especially useful because the space of non-negative measures enjoys nice compactness
properties that will ease tightness considerations. We introduce here the space of
tree functions and discuss some useful properties.

We first introduce some notation. LetM = M([0, 1]p) (resp. M+ = M+([0, 1]p))
denote the space of Borel finite signed measures on [0, 1]p (resp. Borel finite non-
negative measures). The total variation of a signed measure µ ∈M is

‖µ‖TV = sup
{
µ(f) : f ∈ B, ‖f‖∞ ≤ 1

}
,

where we let µ(f) =
∫
f dµ denote the integral. We note µ = µ+ − µ− the Jordan

decomposition of µ and |µ| = µ+ + µ− the variation of µ — see Billingsley (1995,
Section 32) for background on signed measures. We also consider the subsetM0 ⊂
M of signed measures µ satisfying |µ|([0, 1]p \ [0, 1)p) = 0.

Definition 3.1. The space of tree functions T = T([0, 1]p,R) is defined as

T =
{
T : [0, 1]p → R : T (x) = µ([0, x]) for some µ ∈M0 and all x ∈ [0, 1]p

}
.

For all T ∈ T, the measure µ ∈M0 such that T (x) = µ([0, x]) is unique and denoted
by µT . The total variation of T is defined by ‖T‖TV = ‖µT‖TV.

Clearly, ‖·‖TV defines a norm on T, and the mapping µ ∈ M0 7→ T ∈ T is an
isomorphism so that the space of tree functions (T, ‖·‖TV) is a Banach space. Fur-
thermore, the inclusion T ⊂ B holds with inequality ‖T‖∞ ≤ ‖T‖TV so that the
injection is continuous.

Remark 3.2. In dimension p = 1, T([0, 1],R) is exactly the set of càdlàg functions
with finite total variation that are continuous at 1. In dimension p ≥ 2, tree functions
T ∈ T can be seen as the “cumulative distribution function” of a signed measure and
therefore have quartant limits and are right-continuous. For instance, when p = 2,
the four limits limy→x,y∈Qlx T (y) exist for all x ∈ [0, 1]2 and l = 1, . . . , 4, where

Q1
x = {y : y1 ≥ x1, y2 ≥ x2}, Q2

x = {y : y1 ≥ x1, y2 < x2},
Q3
x = {y : y1 < x1, y2 ≥ x2}, Q4

x = {y : y1 < x1, y2 < x2}.

Since x ∈ Q1
x, T (x) is equal to the limit on Q1

x. More generally, in dimension
p ≥ 1 there are 2p such quartant. We refer to Neuhaus (1971) for the definition
and properties of the multiparameter Skorokod space D([0, 1]p,R). The inclusion
T([0, 1]p,R) ⊂ D([0, 1]p,R) holds. For each T ∈ T, the condition µT ∈ M0 implies
that T is continuous on [0, 1]p\[0, 1)p, i.e. at each point having at least one component
equal to 1.
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We now explain the relationship between regression trees and the space T.

Proposition 3.3. Let ξ ∈ ([[1, p]] × (0, 1))Td−1 be a splitting scheme with depth d

and (r̃v)v∈{0,1}d ∈ R{0,1}d be leaf values. Then the function

T (x) =
∑

v∈{0,1}d
r̃v1Av(ξ)(x), x ∈ [0, 1]p,

belongs to T and satisfies

‖T‖TV ≤ 2d+min(d,p)‖T‖∞ ≤ 4d‖T‖∞.

Furthermore, if d < p, the measure µT is supported by the set Fd of points x ∈ [0, 1]p
with at most d positive components.

Figure 1 provides an illustration of the fact that regression trees belong to T.

x1 < 0.4

x2 < 0.5

A00
a

A01
b

x1 < 0.7

A10
c

A11
d

0.4

0.5

0.7

a

b

c
d

a c− a d− c

b− a a− b

Figure 1: A tree function T with d = p = 2. The splitting scheme
is represented on the left and corresponds to ξ = (jv, uv)v∈Td−1 given
by (j∅, u∅) = (1, 0.4), (j0, u0) = (2, 0.5) and (j1, u1) = (1, 0.5). The leaf
values a, b, c, d are below the corresponding leaves. The induced partition
(Av)v∈{0,1}d of [0, 1]2 is represented on the right; the colored dots represent
the atoms of the measure µT and their labels the associated masses. We
can see that ‖T‖TV ≤ 4|a|+ 2|b|+ 2|c|+ |d| ≤ 42‖T‖∞.

3.2 Decomposition of tree functions and L2-norm
We now consider a specific decomposition of tree functions that will be useful in the
sequel. For J ⊂ [[1, p]] and ε ∈ {0, 1}Jc , define the |J |-dimensional face FJ,ε of [0, 1]p
by

FJ,ε = {x ∈ [0, 1]p : ∀j ∈ J, xj ∈ (0, 1); ∀j ∈ J c, xj = εj}.
When ε is identically null on J c, we simply write FJ . Each measure µ ∈M0 can be
decomposed as

µ =
∑

J⊂[[1,p]]
µJ with µJ(·) = µ(· ∩ FJ).

Correspondingly, each tree function T ∈ T can be decomposed as

T =
∑

J⊂[[1,p]]
T J with T J(x) = µJT ([0, x]),
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where T J(x) depends on x only through the components xj for j ∈ J . Alternatively
the decomposition is characterized recursively by T∅ = T (0) and

T J(x) = T (xJ)−
∑
J ′(J

T J
′(x), J 6= ∅,

where xJ = (xj1j∈J)j is the vector with components xj if j ∈ J and 0 if j /∈ J .

Remark 3.4.

1. From a statistical perspective, T J(x) is interpreted as the interaction effect
of the covariates xj, j ∈ J , when the value 0 is taken as reference. This is
more easily explained in the case p = 2: T∅(x) = T (0, 0) corresponds to the
value of T with both covariates at reference; T {1}(x1, x2) = T (x1, 0)− T (0, 0)
corresponds to the additional effect of x1 with x2 at reference and similarly for
T {2}(x1, x2); finally, T {1,2}(x1, x2) = T (x1, x2) − T (x1, 0) − T (0, x2) + T (0, 0)
corresponds to the additional interaction effect between x1 and x2.

2. According to Proposition 3.3, the measure µT of a regression tree T with depth
d < p is supported by Fd = ∪|J |≤dFJ . This implies that T J = 0 whenever
|J | > d, i.e. there are no interaction effect involving more than d variables. In
particular, when d = 1, T (x) = T (0)+∑p

j=1 T
{j}(x) where T {j}(x) depends on

xj only, which corresponds to an additive model in the covariates x1, . . . , xp.

Next we consider T as a subset of a well-chosen L2 space. This is useful because the
total variation norm induces a topology that is too strong for our purpose, making
the Banach space (T, ‖·‖TV) non-separable. For J ⊂ [[1, p]] and ε ∈ {0, 1}Jc , we
define the measure LebJ,ε on [0, 1]p supported by the |J |-dimensional face FJ,ε by

LebJ,ε(dx) =
∏
j∈Jc

δεj(dxj)
∏
j∈J

dxj.

We consider the probability measure ν on [0, 1]p defined by

ν = 1
3p
∑
J,ε

LebJ,ε

and the Hilbert space L2 = L2([0, 1]p, ν) with associated norm ‖·‖2. Note that if the
tree functions T1, T2 ∈ T are equal ν(dx)-almost everywhere, then they are equal
everywhere because they are right-continuous in the sense of Remark 3.2. This
implies that ‖·‖2 is a norm on T. Therefore we can write T ⊂ L2, and we have
‖T‖2 ≤ ‖T‖∞ ≤ ‖T‖TV for all T ∈ T. Note that T is not closed in L2 since for
instance 1[1/n,1]p ∈ T converges in L2 to 1(0,1]p /∈ T as n→ +∞.

Proposition 3.5.

(i) T is dense in L2.

(ii) Any subset K ⊂ T satisfying supT∈K‖T‖TV <∞ is relatively compact in L2.

(iii) Let T, T1, T2, · · · ∈ T be such that (‖Tn‖TV)n≥1 is bounded. Then, ‖Tn−T‖2→ 0
if and only if µJTn

w−→ µJT for all J ⊂ [[1, p]], where w−→ denotes weak conver-
gence of measures.
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To deal with tightness and uniform convergence in the proof of Theorem 1.9, it will
be convenient to consider the subset T+ = {T ∈ T : µT ∈ M+} of tree functions
with positive measure. We denote by T+ the adherence of T+ in L2 and equip it
with the induced metric.

Proposition 3.6.

(i) T+ is a proper metric space, i.e. bounded sets are relatively compact.

(ii) Let T, T1, T2, · · · ∈ T+ and assume T is continuous. Then, ‖Tn − T‖2 → 0
implies ‖Tn − T‖∞ → 0.

When dealing with gradient boosting, we need the function F to be well-defined
at (xi)1≤i≤n because the algorithm involves the values F (xi). The following remark
provides a slight modification of the previous result in order to deal with this issue
and introduces the function space L2

x that will be useful in Section 4.

Remark 3.7. With the sample x = (xi)ni=1 being fixed, we consider the space
L2

x = L2([0, 1]p, νx), where νx is the probability measure

νx = ν

2 + 1
2n

n∑
i=1

δxi .

For F ∈ L2
x, the values (F (xi))1≤i≤n are well defined and we can consider the gradient

tree T̃ ( · ;F, ξ) for F ∈ L2
x.

It is readily checked that T ⊂ L2
x, with ‖T‖L2

x ≤ ‖T‖TV and that the statements
and proofs of Propositions 3.5 and 3.6 still hold with L2 replaced by L2

x, the only
modification being that (iii) in Proposition 3.5 has to be replaced by

(iii’) Let T, T1, T2, · · · ∈ T be such that (‖Tn‖TV)n≥1 is bounded. Then, ‖Tn − T‖L2
x
→ 0

if and only if µJTn
w−→ µJT for all J ⊂ [[1, p]] and Tn(xi)→ T (xi) for all i ∈ [[1, n]].

The proof is easily adapted thanks to the fact that L2
x is isomorphic to L2 ×Rn via

the isomorphism F 7→ (F, (F (xi))1≤i≤n).

4 Infinitesimal gradient boosting

4.1 Existence and uniqueness of the ODE solution
For the sake of simplicity, our results were first stated in Section 1.3 in the Banach
space B = B([0, 1]p,R) of bounded function. We now state and prove a version
of Theorem 1.11 in the Banach space T of tree functions endowed with the total
variation norm. Existence and uniqueness of the ODE solution follow essentially
from the fact that the infinitesimal boosting operator introduced in Definition 1.10
is locally Lipschitz. The proof is similar to the proof of Proposition 2.5 but slightly
more involved because we have to consider softmax gradient trees (Definition 1.2),
that have a more complex structure than softmax regression trees (Definition 1.1).
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Proposition 4.1. Suppose Assumption 1.8 is satisfied. Then the infinitesimal boost-
ing operator T defined in Definition 1.10 satisfies T (F ) ∈ T, for all F ∈ B, and the
map T : (B, ‖·‖∞)→ (T, ‖·‖TV) is locally Lipschitz.

Remark 4.2. Because T ⊂ B and ‖T‖∞ ≤ ‖T‖TV for all T ∈ T, the previous
proposition implies that T can be seen as a locally Lipschitz operator on (B, ‖·‖∞)
and (T, ‖·‖TV). This is useful when considering the ODE (15) on both spaces, in
Theorem 1.11 or Theorem 4.3 below respectively.

Theorem 4.3. Consider the differential equation (15) in the space (T, ‖·‖TV). Un-
der Assumption 1.8, for any initial condition F0 ∈ T, it has a unique solution defined
on [0,∞) and satisfying F (0) = F0.

Since the differential equation (15) is driven by the infinitesimal boosting opera-
tor which is locally Lipschitz according to Proposition 4.1, the Cauchy–Lipschitz
theorem ensures the existence and uniqueness of local solutions. The proof of The-
orem 4.3 consists in verifying that the maximal solution corresponding to the local
solution started at F0 at time t = 0 is defined for all time t ≥ 0.

4.2 Convergence of gradient boosting

In this section, we consider convergence of the gradient boosting sequence (F̂ λ
m)m≥0

in the vanishing learning rate asymptotic λ→ 0. Theorem 1.9 states, for all T > 0,
the convergence in probability

(F̂ λ
[t/λ])t∈[0,T ]

P−→ (F̂t)t∈[0,T ]

in the Skohorod space D([0, T ],B) endowed with the norm of uniform convergence.
The non-separability of the Banach space Bmakes it not suitable for the analysis and
we first develop our results in the separable space L2

x introduced in Section 3.2. More
precisely, we prove the convergence of the positive and negative parts of the gradient
boosting sequence seen in the space T+ ⊂ L2

x. The fact that T+ is a proper metric
space (see Proposition 3.6 i) makes tightness issues easily tractable. Furthermore,
the fact that L2-convergence in T+ to a continuous limit implies uniform convergence
(see Proposition 3.6 ii) will ultimately be used to derive the uniform convergence
stated in Theorem 1.9.

We now consider the decomposition of gradient boosting into positive and negative
parts. The Jordan decomposition µ = µ+ − µ− of the signed measure µ ∈ M0
naturally induces the following decomposition of tree functions: for T ∈ T, we have

T = T+ − T− with µT+ = (µT )+ and µT− = (µT )−.

The tree functions T+, T− are respectively associated with the positive and negative
part of µT and hence belong to T+. This decomposition can be applied to the softmax
gradient tree T̃ ( · ;F, ζ) and we note

T̃ ( · ;F, ζ) = T̃+( · ;F, ζ)− T̃−( · ;F, ζ).
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The gradient boosting sequence (F̂ λ
m)m≥0 is then decomposed recursively as F̂ λ

0 =
F̂ λ+

0 − F̂ λ−
0 and {

F̂ λ+
m+1 = F̂ λ+

m + λT̃+( · ; F̂ λ+
m , ζm+1)

F̂ λ−
m+1 = F̂ λ−

m + λT̃−( · ; F̂ λ+
m , ζm+1) , m ≥ 0.

Clearly, we have F̂ λ
m = F̂ λ+

m − F̂ λ−
m , and F̂ λ+

m , F̂ λ−
m ∈ T+ but it is not true in general

that F̂ λ+
m and F̂ λ−

m are the positive and negative parts of F̂ λ
m because the measures

associated to the two components may share some common mass (at point 0) that
vanishes when taking the difference. This slight abuse of notation should however
cause no confusion. Finally, the infinitesimal gradient boosting operator can also be
decomposed into a positive and negative part as T = T + − T − with{

T +(F )(x) = Eζ [T̃+(x;F, ζ)]
T −(F )(x) = Eζ [T̃−(x;F, ζ)] , F ∈ L2

x, x ∈ [0, 1]p.

Note here that the operator are defined on L2
x and not L2 — this is required because

we need the values (F (xi))1≤i≤n to be well-defined in order to define the softmax
gradient tree T̃ ( · ;F, ζ). The measures associated with T +(F ) and T −(F ) may share
some common mass so that the decomposition does not coincide with the Jordan
decomposition.

The following theorem characterizes the convergence of (F̂ λ+
[t/λ], F̂

λ−
[t/λ])t≥0 with deter-

ministic limit given as the solution of a differential equation.

Theorem 4.4.

(i) Given an initial condition (F+
0 , F

−
0 ) ∈ L2

x × L2
x, there is a unique solution

(F+(t), F−(t))t≥0 to the ODE system{
d
dtF

+(t) = T +(F (t))
d
dtF

−(t) = T −(F (t)) with F (t) = F+(t)− F−(t), t ≥ 0, (20)

started from (F+
0 , F

−
0 ).

Furthermore, if (F+
0 , F

−
0 ) ∈ T+ × T+, then (F+(t), F−(t)) ∈ T+ × T+ for

all t ≥ 0 and (F (t))t≥0 is equal to the solution of (15) started from F0 =
F+

0 − F−0 ∈ T.

(ii) The convergence in distribution

(F̂ λ+
[t/λ], F̂

λ−
[t/λ])t≥0

d−→ (F̂+
t , F̂

−
t )t≥0, as λ→ 0,

holds in the Skorokod space D([0,∞),T+ × T+) endowed with the J1-topology
where (F̂+

t , F̂
−
t )t≥0 is equal to the solution of (20) started from (F̂+

0 , F̂
−
0 ).

An important tool in the proof of Theorem 4.4 is a control of the training error

Ln(F ) =
n∑
i=1

L(yi, F (xi)), F ∈ B.
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The next proposition states that for small learning rates, the training error is almost
surely non-increasing along the gradient boosting sequence (F̂ λ

m)m≥0. This in turn
yields a control of the increments of the sequence because — as we will show in
the course of the proof of Theorem 4.4 — the total variation of the gradient tree
‖T̃ ( · ;F, ζ)‖TV is uniformly bounded on the level set {F ∈ B : Ln(F ) ≤ C}.

Proposition 4.5. For all T > 0, there exists λ0 > 0 such that λ ∈ (0, λ0] implies
that

t 7→ Ln(F̂ λ
[t/λ]) is a.s. non-increasing on [0, T ].

Note that in the case of regression L(y, z) = 1
2(y − z)2, Proposition 4.5 trivially

holds for all T > 0 and λ > 0 because the tree values are obtained by line search
so that the training error cannot increase, see Example 1.4 and Equation (13). In
the general case however, the one-step approximation (9) does not ensure such a
property but the proposition states that monotonicity still holds for small learning
rates.

4.3 Properties of infinitesimal gradient boosting

We call infinitesimal gradient boosting the solution (F̂t)t≥0 of the differential Equa-
tion (15) with initial condition (5). In the following, we consider some properties of
infinitesimal gradient boosting, including the behavior of training error and residu-
als, the asymptotic behavior as t→ +∞ and also the space-time regularity.

Proposition 4.6. Infinitesimal gradient boosting satisfies the following properties:

(i) the training error Ln(F̂t) = ∑n
i=1 L(yi, F̂t(xi)), t ≥ 0, is non-increasing;

(ii) the residuals rt,i = ∂L
∂z

(yi, F̂t(xi)), 1 ≤ i ≤ n, are centered, i.e.

r̄t := 1
n

n∑
i=1

rt,i ≡ 0, t ≥ 0.

The first point is very natural since gradient boosting aims at minimizing the training
error. The second point can be interpreted as follows: it is not possible to reduce the
training error by adding a constant term to the model; indeed, a simple computation
shows that c 7→ Ln(F̂t + c) has derivative nr̄t = 0 at c = 0 and, the function being
convex, this corresponds to a minimum. As will be clear from the proof, this property
is due to the initialization (5) and to the line search approximation (9).

We next consider the long time behavior of infinitesimal gradient boosting. A few
more assumptions are required for our analysis.

Assumption 4.7.

(A3) for all y ∈ R, infz L(y, z) = 0;

(A4) for all y ∈ R and all R > 0, supz:| ∂L
∂z

(y,z)|≤R
∂2L
∂z2 (y, z) <∞;
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(A5) there is J ⊂ [[1, p]] with |J | ≤ d such that (xJi )1≤i≤n are pairwise distinct, where
xJi = (xji )j∈J ∈ [0, 1]J .

Assumptions (A3) and (A4) state conditions on the loss function L. It is easily
checked that the classical loss functions for regression and classification satisfy those
conditions, see Examples 1.4–1.6. Furthermore, (A3) can always be assumed without
loss of generality because shifting the loss function by its infimum does not affect the
gradient boosting algorithm. On the other hand, Assumption (A5) states a condition
on the training sample (xi)1≤i≤n and is discussed in Remark 4.9 below. It is used in
the following proposition characterizing the critical points of the ODE (15).

Proposition 4.8. Under Assumption (A5), T (F ) = 0 if and only if

∂L

∂z
(yi, F (xi)) = 0, for all 1 ≤ i ≤ n.

This means that critical points of the ODE (15) are functions for which the residuals
are all null.

Remark 4.9. We briefly comment upon Assumption (A5). It is trivially satisfied
in the following two cases:

- the (xi)1≤i≤n are pairwise distinct and d ≥ p (consider J = [[1, p]]);

- there exists j ∈ [[1, p]] such that the (xji )i are pairwise distinct (consider J =
{j}).

Next, we discuss a simple example where (A5) does not hold. Consider the problem
of regression with p = 2, d = 1 and (xi, yi)1≤i≤4 given byx1 = (1

3 ,
1
3), y1 = 1, x2 = (2

3 ,
1
3), y2 = −1,

x3 = (1
3 ,

2
3), y3 = −1, x4 = (2

3 ,
2
3), y4 = 1.

For this configuration, starting from F ≡ 0, any randomized tree with depth d = 1 is
null because, for any vertical of horizontal split, the sum of residuals compensate in
each regions. Therefore, T (F ) = 0 but the residuals are nonzero. Similar examples
can be built in higher dimension as long as d < p.

The analysis of critical point suggests that, in the long-time asymptotic, infinitesimal
gradient boosting should converge to a critical point with null residuals. This is the
subject of our next result.

Proposition 4.10. Under Assumption 4.7, we have

∂L

∂z
(yi, F̂t(xi)) −→ 0, 1 ≤ i ≤ n,

and Ln(F̂t) −→ 0

as t→∞.
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In the specific case of regression or classification, we get under Assumption 4.7:

• F̂t(xi)→ yi in the case of regression (Example 1.4);

• F̂t(xi)→ +∞ if yi = 1 and F̂t(xi)→ −∞ otherwise in the case of classification
(Examples 1.5 and 1.6).

This shows that infinitesimal gradient boosting is prone to overfitting as t → +∞
as it tries to match the training sample perfectly. This is a well-known feature of
gradient boosting and early stopping is usually used to avoid overfitting and obtain
good generalization properties, see Zhang and Yu (2005).

Finally, we study the regularity of infinitesimal gradient boosting with respect to
space and time. To this aim, we define a function space W and first a reference
measure π0 ∈M0 as follows. For a splitting scheme ξ, we consider πξ = ∑

δx ∈M0
the point measure with a Dirac mass at each vertex in [0, 1)p of the partition
(Av(ξ))v∈{0,1}d into hypercubes; the measure π0 is then defined as the intensity mea-
sure of the point process πξ under P0(dξ), that is

π0 =
∫
πξ P0(dξ) ∈M0.

The function space W = W([0, 1]p,R) is defined by

W =
{
T ∈ T : µT � π0 and dµT

dπ0
∈ L∞([0, 1]p, π0)

}
and is endowed with the norm

‖T‖W =
∥∥∥dµT

dπ0

∥∥∥
∞
, T ∈W.

Clearly, W ⊂ T with ‖T‖TV ≤ ‖T‖W , for all T ∈ W. Furthermore, (W, ‖·‖W ) is a
Banach space isomorphic to L∞([0, 1]p, π0) via the map T 7→ dµT/dπ0.

Proposition 4.11. Infinitesimal gradient boosting (F̂t)t≥0 defines a smooth space in
W, i.e. F̂t ∈W for all t ≥ 0 and the mapping t 7→ F̂t is continuously differentiable.
Furthermore, the same result holds for the positive and negative parts (F̂+

t )t≥0 and
(F̂−t )t≥0 defined jointly as the solution of (20).

As a consequence, there exists a continuously differentiable mapping t 7→ ϕt ∈
L∞([0, 1]p, π0) such that

F̂t(x) =
∫

[0,x]
ϕt(y) π0(dy), x ∈ [0, 1]p, t ≥ 0.

Note that π0 is absolutely continuous with respect to ν, because all possible ver-
tices of a partition corresponding to a splitting scheme ξ with distribution P0 have
coordinates that are either null, or of the form ∏N

i=1 Ui, where N is random and
the Ui are i.i.d. uniform in [0, 1]. As a consequence, Proposition 4.11 implies that
(t, x) 7→ F̂t(x) is jointly continuous on [0,∞)× [0, 1]p and the same holds for F̂+

t (x)
and F̂−t (x).
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Surprisingly, infinitesimal gradient boosting is regular not only in time but also in
space. Recall that (F̂t)t≥0 appears as the limit of gradient boosting (F̂ λ

[t/λ])t≥0 which
is highly discontinuous. The limit λ→ 0 as a regularizing effect with respect to time
and space. The temporal regularizing effect is quite natural since the jump size λ
vanishes in the limit. The spatial regularizing effect is due to the randomization
of softmax gradient trees: due to split randomization, the discontinuities in the
different gradient trees occur at different places and an averaging effect provides a
regular function in the limit. This heuristic reasoning is made rigorous in Lemma 5.4
where we state that T (F ) ∈ W for all F ∈ B, evidencing the spatial regularization
effect of the infinitesimal gradient boosting operator.

5 Proofs

5.1 Proofs related to Section 2
Proof of Proposition 2.1. Let A ⊂ ([[1, p]] × (0, 1))Td−1 be measurable and consider
the event {ξ ∈ A}. Modulo null sets, it can be decomposed into the disjoint union

{ξ ∈ A} =
⋃
ϕ

{ξ ∈ A, ξ = (jϕ(v)
v , uϕ(v)

v )v∈Td−1}

with the union taken over all selection maps ϕ : Td−1 → [[1, K]]. We deduce

P(ξ ∈ A) =
∑
ϕ

∫
P(ξ ∈ A, ξ = (jϕ(v)

v , uϕ(v)
v )v∈Td−1 | ξ1, . . . , ξK)⊗Kk=1 P0(dξk).

By invariance of the product measure, all the terms in the sum are equal to the term
corresponding to ϕ ≡ 1 and there are K2d−1 such terms, with 2d − 1 the cardinal of
Td−1. We deduce

P(ξ ∈ A)

= K2d−1
∫

P(ξ ∈ A, ξ = ξ1 | ξ1, . . . , ξK)⊗Kk=1 P0(dξk)

= K2d−1
∫
1{ξ1∈A}

∏
v∈Td−1

(
softmaxβ(∆(jkv , ukv ;Av(ξ1))1≤k≤K)

)
1
⊗Kk=1 P0(dξk)

=
∫
A

( ∫ ∏
v∈Td−1

exp(β∆(j1
v , u

1
v;Av(ξ1)))

K−1∑K
k=1 exp(β∆(jkv , ukv ;Av(ξ1)))

⊗Kk=2 P0(dξk)
)
P0(dξ1),

where the second equality relies on Equation (18) and the third on the definition of
the softmax function. This characterizes the distribution Pβ,K of ξ and proves that
the Radon-Nykodym derivative is given by Equation (19).

Proof of Proposition 2.5. Consider input r = (ri)1≤i≤n and r′ = (r′i)1≤i≤n and let
(xi)1≤i≤n be fixed. We may replace without risk of confusion (xi, ri)1≤i≤n and
(xi, r′i)1≤i≤n by r and r′ respectively in the notation below. For a fixed (deter-
ministic) splitting scheme ξ = (jv, uv)v∈Td−1 , we compare T ( · ; r, ξ) and T ( · ; r′, ξ).
Denoting by (Av)v∈{0,1}d the partition associated to ξ, we have

T ( · ; r, ξ) =
∑

v∈{0,1}d
r(Av)1Av and T ( · ; r′, ξ) =

∑
v∈{0,1}d

r′(Av)1Av ,
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with r(Av) (resp. r′(Av)) the mean of the values ri (resp. r′i) with xi ∈ Av. Since

|r(Av)− r′(Av)| ≤ ‖r− r′‖∞,

we deduce
‖T ( · ; r, ξ)− T ( · ; r′, ξ)‖∞ ≤ ‖r− r′‖∞. (21)

Next, we consider a random splitting scheme ξ. It should be stressed that the split-
ting scheme distribution depends on the input (respectively r and r′) and we denote
by Pβ,K and P ′β,K the respective splitting scheme distributions. Proposition 2.1
implies

T̄β,K,d(x; r) =
∫
T (x; r, ξ)dPβ,K

dP0
(ξ)P0(dξ)

and similarly for T̄β,K,d(x; r′) with r and dPβ,K replaced by r′ and dP ′β,K respectively.
We deduce∣∣∣T̄β,K,d(x; r)− T̄β,K,d(x; r′)

∣∣∣ ≤ ∫ ∣∣∣T (x; r, ξ)− T (x; r′, ξ)
∣∣∣ dPβ,K

dP0
(ξ)P0(dξ)

+
∫
|T (x; r′, ξ)|

∣∣∣∣dPβ,KdP0
(ξ)−

dP ′β,K
dP0

(ξ)
∣∣∣∣P0(dξ). (22)

The first term is bounded from above by ‖r − r′‖∞ thanks to Equation (21). For
the second term, we use |T (x; r′, ξ)| ≤ ‖r′‖∞ and the following Lipschitz property
of the Radon-Nykodym derivative, justified below,

sup
ξ

∣∣∣dPβ,KdP0
(ξ)−

dP ′β,K
dP0

(ξ)
∣∣∣ ≤ CR‖r− r′‖∞ (23)

for max(‖r‖∞, ‖r′‖∞) ≤ R and C = β(2d − 1)K2d−1. With these bound, Equa-
tion (22) implies∥∥∥T̄β,K,d( · ; r)− T̄β,K,d( · ; r′)

∥∥∥
∞
≤ (1 + CR2)‖r− r′‖∞,

proving that r 7→ T̄β,K,d( · ; r) is locally Lipschitz.

We finally prove Equation (23) using the explicit formula (19) for the Radon-
Nykodym derivative. In definition (16), the score ∆(j, u;A) implicitly depends on
the input r so for clarity we write below ∆(j, u;A, r). Simple computations yield

|∆(j, u;A, r)−∆(j, u;A, r′)| ≤ 2R‖r− r′‖∞

for max(‖r‖∞, ‖r′‖∞) ≤ R and all (j, u) and A. Furthermore, it is elementary to see
that the softmax function z 7→ ez1/

∑K
k=1 e

zk is 1/2-Lipschitz for the uniform norm
on RK . Therefore, for fixed ξ, ξ1, ξ2, . . . , ξK and v ∈ Td−1, the different factors in
Equation (19) satisfy∣∣∣∣ exp(β∆(j1

v , u
1
v;Av(ξ), r))∑K

k=1 exp(β∆(jkv , ukv ;Av(ξ), r))
− exp(β∆(j1

v , u
1
v;Av(ξ), r′))∑K

k=1 exp(β∆(jkv , ukv ;Av(ξ), r′))

∣∣∣∣ ≤ βR ‖r− r′‖∞.

Using the inequality
∣∣∣Πi∈Iai − Πi∈Ibi

∣∣∣ ≤ ∑
i∈I |ai − bi| for finite families (ai), (bi) ∈

[−1, 1]I with I = Td−1 of cardinal 2d−1 and integrating with respect to δξ(dξ1)⊗Kk=2
P0(dξk), we deduce Equation (23).
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5.2 Proofs related to Section 3
Proof of Proposition 3.3. Consider a, b ∈ [0, 1]p with 0 ≤ ai < bi ≤ 1 for all 1 ≤ i ≤
p. Using the notation of Neuhaus (1971), we consider the map S = 1[a,b〉, where

[a, b〉 := I1 × I2 × · · · × Ip, with Ii =
[ai, bi) if bi < 1

[ai, bi] if bi = 1.

Let us show that S ∈ T and characterize the measure µS. For each vertex ε =
(ε1, . . . , εp) ∈ {0, 1}p, we denote by |ε| =

∑p
i=1 εi the number of positive components.

The vertices of the hypercube [a, b] are a+ε · (b−a) where · denotes coordinate-wise
multiplication. Then the signed measure µS

µS =
∑

ε∈{0,1}p
(−1)|ε|1[0,1)p(a+ ε · (b− a))δa+ε·(b−a) (24)

belongs toM0 and is such that µS([0, x]) = S(x) for all x ∈ [0, 1]p. This proves that
1[a,b〉 = S ∈ T. Furthermore, we see from (24) that ‖1[a,b〉‖TV = 2q ≤ 2p, with q the
number of coordinates i such that bi < 1.

Now recall the recursive construction of the regions (Av(ξ))v∈Td from the splitting
scheme ξ, described in Section 2.2. For each leaf v ∈ {0, 1}d, the region Av(ξ) is
defined as the intersection of d subsets of [0, 1]p of the form [a, b〉, where there is a
unique i ∈ [[1, p]] such that ai > 0 or bi < 1. Therefore Av is necessarily of the form
[a, b〉, where there are q ≤ min(p, d) coordinates i ∈ [[1, p]] such that ai > 0 or bi < 1.
From the discussion above, we deduce the bound

‖T‖TV ≤
∑

v∈{0,1}d
|r̃v| ‖1Av(ξ)‖TV ≤ 2d+min(p,d)‖T‖∞.

In the case d < p, each region Av(ξ) is of the form [a, b〉 where the set J of coordinates
j ∈ [[1, p]] such that aj > 0 or bj < 1 has cardinal q ≤ d < p. If ε ∈ {0, 1}p is such
that a+ ε · (b− a) ∈ [0, 1)p and j /∈ J , then (a+ ε · (b− a))j = aj = 0. This shows
that the signed measure µS associated with S = 1[a,b〉 and defined in (24) has its
support in

FJ = {x ∈ [0, 1)p : xj = 0 for all j /∈ J} ⊂ Fd.
Since T is a linear combination of such functions, the proof is complete.

Proof of Proposition 3.5. (i) The density results from standard approximation argu-
ments, for instance, of continuous functions, which are dense in L2, by step functions.

(ii) Since L2 is a metric space, it is sufficient to consider a sequence T1, T2, . . . ∈ T
that is bounded in total variation, and show there exists a convergent subsequence.
Because (µTn)n≥1 is a sequence of signed measures that is supported on the compact
space [0, 1]p and bounded in total variation, we can extract a weakly convergent
subsequence. In fact, we can apply this argument to the sequences (µJTn)n≥1 and
assume that µJTn

w−→ µJ along some subsequence, jointly for all J ⊂ [[1, p]], where
the µJ are finite signed measures supported on FJ ⊂ [0, 1]p — note that considering
closures is necessary.
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We aim at proving ν-a.e. convergence of the sequence of functions (Tn)n≥1 — this
implies L2 convergence by the dominated convergence theorem because ν is finite
and the Tn are bounded. More precisely, we prove that

Tn(x) −→
n→∞

T (x) :=
∑

J⊂[[1,p]]
1F≥J (x)µJ([0, x]) ν-a.e., (25)

where F≥J = {x ∈ [0, 1]p : ∀j ∈ J, xj > 0}. Note that of course the limit is not
necessarily in T.

First consider a point a ∈ [0, 1]p and some J ⊂ [[1, p]]. Viewing µJTn and µJ as
measures on the space FJ , by the Portmanteau theorem, the weak convergence
µJTn

w−→ µJ implies
µJTn([0, a]) −→

n→∞
µJ([0, a])

if µJ(∂([0, aJ ])) = 0, with aJ = (aj1j∈J)j and where the boundary in the previous
expression is the topological boundary within the space FJ — not within [0, 1]p.
Notice that

• if a /∈ F≥J , that is if there exists j ∈ J such that aj = 0, then [0, a]∩FJ = ∅,
so that µJTn([0, a]) = 0 for all n ≥ 1;

• we have the inclusion

∂([0, aJ ]) ⊂
⋃
j∈J

0≤aj<1

{x ∈ [0, 1]p : xj = aj}.

Now let us define

A = {0, 1} ∪
{
t ∈ [0, 1] :

∑
J⊂[[1,p]]

p∑
j=1

µJ({x ∈ [0, 1]p : xj = t}) = 0
}
.

The setA has a countable complement in [0, 1] and therefore has Lebesgue measure 1.
Since 0, 1 ∈ A, we have ν(Ap) = 1 as well. Finally consider a ∈ Ap and let us show
that the sequence (Tn(a))n≥1 converges to T (a) defined in (25). It is sufficient to
show that µJTn([0, a]) converges to 1F≥J (a)µJ([0, a]) for any J ⊂ [[1, p]]. From the
discussion above, this is obvious whenever a /∈ F≥J . If this is not the case, we have

∂([0, aJ ]) ⊂
⋃
j∈J

0<aj<1

{x ∈ [0, 1]p : xj = aj},

which is a null µJ -measure set by construction of A, implying

µJTn([0, a]) −→ µJ([0, a]).

As this is true for all J ⊂ [[1, p]], we conclude that

Tn(a) −→
n→∞

T (a), for all a ∈ Ap,

therefore Tn → T in L2, completing the proof.

(iii) The sequence (Tn)n≥1 being bounded in total variation, it is relatively compact
in L2 by (ii). Using the identification of the possible adherence points (25) of this
sequence in the proof of the previous point, (iii) is easily deduced.
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Proof of Proposition 3.6. (i) To show that T+ is a proper metric space, it is sufficient
to show that any bounded sequence T1, T2, · · · ∈ T+ is relatively compact in L2.

The fact that the sequence (Tn)n≥1 is bounded in L2 implies that the real sequence
(Tn(1))≥1 is bounded because the reference measure ν includes a Dirac mass at 1.
Since Tn ∈ T+, the equality Tn(1) = ‖Tn‖TV holds. Therefore the sequence (Tn) is
bounded in total variation so that relative compactness is deduced from point (ii)
in Proposition 3.5.

(ii) This is a straightforward consequence of the multidimensional version of Pólya’s
uniform convergence theorem for distribution functions — for a general form of this
convergence theorem, see Billingsley and Topsøe (1967, Theorem 2).

5.3 Proofs related to Section 4

5.3.1 Proofs related to Section 4.1 and proof of Theorem 1.11

Proof of Proposition 4.1. From Definition 1.8, the function T (F ) is defined point-
wise by T (F )(x) = Eζ [T̃ (x;F, ζ)] for all x ∈ [0, 1]p. By Proposition 3.3, T̃ ( · ;F, ζ) ∈
T for all ζ. Note that it is not straightforward to define T (F ) as an expectation in
the Banach space (T, ‖·‖TV ) because of separability and measurability issues. Al-
ternatively, we can take the expectation of the random measure µ

T̃ ( · ;F,ζ) and define
µ = Eζ [µT̃ ( · ;F,ζ)] ∈ M0. It is then straightforward to see that T (F )(x) = µ([0, x])
for all x ∈ [0, 1]p so that T (F ) ∈ T with

µT (F ) = Eζ [µT̃ ( · ;F,ζ)]. (26)

We next prove that T : B → T is locally Lipschitz. Assumption (A1) plays here a
crucial role because it implies the following property: writing z = (F (xi))1≤i≤n ∈ Rn,
r = (ri)1≤i≤n with ri = ∂L

∂z
(xi, F (xi)) and

r̃(A) = −
∑n
i=1

∂L
∂z

(yi, F (xi))1{xi∈A}∑n
i=1

∂2L
∂z2 (yi, F (xi))1{xi∈A}

, A ⊂ [0, 1]p,

the maps z 7→ r and z 7→ r̃(A) are locally Lipschitz for the uniform norm on Rn.
They are indeed continuously differentiable in z so that their derivatives are locally
bounded. Furthermore, because only finitely many different functions z 7→ r̃(A)
can be generated for different regions A, the Lipschitz constant can be assumed
independent of A. Finally, since F 7→ z is linear with operator norm 1, the maps
F 7→ r and F 7→ r̃(A) are locally Lipschitz functions on B.

As in Remark 2.2, we shall consider that the splitting scheme ξ depends on the
auxiliary randomness ζ and let T̃ ( · ;F, ξ) denote the gradient tree with splitting
scheme ξ. Let us recall that the distribution Pβ,K of ξ depends (implicitly) on
on the vector of residuals r and that the splitting scheme ξ induces a partition
(Av)v∈{0,1}d . Then the leaf values of the gradient trees are given by (r̃(Av))v∈{−1,1}d

— not by (r(Av)v∈{−1,1}d) as in the case of regression trees. The gradient tree can
thus be written

T̃ ( · ;F, ξ) =
∑

v∈{0,1}d
r̃(Av)1Av .
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As in the proof of Proposition 2.5, we first analyze the case of a fixed splitting scheme
ξ inducing a fixed partition (Av)v∈{0,1}d . Since the maps F 7→ r̃(Av), v ∈ {0, 1}d,
are locally Lipschitz, there exists, for any R ≥ 0, a constant C ≥ 0 that does not
depend on the splitting scheme ξ and such that

‖T̃ ( · ;F, ξ)− T̃ ( · ;F ′, ξ)‖∞ ≤ C‖F − F ′‖∞,

for all F, F ′ ∈ B with max(‖F‖∞, ‖F ′‖∞) ≤ R. Since ξ is induced by a d-depth
splitting scheme, Proposition 3.3 implies

‖µ
T̃ ( · ;F,ξ) − µT̃ ( · ;F ′,ξ)‖TV ≤ 4d‖T̃ ( · ;F, ξ)− T̃ ( · ;F ′, ξ)‖∞

≤ 4dC‖F − F ′‖∞. (27)

Next, we compare T (F ) and T (F ′) for F, F ′ ∈ B. With similar notation as in
the proof of Proposition 2.5, we denote by r = (ri)1≤i≤n (resp. r′ = (r′i)1≤i≤n) the
residuals and by Pβ,K (resp. P ′β,K) the splitting scheme distribution associated with
F (resp. F ′). Equation (26) can be rewritten as

µT (F ) =
∫
µ
T̃ ( · ;F,ξ)

dPβ,K
dP0

dP0.

The same equation holds for µT (F ′) with F replaced by F ′ and Pβ,K by P ′β,K . We
deduce, as in Equation (22),

‖T (F )− T (F ′)‖TV = ‖µT (F ) − µT (F ′)‖TV

≤
∫
‖µ

T̃ ( · ;F,ξ) − µT̃ ( · ;F ′,ξ)‖TV
dPβ,K
dP0

(ξ)P0(dξ)

+
∫
‖µ

T̃ ( · ;F ′,ξ)‖TV

∣∣∣∣dPβ,KdP0
(ξ)−

dP ′β,K
dP0

(ξ)
∣∣∣∣P0(dξ).

The end of the proof is then similar to the end of the proof of Proposition 2.5: the first
term is bounded from above by Equation (27) and the second one by Equation (23)
together with the fact that the vector of residuals r is locally Lipschitz in F .

The following lemma is a simple consequence of Assumption (A2) and is crucial
for controlling the total variation of gradient trees, which is needed in the proof of
Theorem 4.3.

Lemma 5.1. Under Assumption 1.8, for C > 0, define

M(C) = sup
(y,z):L(y,z)≤C

∣∣∣∣∣∂L∂z (y, z)
/ ∂2L

∂z2 (y, z)
∣∣∣∣∣ <∞.

Let F ∈ T be such that Ln(F ) = ∑n
i=1 L(yi, F (xi)) ≤ C. Then

‖T̃ ( · ;F, ζ)‖∞ ≤M(C), ‖T̃ ( · ;F, ζ)‖TV ≤ 4dM(C), (28)

and consequently ‖T (F )‖TV ≤ 4dM(C).
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Proof. Because the loss function is non negative, the inequality Ln(F ) ≤ C yields
L(yi, F (xi)) ≤ C for all i = 1, . . . , n and Assumption (A2) implies∣∣∣∣∣ ∂L(yi, F (xi))

∂2L(yi, F (xi))

∣∣∣∣∣ ≤M(C), i = 1, . . . , n,

where we use the short notation ∂L and ∂2L for the first and second order partial
derivatives of L with respect to the second variable. Let (Av)v∈{0,1}d be the leaves
of T̃ ( · ;F, ξ) so that

T̃ ( · ;F, ξ) =
∑

v∈{0,1}d
r̃(Av)1Aj

with
r̃(Aj) = −

∑
i:xi∈Aj ∂L(yi, F (xi))∑
i:xi∈Aj ∂

2L(yi, F (xi))
.

We finally observe that

|r̃(Av)| ≤
∑
i:xi∈Av ∂

2L(yi, F (xi))
∣∣∣ ∂L(yi,F (xi))
∂2L(yi,F (xi))

∣∣∣∑
i:xi∈Av ∂

2L(yi, F (xi))
≤M(C)

because we recognize a weighted average of terms bounded from above by M(C).
This implies the bound for the uniform norm in Equation (28), and the bound in
total variation follows from Proposition 3.3. The last bound is deduced from (28)
and the fact that we have ‖T (F )‖TV ≤ E[‖T̃ ( · ;F, ζ)‖TV].

Proof of Theorem 4.3. Because the operator T is Lipschitz as proven in Proposi-
tion 4.1, the Cauchy–Lipschitz theorem implies the local existence and uniqueness
of solutions for Equation (15). It follows that, with the initial condition F (0) = F0,
there exists a unique local solution of (15) and that this solution can be extended
uniquely into a maximal solution, still noted F , defined on a maximal interval [0, t∗).
We need to prove that t∗ = +∞. For the sake of clarity, we write Ft for the solution
at time t and Ft(x) for its evaluation at x. We first prove that the function

t 7→ Ln(Ft) =
n∑
i=1

L(yi, Ft(xi))

is non-increasing on [0, t∗). Indeed, its derivative is equal to

d
dtLn(Ft) =

n∑
i=1

( d
dtFt(xi)

) ∂L
∂z

(yi, Ft(xi))

=
n∑
i=1
T (Ft)(xi)

∂L

∂z
(yi, Ft(xi))

= −Eζ

 ∑
v∈{0,1}d

(∑n
i=1

∂L
∂z

(yi, Ft(xi))1Av(xi)
)2

∑n
i=1

∂2L
∂z2 (yi, Ft(xi))1Av(xi)

 (29)

≤ 0.
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The second equality uses the fact that (Ft)t∈[0,t∗) is a solution of (15). The third
equality uses Definitions 1.2 and 1.10 where the partition (Av)v∈{0,1}d depends on
the external randomness ζ. The derivative being non-positive, we have proved that
t 7→ Ln(Ft) is non-increasing on [0, t∗).

Consider the level set

Λ := {G ∈ T : Ln(G) ≤ Ln(F0)}.

We have just proved that t 7→ Ln(Ft) is non-increasing so that Ft ∈ Λ for all
t ∈ [0, t∗). Therefore, by Lemma 5.1, there exists a constant C > 0 such that
‖T (Ft)‖TV ≤ C for all t ∈ [0, t∗). We deduce that for all 0 ≤ t ≤ s < t∗,

‖Fs − Ft‖TV =
∥∥∥∥∫ s

t
T (Fu) du

∥∥∥∥
TV
≤ C(s− t).

If t∗ were finite, this would imply that (Ft) is Cauchy as t → t∗, contradicting the
maximality assumption of the solution (F (t))t∈[0,t∗). We deduce that t∗ = +∞ and
that the total variation norm of Ft increases at most linearly.

Proof of Theorem 1.11 (i). Using the fact that T is a locally Lipschitz operator of
(B, ‖·‖∞), as mentioned in Remark 4.2, the proof is the same as above.

5.3.2 Proofs related to Section 4.2 and proof of Theorem 1.9

The following Lemma is crucial for the proof of Proposition 4.5 below.

Lemma 5.2. Let L satisfy Assumption 1.8 and consider K1 (resp. K2) a finite
(resp. compact) subset of R. Then there exists λ0 > 0 such that for all λ ∈ (0, λ0],
k ≥ 1, y1, . . . , yk ∈ K1 and z1, . . . , zk ∈ K2, the following inequality holds

k∑
i=1

L(yi, zi + λz) ≤
k∑
i=1

L(yi, zi), with z = −
∑k
i=1

∂L
∂z

(yi, zi)∑k
i=1

∂2L
∂z2 (yi, zi)

.

Proof. Fix y1, . . . , yk ∈ K1 and z1, . . . , zk ∈ K2 and define

h(u) =
k∑
i=1

L(yi, zi + u), u ∈ R.

By Taylor’s approximation, we have

h(u)− h(0) = uh′(0) + u2

2 h
′′(θu),

for some θ ∈ [0, 1]. Therefore, for z = −h′(0)/h′′(0),

h(λz)− h(0) = −λh
′(0)2

h′′(0) + λ2

2
h′(0)2

h′′(0)2h
′′(θλz)

= −λh
′(0)2

h′′(0)

(
1− λ

2
h′′(θλz)
h′′(0)

)
,
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for some θ ∈ [0, 1]. We need to prove that uniformly in k ≥ 1, y1, . . . , yk ∈ K1,
z1, . . . , zk ∈ K2 and θ ∈ [0, 1], the last expression is non-positive for λ small enough,
which amounts to showing that

λ ≤ 2h
′′(θλz)
h(0) = 2

∑k
i=1

∂2L
∂z2

(
yi, zi − θλ

∑
i
∂L
∂z

(yi,zi)∑
i
∂2L
∂z2 (yi,zi)

)
∑k
i=1

∂2L
∂z2 (yi, zi)

. (30)

Using the fact that L(y, z) is C2 in z with ∂2L
∂z2 (y, z) > 0, first let

M := max
y∈K1,z∈K2

∣∣∣∣∣
∂L
∂z

(y, z)
∂2L
∂z2 (y, z)

∣∣∣∣∣ <∞
and

λ0 := min
y∈K1,z∈K2,θ∈[−1,1]

2
∂2L
∂z2 (y, z + θM)

∂2L
∂z2 (y, z)

> 0.

Clearly, for all k ≥ 1, y1, . . . , yk ∈ K1, z1, . . . , zk ∈ K2and λ ≤ λ0 ∧ 1, the inequal-
ity (30) is satisfied, concluding the proof.

Proof of Proposition 4.5. The proof relies on Lemma 5.2. Let K be a compact set
containing the interval [F0 − δ, F0 + δ] with F0 the initial value of the boosting
procedure and δ > 0. Let λ0 as in Lemma 5.2 and λ ∈ (0, λ0]. We prove that ‖F̂ λ

m−
F0‖∞ ≤ δ implies Ln(F̂ λ

m+1) ≤ Ln(F̂ λ
m). Consider a leaf of the tree T ( · ; F̂ λ

m, ζm+1)
that contains the values (xi)i∈I for some I ⊂ [[1, n]]. Applying Lemma 5.2 with
k = card(I) and zi = F̂ λ

m(xi) ∈ K for i ∈ I, we obtain∑
i∈I

L(yi, F̂ λ
m+1(xi)) ≤

∑
i∈I

L(yi, F̂ λ
m(xi)).

In words, the updated model reduces the error within each leaf. Summing over all
leaves, we get Ln(F̂ λ

m+1) ≤ Ln(F̂ λ
m) so that the updated model reduces the training

error. This shows that the training error is non-increasing as long as (F̂ λ
m)m≥0

remains in the ball ∆ = {F : ‖F − F0‖∞ ≤ δ}.

We next evaluate the time needed to exit ∆. Let C = Ln(F0) be the initial value of
the training error. By Lemma 5.1, Ln(F̂ λ

m) ≤ C implies

‖T ( · ; F̂ λ
m, ζm+1)‖∞ ≤M := M(C) a.s.,

whence we deduce

‖F̂ λ
m+1 − F̂ λ

m‖∞ = λ‖T ( · ; F̂ λ
m, ζm+1)‖∞ ≤ λM a.s.

As long as (F̂ λ
m)m≥0 remains in ∆, the training error is non-increasing and hence

lower than its initial value Ln(F0) = C and this implies ‖F λ
m+1 − F λ

m‖∞ ≤ λM . To
exit ∆, the chain must travel the distance δ at speed less than λM so that at least
δ/(λM) iterations are needed. Renormalizing time, we get that t 7→ Ln(F̂ λ

[t/λ]) does
not exit ∆ and is non-increasing on [0, T ] with T = δ/M . Since δ > 0 is arbitrary
and M depends only on C = Ln(F0), we conclude the proof by taking δ = MT and
choosing λ0 accordingly.
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Proof of Theorem 4.4 (i).
The proof of Proposition 4.1 is easily adapted to prove that T + and T − are lo-
cally Lipschitz from (B, ‖·‖∞) into (T, ‖·‖TV). Indeed, with exactly the same proof,
Equation (27) can be modified into

‖T̃+( · ;F, ξ)− T̃+( · ;F ′, ξ)‖TV = ‖µ+
T̃ ( · ;F,ξ)

− µ+
T̃ ( · ;F ′,ξ)

‖TV

≤ 4dC‖F − F ′‖∞,

and similarly for the negative part T̃−( · ;F, ξ)− T̃−( · ;F ′, ξ).

Because a functions F ∈ L2
x is well defined at (xi)1≤i≤n and because the softmax

gradient trees T̃±( · ;F, ξ) depends on F only through the values (F (xi))1≤i≤n, the
operators T +, T + : L2

x → L2
x are well defined and also locally Lipschitz as

‖T ±(F )− T ±(F )‖L2
x ≤ ‖T

±(F )− T ±(F )‖TV

≤ C max
1≤i≤n

|F (xi)− F ′(xi)|

≤ nC‖F − F ′‖L2
x .

The fact that T ± are locally Lipschitz operators implies the existence and unique-
ness of local solutions to the ODE (20). Proving that the local solution started at
(F+

0 , F
−
0 ) at time t = 0 can be extended uniquely into a maximal solution on [0,∞)

is done exactly as in the proof of Theorem 4.3 and the existence and uniqueness of
global solutions follows.

When (F+
0 , F

−
0 ) ∈ T+ × T+, the integral representation

F±(t) = F±0 +
∫ t

0
T ±(F (s))ds, t ≥ 0,

implies that F±(t) ∈ T+ because T ±(F (s)) ∈ T+ for all s ∈ [0, t]. Considering the
difference between the positive and negative components, we get

F (t) = F (0) +
∫ t

0
T (F (s))ds, t ≥ 0,

proving that (F (t))t≥0 is the solution to ODE (15) started at F0.

Proof of Theorem 4.4 (ii). Our strategy is the following:

• Step 1 — tightness. We consider a sequence λ = λ(N) → 0 and prove that
the sequence of processes (F̂ λ+

[t/λ], F̂
λ−
[t/λ])t≥0 is tight in D([0,∞), L2

x × L2
x). We

use here the fact that the processes take their values in T+ ⊂ L2
x which is a

proper metric space, i.e. in which bounded sets are relatively compact.

• Step 2 — identification of the limit. We show that the weak convergence

(F̂ λ+
[t/λ], F̂

λ−
[t/λ])t≥0

d−→ (F̃+
t , F̃

−
t )t≥0 in D([0,∞), L2

x × L2
x) (31)

along a subsequence λ(N) → 0 implies that the limit (F̃+
t , F̃

−
t ) is the unique

solution of the ODE in L2
x × L2

x considered in Theorem 4.4 (i). We use here
the convergence of martingales associated with the Markov chain.
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Steps 1 and 2 together imply the announced convergence in D([0,∞), L2
x × L2

x).

• Proof of Step 1 — tightness.
Fix T > 0. By Proposition 4.5, for λ ∈ (0, λ0], where λ0 may depend on T , the
training error t 7→ Ln(F̂ λ

[t/λ]) is a.s. non-increasing on [0, T ] and hence bounded from
above by its initial value C = Ln(F0). Then Lemma 5.1 implies the following control
of the increments: for 0 ≤ t1 ≤ t2 ≤ T ,∥∥∥F̂ λ±

[t2/λ] − F̂
λ±
[t1/λ]

∥∥∥
TV
≤ λ ([t2/λ]− [t1/λ]) 4dM. (32)

Indeed, there are [t2/λ] − [t1/λ] increments, each with norm less than λ4dM . This
implies the following global control in total variation norm:

‖F̂ λ±
[t/λ]‖TV ≤ ‖F0‖TV + 4dMT, t ∈ [0, T ].

We deduce that the Markov chain remains up to time T in the set

K := {F ∈ T+ : ‖F‖L2
x ≤ ‖F0‖TV + 4dMT},

which is a compact subset of T+ according to Proposition 3.6. This proves a compact
containment condition: for all λ ∈ (0, λ0],

P((F̂ λ+
[t/λ], F̂

λ−
[t/λ]) ∈ K ×K, t ∈ [0, T ]) = 1.

Furthermore, Inequality (32) allows to control the modulus of continuity of the path
t 7→ F λ±

[t/λ]. We define, for δ > 0,

ωF̂λ±(δ) = sup
0≤t1≤t2≤T
|t1−t2|<δ

∥∥∥F̂ λ±
[t2/λ] − F̂

λ±
[t1/λ]

∥∥∥
TV
.

Inequality (32) implies
ωF̂λ±(δ) ≤ (δ + λ)4dM a.s.

Taking δ < η/(2 · 4dM) and λ ≤ inf(δ, λ0), we have

P (ωF̂λ±(δ) ≥ η) = 0.

According to Ethier and Kurtz (1986, Chapter 3, Corollary 7.4), we obtain the
tightness in D([0,∞), L2

x×L2
x) of the sequence of processes (F̂ λ+

[t/λ], F̂
λ−
[t/λ])t≥0 , where

λ = λ(N)→ 0 is an arbitrary sequence.

• Proof of Step 2 — identification of the limit.
Assume the weak convergence (31) along a subsequence λ = λ(N) → 0. Consider
the processes (Gλ±

t )t≥0 in D([0,∞), L2
x × L2

x) defined by

Gλ±
t = F̂ λ±

[t/λ] − F0 −
∫ t

0
T ±(F̂ λ

[s/λ]) ds, t ≥ 0.

We take here the (Bochner-)integral of an L2
x-valued function and refer to Diestel

and Uhl (1977) for integration in Banach spaces. We will only integrate locally
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bounded L2
x-valued functions, which are Bochner-integrable simply because L2

x is
separable. In this context the integral behaves mostly as usual: in particular, for a
continuous integrand t 7→ ϕ(t), the function t 7→

∫ t
0 ϕ(s) ds is C1 with derivative ϕ.

Consider the map Φ : D([0,∞)L2
x × L2

x)→ D([0,∞), L2
x × L2

x) defined by Φ(F±) =
G± with

G±t = F±t − F±0 −
∫ t

0
T ±(F+

s − F−s )ds, t ≥ 0.

Because Φ is continuous and (F̂ λ±
[t/λ])t≥0

d−→ (F̃±t )t≥0, the continuous mapping theo-
rem (Billingsley, 1999, Theorem 2.7) implies the convergence

(Gλ±
t )t≥0 = Φ((F̂ λ±

[t/λ])t≥0) d−→ Φ((F̃±t )t≥0). (33)

On the other hand, consider the discrete time processes

Mλ±
m = F̂ λ±

m − F±0 − λ
m∑
k=1
T ±(F̂ λ

k )ds, m ≥ 0. (34)

Its increments are given by

Mλ±
m+1 −Mλ±

m = F̂ λ±
m+1 − F̂ λ±

m − λT ±(F̂ λ
m)

= λT±( · ; F̂ λ
m, ζm+1)− λE[T±( · ; F̂ λ

m, ζm+1) | F̂ λ
m], m ≥ 0.

This shows that (Mλ±
m )m≥0 are martingales with respect to the filtration Fm =

σ(ζk, 1 ≤ k ≤ m), m ≥ 0, with values in L2
x. More precisely, (Mλ±

m )m≥0 are square-
integrable martingales with values in the separable Hilbert space L2

x. For the exis-
tence of conditional expectation and properties of square-integrable martingales in
Hilbert spaces, we refer to Métivier (1982). Here we will use only basic properties
that are satisfied exactly as in the scalar case, namely the fact that

E
[
‖Mλ±

m ‖2
L2

x

]
=

m∑
k=1

E
[
‖Mλ±

k −Mλ±
k−1‖2

L2
x

]
, (35)

and Doob’s inequality

E
[

sup
0≤k≤m

‖Mλ±
k ‖2

L2
x

]
≤ 4E

[
‖Mλ±

k ‖2
L2

x

]
. (36)

We prove below that, as N →∞,

sup
0≤t≤T

∥∥∥Gλ±
t −Mλ±

[t/λ]

∥∥∥
L2

x
−→ 0 a.s., (37)

and
sup

0≤t≤T

∥∥∥Mλ±
[t/λ]

∥∥∥
L2

x
−→ 0 in probability. (38)

Equation (37) is rather straightforward and consists in handling a boundary term.
Indeed, writing the sum in Equation (34) as an integral, we get

Mλ±
[t/λ] = F̂ λ±

[t/λ] − F
±
0 −

∫ λ[t/λ]

0
T ±( · ; F̂ λ

[s/λ]) ds

35



and
Gλ±
t −Mλ±

[t/λ] =
∫ t

λ[t/λ]
T ±( · ; F̂ λ

[s/λ]) ds.

By the triangle inequality, we deduce

sup
0≤t≤T

∥∥∥Gλ±
t −Mλ±

[t/λ]

∥∥∥
L2

x
≤ λ sup

0≤s≤T

∥∥∥T ±( · ; F̂ λ
[s/λ])

∥∥∥
L2

x
.

Since ‖·‖L2
x ≤ ‖·‖TV, by Proposition 4.5 and the proof of tightness above, the supre-

mum remains bounded for λ ∈ (0, λ0] whence we deduce the almost sure convergence
to 0 as λ(N)→ 0.

For the proof of (38), consider (35) with m = [T/λ] and λ ∈ (0, λ0]. We get

E
[
‖Mλ±

m ‖2
L2

x

]
=

m∑
k=1

E
[
‖Mλ±

k −Mλ±
k−1‖2

L2
x

]
,

= λ2
m∑
k=1

E
[
‖T±( · ; F̂ λ

m, ζm+1)− T ±(F̂ λ
m)‖2

L2
x

]
.

Again because ‖·‖L2
x ≤ ‖·‖TV and since T±( · ; F̂ λ

m, ζm+1) and T ±(F̂ λ
m) are almost

surely bounded in total variation by a deterministic constant, we have E
[
‖Mλ±

m ‖2
L2

x

]
=

O(λ)→ 0. An application of Doob’s inequality (36) is enough to conclude.

Putting (37) and (38) together, we get

(Gλ±
t )t≥0

d−→ 0 in D([0,∞), L2
x × L2

x),

so that (33) becomes

F̃±t = F̃±0 +
∫ t

0
T ±(F̃+

s − F̃−s ) ds, t ≥ 0.

In other words, (F̃±)t≥0 is the solution to the ODE (20).

Proof of Theorem 1.9. We assume here that, for all t ∈ [0, T ], F̂+
t and F̂−t are

continuous on [0, 1]p and that t 7→ F̂±t are continuous for the uniform norm — this
is a consequence of Proposition 4.11 below. Let us fix T > 0, ε > 0 and δ > 0 such
that

sup
t,s∈[0,T ]
|t−s|≤δ

‖F̂±t − F̂±s ‖∞ ≤ ε. (39)

Let us also fix a subdivision 0 = t0 < t1 < · · · < tk = T with ti − ti−1 ≤ δ.
Using Skorokod’s representation theorem in the separable space D([0,∞), L2

x×L2
x),

let us assume that (F̂ λ±
[t/λ])t≥0 → (F̂±t )t≥0 almost surely. Because the F±ti are contin-

uous and in T+, Proposition 3.6 (ii) implies

‖F̂ λ±
[ti/λ] − F̂

±
ti
‖∞ −→ 0, 0 ≤ i ≤ k (40)

almost surely as λ→ 0. By construction F̂ λ±
[t/λ](x) is non-decreasing in t for all x, so

that we have
F̂ λ±

[ti−1/λ] ≤ F̂ λ±
[t/λ] ≤ F̂ λ±

[ti/λ], for t ∈ [ti−1, ti].
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By the construction of the subdivision (ti)0≤i≤k based on Equation (39), we deduce

‖F̂ λ±
[t/λ] − F̂

±
t ‖∞ ≤ max

(
‖F̂ λ±

[ti−1/λ] − F̂
±
t ‖∞, ‖F̂ λ±

[ti/λ] − F̂
±
t ‖∞

)
≤ max

(
‖F̂ λ±

[ti−1/λ] − F̂
±
ti−1
‖∞, ‖F̂ λ±

[ti/λ] − F̂
±
ti
‖∞
)

+ 2ε

Therefore Equation (40) implies lim supλ→0‖F̂ λ±
[t/λ] − F̂±t ‖∞ ≤ ε. Since ε > 0 is

arbitrary, this concludes the proof of Theorem 1.9.

5.3.3 Proofs related to Section 4.3

Proof of Proposition 4.6.

(i) This monotonicity property is established in the proof of Theorem 4.3, see
Equation (29).

(ii) Because L is convex and differentiable with respect to the second variable,
the initialization (5) implies that r̄t = 0 at time t = 0. Similarly as in Equa-
tion (29), the derivative with respect to t ≥ 0 is given by

d
dt r̄t = 1

n

n∑
i=1
T (Ft)(xi)

∂2L

∂z2 (yi, F̂t(xi))

= − 1
n
Eζ

 ∑
v∈{0,1}d

n∑
i=1

∂L

∂z
(yi, F̂t(xi))1Av(xi)


= −r̄t. (41)

In the second line, for each term indexed by v, a factor∑n
i=1

∂L2

∂z2 (yi, F̂t(xi))1Av(xi)
is canceling out. The third line follows because the sum of all terms is equal
to r̄t and does not depend on the randomness ζ.

Equation (41) implies that r̄t = r̄0e
−t. This is equal to 0 for initialization (5).

Interestingly, a different initialization would provide an exponentially fast de-
cay of the residuals mean.

The following Lemma will be used in the proof of Proposition 4.8.

Lemma 5.3. Let (xi, ri)1≤i≤n and (β,K, d) be fixed. Consider J ⊂ [[1, p]] with
|J | ≤ d and define

A(h) = {x ∈ [0, 1]p : ∀j ∈ J, xj < hj}, h ∈ [0, 1]J .

Then for any h0 ∈ [0, 1]p and % > 0, there exists q > 0 such that

Pβ,K
(
A0(ξ) = A(h) for some h such that ‖h− h0‖∞ ≤ %

)
≥ q,

where Pβ,K is the splitting scheme distribution in Equation (19) and A0(ξ) is the
region containing 0 in the partition associated to ξ. Furthermore, the constant q
depends only on p, β,K, d, % and R := maxi|ri|.
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Proof of Lemma 5.3. We first consider the case β = 0, i.e. Pβ,K = P0, and prove
that the event

Eh0,% = {A0(ξ) = A(h) for some h such that ‖h− h0‖∞ ≤ %}

satisfies P0(Eh0,%) ≥ q with q > 0 depending only on p, d and %. Possibly shifting
h0 by a small distance and reducing %, we may assume without loss of generality
that h0 ∈ [%, 1− %]J . For simplicity, assume first that |J | = d, and let j1 < · · · < jd
be the increasing enumeration of J . We recall the notation ξ = (jv, uv)v∈Td−1 and
observe that the region A0(ξ) containing 0 depends only of the values (jv, uv) for
the d leftmost nodes in Td−1 that we denote by v1, v2, . . . , vd. We then have

P0(Eh0,%) ≥ P0
(
∀k ∈ [[1, d]], jvk = jk and uvk ∈ [hjk0 − %, hjk0 + %]

)
=
(2%
p

)d
=: q.

This simple argument is adapted to the case when |J | = r < d by considering the
sequence j1 < · · · < jr = . . . = jd and noting that ξ ∈ Eh0,% if and only if

jvk = jk and uvk ∈ [hjk0 − %, hjk0 + %], for k = 1, . . . , r − 1,

and
jvr = · · · = jvd = jr,

r∏
k=r

uvd ∈ [hjr0 − %, hjr0 + %].

Further details are left to the reader.

Next we consider the case β > 0. Since Pβ,K is absolutely continuous with respect
to P0 according to Proposition 2.1, we can write

Pβ,K(Eh0,%) =
∫
Eh0,%

dPβ,K
dP0

(ξ) P0(dξ).

We prove that the Radon-Nykodym derivative (19) is bounded from below by a
positive constant. By definition each of the ∆(skv , ukv ;Av(ξ)) is a nonnegative poly-
nomial with degree 2 in the (ri) and with coefficients bounded by 2. Therefore there
is a uniform bound

0 ≤ ∆(skv , ukv ;Av(ξ)) ≤ C,

where C depends only on R := maxi|ri|. This implies that each factor in (19)
satisfies

exp(β∆(s1
v, u

1
v;Av(ξ)))∑K

k=1 exp(β∆(skv , ukv ;Av(ξ)))
≥ 1

1 + (K − 1)eβC .

We deduce that the Radon-Nykodym derivative (19) is bounded from below by a
positive constant depending only on β,K, d and R. Since P0(Eh0,%) ≥ q, this yields
a lower bound for Pβ,K(Eh0,%) and concludes the proof.

Proof of Proposition 4.8. It is trivially checked that, for F ∈ B, the nullity of the
residuals ri = ∂L

∂z
(yi, F (xi)) implies T (F ) = 0. We prove here the converse implica-

tion under assumption (A5). We consider F ∈ B such that (ri)1≤i≤n 6= 0, and our
goal is to show that T (F ) 6= 0.
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Recall from (29) that we can write

n∑
i=1
T (F )(xi)ri = −Eξ

 ∑
v∈{0,1}d

(∑n
i=1 ri1Av(xi)

)2

∑n
i=1

∂2L
∂z2 (yi, F (xi))1Av(xi)

 .
It is therefore sufficient to show that the sum under the expectation is not null
with positive probability. All the terms being nonnegative, we show that the term
corresponding to the region A0 is positive with positive probability. Consider the
set of indices i ∈ [[1, n]] such that ri 6= 0, and among those, fix i0 such that xi0
is minimal for the lexicographic order on [0, 1]p. Under assumption (A5), there is
J such that the (xJi )i are pairwise distinct, which ensures the positivity of % =
min1≤i1<i2≤n‖xJi1 − xJi2‖∞ > 0. By definition of i0 and %, for h ∈ (xJi0 , xJi0 + %)
(addition by % meant componentwise), the region A(h) contains only one point xi
corresponding to a non-null residual and this point is xi0 . Lemma 5.3 shows that

Pβ,K
(
A0(ξ) = A(h) for some h ∈ (xJi0 , x

J
i0 + %)

)
> 0.

On this event, we have (∑n
i=1 ri1A0(xi))2 = r2

i0 > 0 and the sum is positive. This
implies that ∑n

i=1 T (F )(xi)ri 6= 0 and hence T (F ) 6= 0.

Proof of Proposition 4.10. According to Proposition 4.6, the non-negative function
t 7→ Ln(F̂t) is non-increasing. We denote by ` ≥ 0 its limit as t → +∞ and we
prove that ` = 0. We proceed by contradiction and assume that ` > 0. Then we
will prove below that

sup
t≥0

d
dtLn(F̂t) ≤ −η for some η > 0,

whence Ln(F̂t) ≤ Ln(F̂0)− ηt, yielding a contradiction because the function is non-
negative.

We will use the following properties of Ln:

(i) for fixed (yi)1≤i≤n and `1 > 0, there is a constant R > 0 such that Ln(F ) ≤ `1
implies

max
1≤i≤n

∣∣∣∂L
∂z

(yi, F (xi))
∣∣∣ ≤ R;

(ii) for fixed (yi)1≤i≤n and `0 > 0, there is a constant δ > 0 such that Ln(F ) ≥ `0
implies

max
1≤i≤n

∣∣∣∂L
∂z

(yi, F (xi))
∣∣∣ ≥ δ.

The first point relies on the fact that z 7→ L(y, z) is convex and non-negative for all y
(Assumption 1.8). The second point uses the fact that z 7→ L(y, z) has infimum 0
(Assumption (A3)); then Ln(F ) ≥ `0 implies L(yi, F (xi)) ≥ `0/n for some i, so
that F (xi) is far from the minimizer of the convex function z 7→ L(yi, z) and the
(non-increasing) derivative must be bounded away from 0.
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We let `0 = ` > 0 and `1 = Ln(F̂0). Note that `0 ≤ Ln(F̂t) ≤ `1 for all t ≥ 0 so that
we can make use of the bound (i) and (ii) above. By (29), d

dtLn(F̂t) = ∑
i T (F̂t)(xi)ri

where
n∑
i=1
T (F̂t)(xi)ri = −Eξ

 ∑
v∈{0,1}d

(∑n
i=1 ri1Av(xi)

)2

∑n
i=1

∂2L
∂z2 (yi, F (xi))1Av(xi)

 ,
where we use again, for conciseness, the notation ri = ∂L

∂z
(yi, F̂t(xi)). We need

to provide a lower bound for ∑n
i=1 T (F )(xi)ri when `0 ≤ Ln(F ) ≤ `1 and use a

similar argument as in the proof of Proposition 4.8. Let J be the set of coordinates
appearing in (A5) and set % = 1

2 mini1 6=i2‖xJi1 − xJi2‖∞ > 0. Consider the sets

A(h) = {x ∈ [0, 1]p : xj < hj for all j ∈ J}, h ∈ [0, 1]J .

By (ii) above, Ln(F ) ≥ `0 implies that there is an index i0 such that |ri0| ≤ δ.
Introducing the function

S(h) =
n∑
i=1

ri1A(h)(xi),

we have
ri0 =

∑
v∈{−1,1}J

σvS(xi + %v) with σv = (−1)
∑

k
1vk=−1 . (42)

This is due to the fact that S is a tree function on [0, 1]J with µS = ∑n
i=1 riδxJi and

that xJi0 is the only atom in the hypercube [xJi0 − %, xJi0 + %] — addition by % meant
componentwise. Then the bound ri0 ≥ δ together with Equation (42) imply that

|S(xi0 + %v)| ≥ 2−|J ||ri0| ≥ 2−dδ

for some v ∈ {−1, 1}J . Furthermore, by construction we have S(h) = S(xi + %v)
for all h such that ‖h − xJi0 − %v‖∞ < %. Now we use Lemma 5.3 to bound from
below the probability of the event

E = {A0(ξ) = A(h) for some h ∈ [xJi0 − %, xJi0 + %]}

More precisely, we have Pβ,K(E) ≥ q > 0, where q depends only on p, β,K, d, %
and R ≥ maxi|ri|. By point (i) above, R depends on `1 but not on F satisfying
Ln(F ) ≤ `1. On the event E, we have

(∑n
i=1 ri1A(h)

)2
≥ 4−dδ2 and, by (A4),

n∑
i=1

∂2L

∂z2 (yi, F (xi))1A(h) ≤ nC,

where C depends only on R and the (yi). Therefore on the event E, we have(∑n
i=1 ri1A(h)

)2

∑n
i=1

∂2L
∂z2 (yi, F (xi))1A(h)

≥ 4−dδ2

nC
,

whence we deduce

Eξ

 ∑
v∈{0,1}d

(∑n
i=1 ri1Av(xi)

)2

∑n
i=1

∂2L
∂z2 (yi, F (xi))1Av(xi)

 ≥ q
4−dδ2

nC
> 0.
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This proves that Ln(F̂t) → 0. It follows that L(yi, F̂t(xi)) → 0 for all i. Since 0 is
the infimum of the convex function z 7→ L(yi, z), the convergence ∂L

∂z
(yi, F̂t(xi))→ 0

holds for the derivative as well, ending the proof.

Our proof of Proposition 4.11 relies on the following lemma.

Lemma 5.4. For all F ∈ B, T (F ) ∈ W and the mapping T : (B, ‖·‖∞) →
(W, ‖·‖W ) is locally Lipschitz. Furthermore, the same is true for T + and T −.

Similarly as in Remark 4.2, the inclusion W ⊂ B with norm inequality ‖F‖∞ ≤
π0([0, 1]p)‖F‖W for all F ∈ W implies that T can be seen as a locally Lipschitz
operator on (W, ‖·‖W).

Proof of Lemma 5.4. We consider only the proof for T which is easily adapted for
T + and T − by considering the positive and negative part of the gradient trees. It
is enough to prove the following properties:

(i) for all F ∈ B, there is M ≥ 0 such that

|µT (F )(A)| ≤Mπ0(A), for all borel set A ⊂ [0, 1]p;

(ii) for all R > 0, there exists M ≥ 0 such that for all F and F ′ ∈ B satisfying
max(‖F‖∞, ‖F ′‖∞) ≤ R,

|µT (F )(A)− µT (F ′)(A)| ≤M‖F − F ′‖∞π0(A), for all borel set A ⊂ [0, 1]p.

Proof of (i). According to Proposition 3.3 and its proof, for each splitting scheme ξ,
the measure associated to the gradient tree T̃ ( · ;F, ξ) is a point measure with atoms
at the vertices in [0, 1)p of the partition (Av(ξ))v∈{0,1}d and each atom has a mass
with absolute value less than ‖T̃ ( · ;F, ξ)‖TV. By the definition of πξ, this implies

µ
T̃ ( · ;F,ξ) � πξ with

∣∣∣∣dµT̃ ( · ;F,ξ)

dπξ
(x)
∣∣∣∣ ≤ ‖T̃ ( · ;F, ξ)‖TV ≤ C,

for some C > 0 that depends only on ‖F‖∞ — this last inequality is a consequence
of Equations (27) with F ′ = 0. We deduce

|µT (F )(A)| =
∣∣∣∣ ∫ µ

T̃ ( · ;F,ξ)(A)Pβ,K(dξ)
∣∣∣∣

≤
∫ ( ∫

A

∣∣∣∣dµT̃ ( · ;F,ξ)

dπξ
(x)
∣∣∣∣ πξ(dx)

) dPβ,K
dP0

(ξ)P0(dξ)

≤
∫
C πξ(A) dPβ,K

dP0
(ξ)P0(dξ).

Since dPβ,K
dP0

(ξ) ≤ K2d−1 according to Equation (19), we get

|µT (F )(A)| ≤ CK2d−1
∫
πξ(A)P0(dξ)

= CK2d−1π0(A).
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We deduce µT (F ) � π0 with Radon-Nykodym derivative bounded by CK2d−1, so
that T (F ) ∈W.

Proof of (ii). With similar notation as in the proof of Proposition 4.1, we compute

|µT (F )(A)− µT (F ′)(A)|

≤
∫ ( ∫

A

∣∣∣∣dµT̃ ( · ;F,ξ)

dπξ
(x)−

dµ
T̃ ( · ;F ′,ξ)

dπξ
(x)
∣∣∣∣πξ(dx)

) dPβ,K
dP0

(ξ)P0(dξ)

+
∫ ( ∫

A

∣∣∣∣dµT̃ ( · ;F ′,ξ)

dπξ
(x)
∣∣∣∣πξ(dx)

) ∣∣∣∣dPβ,KdP0
(ξ)P0(dξ)−

dP ′β,K
dP0

(ξ)
∣∣∣∣P0(dξ)

≤
∫ ( ∫

A
‖T̃ ( · ;F, ξ)− T̃ ( · ;F ′, ξ)‖TV πξ(dx)

) dPβ,K
dP0

(ξ)P0(dξ)

+
∫
Cπξ(A)

∣∣∣∣dPβ,KdP0
(ξ)P0(dξ)−

dP ′β,K
dP0

(ξ)
∣∣∣∣P0(dξ)

≤ (4dCK2d−1 + CR)‖F − F ′‖∞π0(A),

where the constant C depends on R but not on F or F ′. The last inequality relies
on Equations (27) and (23).

Proof of Proposition 4.11. We consider the proof for (F̂t)t≥0 only since it can be
easily adapted to (F̂+

t )t≥0 and (F̂−t )t≥0. By Theorem 4.3, infinitesimal gradient
boosting is a solution of the ODE (15) in the space (T, ‖·‖TV) so that

F̂t = F̂0 +
∫ t

0
T (F̂s) ds, t ≥ 0.

By Lemma 5.4, T takes its value in W ⊂ T and, since F̂0 ∈ W, it implies that
F̂t ∈W for all t ≥ 0. Furthermore, T : W→W is locally Lipschitz so that (F̂t)t≥0 is
the unique solution of the ODE (15) in (W, ‖·‖W). Therefore infinitesimal gradient
boosting defines a smooth path in W.
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