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An analysis of the steepest descent method to efficiently
compute the 3D acoustic single-layer operator in the

high-frequency regime

D. Gasperini∗†‡, H-. P. Beise§, U. Schroeder∗, X. Antoine†, C. Geuzaine‡

Abstract. Using the Cauchy integral theorem, we develop the application of the steepest
descent method to efficiently compute the three-dimensional acoustic single-layer integral
operator for large wave numbers. Explicit formulas of the splitting points are derived in
the one-dimensional case to build suitable complex integration paths. The construction of
admissible steepest descent paths is next investigated and some of their properties are stated.
Based on these theoretical results, we derive the quadrature scheme of the oscillatory integrals
first in dimension one and then extend the methodology to three-dimensional planar triangles.
Numerical simulations are finally reported to illustrate the accuracy and efficiency of the
proposed approach.

Keywords. high-frequency scattering; acoustic single-layer integral operator; steepest
descent method; highly oscillatory integrals
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1 Introduction
We consider the problem of the efficient evaluation of the elementary acoustic single-layer
integral operator

Ir,∆(k) =
∫

∆

eik(‖r−r′‖+θ·r′)

‖r− r′‖ dr′, (1)

where r ∈ R3 is an observation point, ∆ is a triangle in R3 and θ is a given directional
unitary vector in R3. In addition, we set i :=

√
−1, and ‖x‖ :=

√
x · x is the euclidian norm

defined through the dot product x · y =
∑3
j=1 xjyj , for x and y in R3. The problem of the

computation of (1) arises for example in the framework of the Physical Optics approximation
and integral equations [1, 10, 25, 27], where the real-valued positive constant k is then the
wave number. It is well-known that evaluating (1) for large values of k requires a prohibitive
computational cost [9, 27], and reducing the complexity is considered as being a challenging
and important numerical problem, most particularly when trying to weaken the k-dependence
of the computational cost for example by getting a computation of Ir,∆(k) independent of k.
This is the reason why the development of new approximation methods to compute highly
oscillatory integrals [11] has received a lot of attention during the last two decades. Among
others and without being exhaustive, important achievements in this direction are related to
the Levin-type methods [11, 24, 31], the Filon-type discretization technique [2, 11, 13, 14, 19,
20, 22, 23, 31, 33] and the method of steepest descent/stationary phase [3, 4, 6, 17, 27, 28, 29,
30, 32]. Other contributions include e.g. the following references [5, 7, 8, 15, 16, 18, 21, 22, 23].
For completeness, we refer to [11, 15] for a general overview and more references. We focus
in this paper on the method of steepest descent [11] for the computation of (1).

Before attacking the full three-dimensional problem, it is standard to start in dimension
one. The basic idea of the steepest descent method is then to use the Cauchy Integral Theorem
(CIT) to replace the univariate oscillatory integral

I(k, a, b) :=
∫ b

a
f(x)eikg(x)dx (2)

by integrals along paths in the complex plane where eikg(x) is not oscillatory. Throughout
this work, f and g are assumed to be real-valued on [a, b] and analytic in a sufficiently large
complex domain that contains [a, b]. Moreover, f is supposed to be non-oscillatory on [a, b].
Now, suppose that an integration is carried out along a path where g has constant real part and
positive increasing imaginary part. Then, the key observation is that eikg(z) is non-oscillatory
and exponentially decaying for complex values of g(z), since eikg(z) = e−kIm(g(z))eikRe(g(z)).

Therefore, the steepest descent method is based on building extensions of [a, b] to a com-
plex integration contour which fulfills the previous conditions. Finally, this leads to the
following definition of the steepest descent path.

Definition 1. Let us consider the previous notations and let I = [0, T [ be an interval such
that T ∈]0,∞]. A function h : I → C which satisfies

g(h(t)) = g(h(0)) + it = g(x) + it, (3)

for all t ∈ I, is called [17] a steepest descent path of g on I with trace h∗ := h(I).
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In the following, we denote by hx a steepest descent path starting at x ∈ [a, b] (i.e.
hx(0) = x). In the steepest descent method, the goal is to build steepest descent paths
originating at the edges of [a, b], and parametrized by a positive real number t, that can be
connected by a path ϕa,b of negligible contribution to the integral. More precisely, we need
to find steepest descent paths ha, hb, both being defined on [0,∞[, and such that for every
t ≥ 0, there exists a path ϕa,b defined on [0, 1] and two real numbers ta, tb ∈ [t,∞[, with
ha(ta) = ϕa,b(0) and hb(tb) = ϕa,b(1), such that the CIT applies on the induced contour and
that the following path integral ∫

ϕa,b

f(z)eikg(z)dz → 0

as t tends to ∞. Then, the integral (2) can be rewritten as

I(k, a, b) =
∫
ha

f(z)eikg(z)dz −
∫
hb

f(z)eikg(z)dz

=
∫ ∞

0
h′a(t)f(ha(t))eikg(ha(t))dt−

∫ ∞
0

h′b(t)f(hb(t))eikg(hb(t))dt.
(4)

In [15], Huybrechs and Olver present a way to write explicitly the steepest descent paths
in the two-dimensional case. However, it is not known whether there exist some extensions
of such paths for higher dimensional problems, leading to further investigations to handle
multivariate integrals [3, 11, 18, 21, 22, 23]. Nevertheless, it is shown in [18] that the method
of steepest descent can be applied to multivariate cubatures by means of nested integrals. In
order to apply this method to the integrals of the form (1), the restriction to the corresponding
univariate form has to be investigated. Here, it turns out that in general a straightforward
application of (4) is not feasible since the validity of the CIT does not hold in all settings,
or two paths cannot always be linked by a path of negligible contribution. Such issues are
also pointed out in [4]. In the latter work, the author shows that a polar change of variables
can circumvent these issues in certain cases. Let us finally remark that recent contributions
[26, 27, 28, 29, 30, 32] developed with success the application of the numerical steepest descent
method to the Physical Optics in high-frequency electromagnetic scattering, for both linear
and quadratic phases.

In this work, we first consider the univariate version of the integral in (1). We identify
two types of potential critical points on the integration interval that have to be circumvented
by splitting the integration: firstly, stationary points of the phase function, and, secondly,
points that give steepest descent path that run into one of the two possible singularities of
the integrand in the complex plane. We give some explicit formulas for the determination of
these splitting points and show that at most one of them can be present in a given bounded
interval. We also provide explicit formulas for the steepest descent path. These paths turn
out to differ depending on the location of their starting point with respect to a splitting point
and depending on the incident direction of the wave with respect to the integration surface.
In all settings, we can prove that paths that start on the same side relative to a splitting point
allow the application of the steepest descent method, i.e. they can be connected by a path
of negligible contribution to the integral and it is ensured that the Cauchy integral theorem
applies on the resulting contour. In the investigation of the steepest descent paths in the
context of the univariate case, we also explore the method to determine them by rewriting
(3) as an ordinary differential equation. This method is further applicable when no explicit
formula for (3) is available and therefore can be considered as an alternative to the Taylor’s

3



series expansion approach given in [6]. For the integration over a two-dimensional surface we
follow [18] and write (1) as nested univariate, oscillatory integrals. But in contrast to [18],
where the general case is treated, we only consider a fixed type of integral and it turns out that
in our case, the oscillatory components in the two perpendicular directions of integration can
be decomposed as a product of two oscillatory integrals with a remaining coupled component
that only varies slowly in both variables. The latter can hence can be treated by usual
numerical methods. Numerical experiments at the end of the paper demonstrate the efficiency
and accuracy of the method for univariate and two-dimensional oscillating integrals given by
(1).

The paper is organized as follows. In Section 2, we provide the setting and introduce
some notations. Section 3 is devoted to the explicit calculation of the splitting points. The
construction and properties of admissible steepest descent paths is analyzed in Section 4.
Based on these results, we develop the integration technique in Section 5 for the univariate
case first, and then for triangular surfaces. Numerical illustrations are provided in Section 6.
Section 7 concludes the paper.

2 Settings and notations

Let us consider (1), for a triangle ∆ in R3 and a given unitary vector θ in R3. Let us introduce
a linear parametrization to map the unit triangle ∆1 defined by the corners (0, 0), (1, 0), (0, 1)
to ∆ given by the affine mapping: x 7→ Ax + b, with x = (x, y)T , A := (A`)1≤`≤2 ∈ R3×2,
A` ∈ R3 and b ∈ R3. In this case, (1) writes as

I∆(k) = |A1 ×A2|
∫ 1

0

∫ 1−y

0

eik(‖Ax+b−r‖+θ·(Ax+b))

‖Ax + b− r‖
dxdy =: |A1 ×A2| I1

∆1(k), (5)

where the index r in Ir,∆(k) is avoided to simplify the notations. Let us define P (x, y) :=
||Ax + b − r||2 as the second-order polynomial with respect to the two variables x and y,
which is also denoted by P (x) when y is temporarily frozen. We assume that the observation
point r does not lie in ∆ which implies that P only takes positive real values and hence writes
as

P (x) = c0(x− c)(x− c) = c0x
2 + c0|c|2 − 2c0xRe(c), (6)

with c0 ∈ [0,∞[ and c ∈ C \ R, where c and c are the roots of P . In this section, we only
consider the one-dimensional inner integral of I1

∆1
(k) for some arbitrary but fixed y ∈ [0, 1],

the functions and the coefficients being then y-dependent. The linear part in g is also written
as a linear function x 7→ θ · (Ax + b) =: qx + s, with real-valued q and s that vary as a
function of y. Hence, g is given by

g(x) =
√
P (x) + qx+ s (7)

and the associated integral is of the following form

I(k, y, 0, 1− y) =
∫ 1−y

0

eikg(x)√
P (x)

dx.

To keep a certain generality, we rather study integrals over real intervals [a, b] defined by

I(k, y, a, b) :=
∫ b

a

eikg(x)√
P (x)

dx. (8)
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According to Definition 1, we directly see that a steepest descent path hx : I = [0, T [→ C,
with T ∈]0,∞], starting at x ∈ [a, b] is defined by the equation

g(hx(t)) =
√
P (hx(t)) + qhx(t) + s =

√
P (x) + qx+ s+ it, (9)

with hx(0) = x. In this early state of the work, √. should denote an analytic continuation
of a fixed definition of the square-root at P (x) along the path P (hx(t)) starting at P (x) =
P (hx(0)). More precisely, let us define

Π := {z ∈ C | Re(z) = Re(c) and Im(z) ∈]Im(c), Im(c)[}

and Πc := Re(c) + i (R \Π). One can directly check that the inverse image of ]−∞, 0] under
P is Πc. Hence, if we consider paths that do not intersect Πc, one can use the main branch
of the square-root in (9). We will show how to ensure that the steepest descent paths given
in the sequel satisfy the aforementioned condition. As a consequence, the definition of the
complex square-root can be fixed to the main branch.

3 Explicit calculation of the splitting points

To compute (8) by the steepest descent method, we have to ensure that two steepest descent
paths can be connected by a path of negligible contribution with regard to the integral (see
Section 1). To this end, we need to determine the stationary point of g which is a first splitting
point. In addition, we guarantee that the steepest descent paths are well-defined and that the
closed curve emerging when connecting two such elementary paths does not enclose and/or
intersect a root of P defined by (6), which is a singularity of 1/

√
P and hence has to be avoided

in (8). Hence, this results in two different classes of splitting points where the integration
in (8) must be split. Here, explicit formulas for these points are derived according to the
parameters q and c0 in (6)-(7). In Section 4, we also give explicit formulas for the steepest
descent path for each case introduced in Section 2. This provides complete means for the
computation of (8) thanks to the steepest descent method.

Let us start with the notion of splitting points.

Definition 2. In the context of Section 2, there exist two splitting points

1. the stationary point cs of g defined by: g′(cs) = 0,

2. and the starting point cr of a path hcr passing through a root of P at some point tcr .
Since the real part of g along a steepest descent path is constant, cr is given by

g(hcr (0)) = Re (g(hcr (tcr ))) = Re (g(c)) .

These splitting points can be explicitly computed depending on q (see Eq. (7)). A
stationary point cs of the function g is solution to g′(cs) = 0. Considering the explicit
definition (7) of g, this is equivalent to solving

c0 (cs − Re(c)) + q
√
P (cs) = 0. (10)
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If q = 0, then we obtain: cs = Re(c). For q = ±√c0, we see that the modulus of cs is infinite.
For infinite values of q, we have cs = Re(c)±Im(c), and then cs is bi-valued as solution to (10),
taking its values in {c, c}. The equation (10) is equivalent to: cs = Re(c)±Kcs , setting

Kcs :=
√
Re(c)2 + c0Re(c)2 − q2|c|2

c0 − q2 .

Injecting the above expression in (10) yields: c0Kcs = ±q
√
P (cs). If |q| < √c0, then the left

hand side is positive. Thus, depending on the sign of q, we conclude for the exact formula of
the stationary point. The case |q| > √c0 leads to complex values of cs and can be treated in
a similar way.

The starting point cr of a path passing through a root of P is defined as solution to

g(hcr (0)) = Re (g(hcr (tcr ))) ,

which is equivalent to solving the equation√
P (cr) + qcr = Re(

√
P (c) + qc).

Similarly to cs, we derive the exact formulas for cr, depending on q. Let us remark that, if
q = 0, the term inside the square-root simplifies to −Im(c)2. Therefore, in this case, cr is
also bi-valued and takes its values in {c, c}. Finally, the results are summarized in Table 1,
setting

Kcr :=
√
Re(c)2 + q2Re(c)2 − c0|c|2

c0 − q2 .

Case cs cr

|q| =∞ {c, c} Re(c)

|q| = 0 Re(c) {c, c}

|q| = √c0 |cs| =∞ |cr| =∞

|q| < √c0
q < 0 Re(c) +Kcs Re(c) +Kcr

q > 0 Re(c)−Kcs Re(c)−Kcr

|q| > √c0
q < 0 Re(c) +Kcs Re(c) +Kcr

q > 0 Re(c)−Kcs Re(c)−Kcr

Table 1: Explicit formulas of the splitting points according to q.

The previous explicit formulas allow to investigate in details the complementary behaviors
of cs and cr. All the possible cases are described in Figure 1. We can conclude that at most
one splitting point exists in a given integration interval [a; b].
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+i∞+ Re(c)

−i∞+ Re(c)

−∞ +∞

cs

cr

c

c

C

+i∞+ Re(c)

−i∞+ Re(c)

−∞ +∞

cr

cs

c

c

C

+i∞+ Re(c)

−i∞+ Re(c)

−∞ +∞

cr

cs

c

c

C

+i∞+ Re(c)

−i∞+ Re(c)

−∞ +∞

cs

cr

c

c

C

Figure 1: Splitting points of cr and cs according to q. Upper left: q starts at −√c0 and tends
to −∞. Upper right: q starts at −√c0 and tends to 0. Lower left: q starts at √c0 and tends
to 0. Lower right: q starts at √c0 and tends to ∞.

4 Construction and properties of admissible steepest descent
paths

4.1 Construction of admissible steepest descent paths

We now introduce the following definition.

Definition 3. A steepest descent path is called admissible steepest descent path if its starting
point belongs to R \ {cr, cs}.

Let us use (3) to derive the explicit expressions of the admissible steepest descent paths
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and its derivatives, which is needed in (4). For a path hx starting at x, we set:

Kx(t) =
√
P (x) + qx+ it,

with t ≥ 0. By the definition (6) giving P , we obtain

c0hx(t)2 + c0|c|2 − 2c0Re(c)hx(t) = (Kx(t)− qhx(t))2. (11)

Let us analyze the different situations according to q. For q = √c0, (11) leads to

hx(t) = Kx(t)2 − c0|c|2

2
(
Kx(t)√c0 − c0Re(c)

) .
Similarly, the case q = −√c0 implies that

hx(t) = Kx(t)2 − c0|c|2

−2(Kx(t)√c0 + c0Re(c))
.

Now, let us consider the complementary case |q| 6= √c0. Eq. (11) leads to

hx(t) = K1
hx
±K2

hx
, (12)

with t ≥ 0, setting

K1
hx

:= c0Re(c)− qKx(t)
c0 − q2 , K2

hx
:=

√
Kx(t)2 − c0|c|2

c0 − q2 −
(
qKx(t)− c0Re(c)

c0 − q2

)2
.

Let us assume, without loss of generality, that Re(c) = 0. Indeed, if not, it only consists in a
shift of the system. Then, formula (12) becomes

hx(t) = −qKx(t)
c0 − q2 ±

√
c0

|c0 − q2|

√
Φ(t), (13)

with Φ(t) = µ− t2 + 2itν, ν =
√
P (x) + xq and µ = ν2− |c|2(c0− q2). Using these notations,

it appears that Re(Φ(t)) = µ − t2 is decreasing and that Im(Φ(t)) = 2tν is increasing with
respect to t. We observe that the real part of the first term of (13) is constant. Hence, the
variations of Re(hx(t)) are given by those of Re(

√
Φ). A direct analysis of

√
Φ shows that

• |Im(
√

Φ)| is increasing,

• if |q| < √c0, then Re(
√

Φ) is increasing,

• if |q| > √c0, Re(
√

Φ) decays.

The term
√

Φ(t) writes
√

Φ(t) = ±
√

1
2 (|Φ|+ Re(Φ))± i

√
1
2 (|Φ| − Re(Φ)).

Amongst the four possible combinations of signs, the main branch of the complex square-root
only provides those with a positive real part, i.e. (+,+) and (+,−). In the case |q| > √c0, we
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know that the contribution of
√

Φ to the real part of the path is still decreasing and positive.
Let us recall that, for q > 0, all the paths have a positive imaginary part and an increasing
real part. To respect these conditions, we must subtract the decaying real part, and then
choose the operator −. Similarly, for q < 0, we choose the operator +. The case |q| < √c0
can be investigated in a similar way. The situation q = 0 follows exactly the same procedure,
depending on the position of the starting point with respect to cs. Finally, the formulas for
the derivatives of the paths are directly obtained by differentiating with respect to t.

We summarize the results in Table 2 for a path hx starting at x ∈ R, according to q,
where

ρ± := 1
c0 − q2

−qK ′x(t)±
2Kx(t)K ′x(t)− 2 (qKx(t)− c0Re(c)) qK

′
x(t)

c0−q2

2K2
hx


and

τ± :=
K
′
x(t)Kx(t)2√c0 ∓ 2K ′x(t)Kx(t)c0Re(c) +K

′
x(t)c3/2

0 |c|2

±2
(
Kx(t)√c0 ∓ c0Re(c)

)2 .

Case hx(t) h′x(t)

q = ±√c0
Kx(t)2 − c0|c|2

±2(Kx(t)√c0 ∓ c0Re(c))
τ±

|q| < √c0
x < cs K1

hx
−K2

hx
ρ−

x > cs K1
hx

+K2
hx

ρ+

|q| > √c0
q < 0 K1

hx
+K2

hx
ρ+

q > 0 K1
hx
−K2

hx
ρ−

Table 2: Explicit formulas for hx and h′x according to q and x.

4.2 ODE reformulation and properties of the admissible steepest descent
paths

Let us start with the following proposition.

Proposition 1. Let χ := {x ∈ C | g′(x) = 0}. Then, the following results hold

i) If g is a general phase function as introduced in Section 1, i.e. g is analytic in some
sufficiently large domain that contains [a, b], and if x ∈ [a, b]\χ, then system (3) admits
locally a unique steepest descent path as solution. The solution can be determined by
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solving the initial value problem{
h′x(t)g′(hx(t)) = i, t > 0,
hx(0) = x.

(14)

ii) If g is specified as in (7) and x ∈ χ, then g is locally not invertible at x and (3) admits
some non-unique solutions originating from x.

Proof. Let us start with i). For fixed x ∈ [a, b] and t ∈ [0,∞[, the initial value problem is
immediately derived from (3). Since g is supposed to be analytic on some domain X ⊂ C
containing [a, b] and non-constant since we assume that there exists x ∈ [a, b]\χ, χ is a discrete
set and F(t, y) 7→ ig′(y)−1 is smooth in the open set X \ χ. In particular, its derivative with
respect to hx is continuous on [a, b]\χ. Hence, according to the Cauchy-Kovalevskaya theorem
[12] there exists some open interval of [0,∞[ on which the problem admits a unique analytic
solution, hence of class C1, and continuous at 0.

Let us now focus on ii). This statement is given in [15]. However, it can be directly
checked in our particular framework with (14). If hx(t) /∈ χ for all t ≥ 0 and using (6), (7)
gives  h′x(t) = i

g′(hx(t)) = i
√
P (hx(t))

c0(hx(t)− Re(c)) + q
√
P (hx(t))

,

hx(0) = x.

(15)

Here, at some x ∈ χ there are exactly two solutions: one path in the upper complex half
plane and another one in the lower half plane.

Solving the nonlinear system (3) amounts to the computation of the inverse function g−1

which might be a difficult task in general (and impossible at x ∈ χ). However, in many cases
only a rough approximation of the exact path is needed which might be accomplished by
solving (14).

Before formulating some important properties regarding the trace of steepest descent path,
let us recall the following notations: Π := {z ∈ Γc | Im(z) ∈ ]Im(c), Im(c)[ } and Πc = Γc \Π,
with Γc := Re(c) + iR. The value of q and the position of the starting point on the real axis
are the two fundamental criteria that determine the compatibility between paths to apply in
the steepest descent method. This fact is illustrated by Figure 2.

Theorem 1 below provides a rigorous justification of the behavior of the steepest descent
paths which is observed in Figure 2. The proof needs the following proposition.

Proposition 2. Two admissible steepest descent paths can never intersect.

Proof. The result is a consequence of the fact that g must have a constant real part when
applied along paths of the steepest descent.

We can now prove the following Theorem.

Theorem 1. In the setting introduced in Section 2, we consider an admissible steepest decent
path hx and the parameter q. We denote by csr a real number which equals the (real) splitting
point, when it exists, and we define e := Re(hx(0))−Re(csr). Then, the following results hold

i) The absolute value of Im(hx(t)) tends to infinity as t→∞.

10



(a) q < −√c0 (b) q = −√c0 (c) −√c0 < q < 0

(d) 0 < q <
√
c0 (e) q = √c0 (f) √c0 < q

Figure 2: Steepest descent paths for several starting points in [−2.5, 2.5] for q =
−1.5, −1, −0.7, 0.7, 1, 1.5 in (a), (b), (c), (d), (e), (f), respectively, and throughout c0 = 1,
c = 0.5 + i, c = 0.5− i. The red dot designates cr, the green one is cs and the black ones refer
to c, c.

ii) The trace h∗x does not intersect Πc.

iii) Re(hx) is a monotonous function of t: it is increasing when q ≥ √c0 or for x > cs.
Otherwise, it is a decaying function.

iv) If | q |≥ √c0, then sign(Im(hx(t))) = sign(q). Otherwise, we have: sign(Im(hx(t))) =
sign(e).

v) If | q |= √c0, then there exists T0 ≥ 0 such that for all t ≥ T0, we have

sign(q)Re(hx(t)) > sign(q)Re(c).

Otherwise, for all t ≥ T0, for some T0 ≥ 0, we have: sign(e)Re(hx(t)) > sign(e)Re(c).

Proof. Let us prove the different points.
i) The imaginary part of the phase function g applied to h is bounded in domains with

bounded imaginary part. Hence, since h is a steepest descent path, (3) holds and by contra-
position Im(h(t)) tends to infinity as t→∞.

11



ii) Let us show the statement for the case | q |> √c0 (see Figure 2 to sketch the idea),
the other situations can be treated in a similar way. We consider a path hcr which satisfies
Definition 1 but starting at cr. Such a path reaches the root of P of positive imaginary value at
time tcr , and then continuously and monotonously describes Πc

+ := {z ∈ Πc | Im(z) > 0} (this
is deduced by the explicit formulations which also show that for all t > tcr , the derivative
of such a path is purely imaginary, with positive absolute value). In addition, hcr is not
an admissible steepest descent path, but it however satisfies properties used in the proof
of Proposition 2. Hence, it splits the upper complex half plane in two open and disjoint
domains. This is the reason why the trace hx of some arbitrary steepest descent path starting
at x ∈ R \ {cs, cr} never intersects Πc

+.
iii) The property is a consequence of the explicit formulation of the paths.
iv) From (15), it turns out that the derivative of a path at its starting point is purely

imaginary, and its sign depends on the position of the starting point and the value of q,
as stated in iii). Furthermore, Proposition 2 ensures that no steepest descent path crosses
the real axis. Hence, the sign of the imaginary value of the steepest descent paths remains
constant.

v) It is a direct consequence of points i)-iv), together with Proposition 2.

5 Integration

5.1 Integration in one-dimension

We show in Theorem 2 below that two admissible steepest descent paths starting from points
located on the same side of cr and cs can be connected in such a way that the steepest descent
method is applicable. Otherwise, this is usually not true. Thus, the application of the steepest
descent method on an interval [a, b] that contains cs or cr requires a decomposition of the
integral in three terms

I(k, y, a, b) = I(k, y, a, a1) + I(k, y, a1, b1) + I(k, y, b1, b), (16)

with [a1, b1] a small interval that contains either cs or cr. The integral I(k, y, a1, b1) over the
segment [a1, b1] can be computed by standard quadrature rules.

The previous theorem ensures that if the integration in (8) is split at cs and cr as depicted
in Figure 2, then the resulting closed curve, composed by real interval, admissible steepest
descent path and linear connection between the two (for given finite argument t) fulfill the
assumption of the CIT. Together with the following result, this proves the applicability of the
steepest descent method to (8) provided that cs and cr are considered accordingly.

Theorem 2. Let a < b be on the same side of a splitting point, and ha and hb be two
admissible steepest descent paths, such that for some t0 ≥ 0

min(Re(ha(t)),Re(hb(t))) > Re(c) or max(Re(ha(t)),Re(hb(t))) < Re(c)

when t > t0. Then, the following equality holds
∫ b

a

eikg(x)√
P (x)

dx =
∫ ∞

0

eikg(ha(t))√
P (ha(t))

h′a(t) dt−
∫ ∞

0

eikg(hb(t))√
P (hb(t))

h′b(t) dt. (17)
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Proof. From Theorem 1 i), one gets that both Im(ha(t)) and Im(hb(t)) either tend to +∞
or −∞ as t → ∞. Thus, for an arbitrary large M > 0, we can find t1, t2 > t0 such that
Im(ha(t1)) = Im(hb(t2)) and |Im(ha(t1))| > M . Let ϕM denotes the path that describes the
linear segment connecting ha(t1) and hb(t2) and let φM be the closed path along [a, b], hb,
ϕM and ha. Theorem 1 i), entails that neither ha nor hb intersect Γc. This condition and the
assumption of Theorem 2 ensure that eikg(z)√

P (z)
is holomorphic in an open neighborhood of the

interior of φM and hence by the CIT one gets∫
φM

eikg(z)√
P (z)

dz = 0. (18)

By construction, ϕM is a line segment with constant imaginary part that is entirely located
in either {z : Re(z) < Re(c)} or {z : Re(z) > Re(c)}. Therefore, one easily verifies that the
imaginary part of the phase function g takes its maximum value over ϕM at ha(t1) or hb(t2).
AsM can be arbitrary large, this implies that the integral over ϕM tends to zero as t1, t2 →∞.
Hence, we proved (17).

Finally, we obtain that I(k, y, a, b) writes

I(k, y, a, b) =
∫ b

a
f(x)eik(g(x))dx =

∫
ha

eik
(√

P (z)+zq+s
)

√
P (z)

dz −
∫
hb

eik
(√

P (z)+zq+s
)

√
P (z)

dz

=
∫ ∞

0

eik
(√

P (ha(t))+ha(t)q+s
)

√
P (ha(t))

h′a(t)dt−
∫ ∞

0

eik
(√

P (hb(t))+hb(t)q+s
)

√
P (hb(t))

h′b(t)dt

=
∫ ∞

0
eik
(√

P (a)+aq+s
) e−kt√

P (ha(t))
h′a(t)dt−

∫ ∞
0

eik
(√

P (b)+bq+s
) ekt√

P (hb(t))
h′b(t)dt.

5.2 Integration over triangular surfaces

In this section, we move from the univariate integral in (8) to our initial objective, namely
the numerical computation of the two-dimensional surface integral in (1). In [18], the authors
provide theoretical results that deduce the application of the steepest descent method for
multivariate oscillatory integrals for general functions that are analytic in some open complex
neighbourhood of the domain of integration under some additional conditions [18, Theorem
4.5]. Based on a Filon type approach, the authors also derive a general cubature rule for
those cases and quantify the corresponding accuracy. This method requires the computa-
tion of nested steepest descent path integrals with integrands that consist of a product of a
multivariate monomial times a decaying term of the shape e−k

∑
pj , where the pj mean the

non-negative integration variables, times the derivatives of the path functions. In this way,
the non-oscillatory factor in the original integral vanishes in these nested path integrals and
is instead taken into account in form of a truncated Taylor series [18, Section 5].

Here, we propose to handle the two dimensional integral in a different way. The crucial
observation is that in our case, the oscillatory term in the outer integration variable of the
nested two-dimensional integral can be factored out from the inner integral. As a consequence,
we can avoid nested path integrals and the integration of the non-oscillatory part can be
treated by means of usual numerical integration methods.

Let us decompose ∆1 in ny layers parallel to the x-axis and compute the value of the
integral on each layer in the formula below. We assume that none of the layers in ∆1 contain
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a splitting point. Otherwise, the formula has to be split according to well-chosen sub-areas.
The dependency of each parameter on the variables x and y is now specified, and we set
s := sx + sy. Then, we have

I1
∆1(k) =

∫ 1

0

∫ 1−y

0

eik
(√

P (x,y)+qyx+qxy+s
)

√
P (x, y)

dxdy

=
∫ 1

0
I(k, y, 0, 1− y)dy

=
ny∑
j=1

∫ yj

yj−1

∫ ∞
0

e−kt+ik
(√

P (0,y)+qxy+s
)

√
P (h0(t), y)

h′0(t)dt

−
∫ ∞

0

e−kt+ik
(√

P (1−y,y)+qy(1−y)+qxy+s
)

√
P (h1−y(t), y)

h′1−y(t)dt

dy

=
ny∑
j=1

∫ yj

yj−1

[
eik
(√

P (0,y)+qxy+s
) ∫ ∞

0

e−kt√
P (h0(t), y)

h′0(t)dt

−eik
(√

P (1−y,y)+qy(1−y)+qxy+s
) ∫ ∞

0

e−kt√
P (h1−y(t), y)

h′1−y(t)dt

dy.

(19)

To each value y in [0, 1] corresponds a unique layer of ∆1. Then, for y ∈ [0, 1] and a ∈ [0, 1−y],
we define the path ha,y as the steepest descent path starting at (a, y) (i.e. the starting point
a on the layer y). The dependency of a with respect to y is implicit. We remark now that
the function

Λa : y 7→
∫ ∞

0

e−kt√
P (ha(y)(t), y)

h′a(y)(t)dt (20)

is smooth and does not vary significantly. Hence it might be approximated by constant
functions on elementary intervals [yj−1, yj ] composing [0, 1]. This behaviour is illustrated for
the configuration

A =

0 0
1 0
0 1

 b =

0
0
0

 r =

0.3
0.5
0

 θ =

1
2
0

 (21)

in Figure 3.
This is the crucial point in the numerical calculation of I∆1(k). We now formalize this

observation, showing that, under reasonable assumptions, the deviation of Λ in y is controlled
by a Lipschitz constant which is independent of any oscillating term in the variable y. For all
x, y in C, we define

µ : (x, y) 7→ 1√
P (x, y)

,

which is C∞ on Dµ := {(x, y) ∈ C2/P (x, y) /∈]−∞, 0]}. It is clear that on every compact set
K ⊂ Dµ, the function µ is Lipschitz continuous with some fixed constant L := LK > 0. Let
us remind that we have some layers free of any splitting point, implying that we have paths
along which the integrand is well-defined.

Then, we have the following theorem which confirms that the computational cost of the
method only depends on the discretization but not on the wave number k.
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Figure 3: Variation of |Λa| for the configuration given by (21) with a resolution of 10−2 in
the y-direction in (19).

Theorem 3. For each arbitrary interval [yj−1, yj ], there exists a positive constant CΛ
yj ,yj−1

which does not depend on the oscillatory term eik and such that∣∣∣Λa(y)− Λa(ymj )
∣∣∣ ≤ CΛ

yj ,yj−1 |yj − yj−1| ,

with ymj := yj+yj−1
2 .

Proof. We consider y varying on the fixed interval [yj−1, yj ]. Thus, for all t ∈ R and a ∈
[0, 1− y], the Lipschitz condition above implies

|µ(ha,y(t), y)− µ(ha,ymj
(t), ymj )| ≤ L

∥∥∥∥∥
(
ha,y(t)
y

)
−
(
ha,ymj

(t)
ymj

)∥∥∥∥∥ . (22)

The exponential decay related to e−kt, for t ≥ 0, guarantees that there exists a threshold
parameter T0 > 0 such that

Λa ≈
∫ T0

0

e−kt√
P (ha,y(t), y)

h′a,y(t)dt,

where ≈ formally means that the equality holds up to an a priori numerically negligible
term. The continuity of the paths and their derivatives with respect to y can be deduced
from the explicit formulations in Table 2. Hence, by compactness arguments, there exist
strictly positive values Mh and Mh′ such that one obtains

max
y∈[yj−1,yj ],t∈[0,T0]

∣∣∣ha,y(t)− ha,ymj
(t)
∣∣∣ ≤Mh |yj − yj−1| (23)
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and
max

y∈[yj−1,yj ],t∈[0,T0]

∣∣∣h′a,y(t)− h′a,ymj
(t)
∣∣∣ ≤Mh′ |yj − yj−1| . (24)

Let y ∈ [yj1 , yj ] and t ∈ [0, T0]. Then, (22) and (23) lead to the sequence of inequalities

|µ(ha,y(t), y)− µ(ha,ymj
(t), ymj )| ≤ L

((
ha,y(t)− ha,ymj

(t)
)2

+
(
y − ymj

)2
) 1

2

≤ L

(
M2
h (yj − yj−1)2 +

(
yj − yj−1

2

)2
) 1

2

= L |yj − yj−1|
(
M2
h + 1

4

) 1
2
.

(25)

Moreover, for t ∈ [0,∞[, we have

|µ(ha,y(t), y)h′a,y(t)− µ(ha,ymj
(t), ymj )h′a,ymj

(t)|
=
∣∣∣µ(ha,y(t), y)

(
h′a,y(t)− h′a,ymj

(t)
)

+ h′a,ymj
(t)
(
µ(ha,y(t), y)− µ(ha,ymj

(t), ymj )
)∣∣∣

≤ |µ(ha,y(t), y)| ·
∣∣∣h′a,y(t)− h′a,ymj

(t)
∣∣∣

+|h′a,ymj
(t)| ·

∣∣∣µ(ha,y(t), y)− µ(ha,ymj
(t), ymj )

∣∣∣ .
(26)

Combining the above equation with (24) and (25) implies

|µ(ha,y(t), y)h′a,y(t)− µ(ha,ymj
(t), ymj )h′a,ymj

(t)|
≤ max

y∈[yj−1,yj ],t∈[0,T0]
|µ(ha,y(t), y)| ·Mh′ |yj − yj−1|

+ max
y∈[yj−1,yj ],t∈[0,T0]

|h′a,ymj
(t)| · L |yj − yj−1|

(
M2
h + 1

4

) 1
2

=: Cyj ,yj−1 . |yj − yj−1| ,

(27)

with Cyj ,yj−1 a positive constant determined by the size of the layer. Finally, for all y ∈
[yj−1, yj ], we deduce that∣∣∣Λa(y)− Λa(ymj )

∣∣∣ ≤ ∫ T0

0
e−kt

∣∣∣µ(ha,y(t), y)h′a,y(t)− µ(ha,ymj
(t), ymj )h′a,ymj

(t)
∣∣∣ dt

≤ Cyj ,yj−1 |yj − yj−1|
(
e−kT0 − 1

)
=: CΛ

yj ,yj−1 |yj − yj−1| .

Assuming that Λa is constant over each layer leads to an error parameter which is linearly
varying with the layers size and is independent of k. We fix y at the middle value ymj ,
compute Λa(ymj ) and factor this term out of the integral over [yj−1, yj ]. For ny layers, we
define Î∆1,ny (k) as the resulting approximation of I1

∆1
(k). Finally, one gets

Î∆1,ny (k) =
ny∑
j=1

[
Λ0(ymj )

∫ yj

yj−1
eik
(√

P (0,y)+qyy+s
)
dy

−Λ1−ymj
(ymj )

∫ yj

yj−1
eik
(√

P (1−y,y)+qx(1−y)+qyy+s
)
dy
]
.

(28)

The univariate phase functions in the remaining integrals only depend on y and have a similar
form as those studied in the previous sections. Therefore, the same procedure applies and then
it remains to apply the one-dimensional steepest descent method to each term. Finally, we
end up with the evaluation of six steepest descent paths for each y-layer of the unit triangle.
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6 Numerical results
In this section, we present some numerical experiments for the univariate case and triangular
surfaces that show the accuracy and efficiency of the approach and formulas derived in the
preceding sections.

6.1 The univariate case

For the univariate case, we numerically compute the integral in (8) for different spatial config-
urations and wave numbers. We choose the standard Matlab integral function with allowed
absolute error of 10−16 as ground truth which has been deduced from a previous comparison
with a brute force method based on the trapezoidal rule applied with an interval partitioning
of resolution 10−6. In the steepest descent method, the fast decaying integrals over complex
paths are computed by means of the Gauss-Laguerre rule with 160 nodes. The configurations
are chosen as follows

A =

0 0
2 0
0 2

 , b =

 0
−1
0

 , r = d

cos(α)
sin(α)

0

+

 0
sin(α)

0

 , θ =

1
0
0

 , (29)

where α corresponds to 100 uniformly distributed angles from −π to π and d are 9 uniformly
distributed distances from 0.2 to 3.8. The purpose of the second term in the determination
of r is to bend the circles around [−1, 1] to avoid an intersection with this interval. These
configurations lead to surface integrals as in (5), from where we obtain the univariate integrals
as in (8) and where we set y = 0, a = 0 and b = 1. Let us remind that in accordance with (8),
the univariate integrals are denoted by I(k, 0, 0, 1) in the cases treated here. Note that the
bounds a = 0 and b = 1 in this notation are just a parametrisation and we actually integrate
over the interval [−1, 1] in the physical setting. The configuration together with the relative
error between the Matlab integral (IM ) and steepest descent integral (ISD) is displayed in
Figure 4 (in log10-scale). We took different wave numbers k ∈ {100, 500, 3000, 5000}, and for
each we computed the integral for all 100·9 = 900 scenarios described above and measured the
CPU time. The experiment covers the three types of possible splitting point configurations,
i.e. no splitting point or cr or cs being present on the integration interval, respectively.

For wavenumbers k ∈ {100, 500, 3000}, we achieve an average relative error (our method
compared to Matlab) of less than 4.6 × 10−7 with a standard deviation of 1.4 × 10−11. The
maximum and minimum relative errors are 1.12 × 10−4 and 3.26 × 10−16, respectively. The
average absolute error is 2.2× 10−8 with a standard deviation of 2.3× 10−12. The maximum
and minimum absolute errors are 4.9× 10−6 and 7.2× 10−18, respectively. For wave number
k = 5000 we obtain the equal performance, except for 8 out of the 900 configurations, where
the relative error is about 0.02 and the absolute error is about 3 × 10−4. The accuracy for
those cases can however be improved to less than 10−4 relative error by increasing the number
of Gauss-Laguerre nodes to 1000. This shows that the method also works in this regime, but
also underlines that some configurations require a careful adjustment of parameters. The
average CPU time is reported in Figure 5. We observe that the computational cost grows
linearly with respect to k for the Matlab integral function while the steepest descent method
leads to a k-independent cost. For most configurations, the number of Gauss-Laguerre points
could have been significantly reduced from 160 to about 40 with nearly no loss of accuracy.
This provides one option to further accelerate the method.
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Figure 4: Relative error |IM − ISD|/|IM| (in log10-scale) for the univariate integral
I(1000, 0, 0, 1) comparing our method (denoted by ISD) with Matlab integral (given by
IM). The colored circle-like contours correspond to the different observation points, as de-
scribed above, with the corresponding log10-relative error values as z−component. The black
line segment describes the integration interval [−1, 1].
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Figure 5: Average CPU time for the univariate integral I(k, 0, 0, 1) for 900 configurations as
described and different wavenumbers k = 100, 500, 1000, 3000, 5000. The standard deviation
is indicated by error bars; steepest descent (red); Matlab integral method (black).

To give some explicit values, we fixed α = 0 and d = 0.6, which corresponds to a configu-
ration with a splitting point, more precisely a stationary point in the middle of the interval.
The numerical results for the corresponding univariate integrals are given in Table 3.

k Steepest Descent Matlab integral function Rel. Error
100 −0.0779921− i0.1343569 −0.0779921− i0.1343569 1.44× 10−15

500 0.0481076− i0.529484 0.0481076− i0.0529484 1.15× 10−14

1000 −0.0383622− i0.0337473 −0.0383623− i0.0337423 9.71× 10−5

3000 −0.0237740− i0.0180741 −0.0237740− i0.0180741 5.11× 10−7

5000 −0.01930278− i0.01243698 −0.0193027− i0.0124369 1.31× 10−8

Table 3: Evaluation of I(k, 0, 0, 1) with the settings described above and different wave
numbers k.

6.2 The case of triangular surfaces

For the surface integral in (5), we consider the same spatial configuration given in (29),
where now α corresponds to 20 uniformly distributed angles from −π to π while d is given
by 9 uniformly sampled distances between 0.2 and 3.8. Due to computational feasibility, we
reduced the number of angles compared to the 1-D case, and choose wavenumbers k ≤ 20 to
compare with Matlab integral2. The resolution in the y-direction in the implementation
of (19) is set to 10−2 and the decaying integrals over the complex paths are evaluated by
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Figure 6: Relative error |IM − ISD|/|IM| (in log10-scale) for the surface integral I∆(20) com-
paring our method (denoted by ISD) with Matlab integral2 (given by IM). The colored
circle-like contours correspond to the different observation points, as described above, with
the corresponding log10-relative error values as z−component. The black line segment de-
scribes the orthogonal projection of the triangle surface onto the xy−plane.

the Gauss-Laguerre quadrature rule, taking 1000 nodes. The very large number of Gauss-
Laguerre nodes is needed to show the performance in all configurations in the low wavenumber
regime. At this point, we would like to mention that the computational costs of the overall
method could be further reduced by an adaptive choice of parameters. The relative error in
log10 scale for all configurations is reported in Figure 6 and the absolute error is reported in
Figure 7. We achieve an average relative error (our method compared to Matlab) of less than
6.4 × 10−4 with a standard deviation of 4.5 × 10−11. The maximum and minimum relative
errors are 4.3 × 10−3 and 5.6 × 10−6, respectively. The average absolute error is 1.4 × 10−7

with a standard deviation of 3.5 × 10−11. The maximum and minimum absolute errors are
1.2× 10−4 and 1.2× 10−8, respectively.

To prove the computational efficiency, we run the method for all 9 · 20 = 180 scenarios
as described above for each wave number k ∈ {100, 500, 3000, 5000}, and measure the CPU
time. For this evaluation, the number of Gauss-Laguerre nodes has been reduced to 160,
which is justified by the fact that the results deviate by less than 9.2×10−6 and by 1.2×10−7

on average from those computed with 1000 nodes. The CPU time is reported for the two-
dimensional steepest descent method only since the Matlab integral2 function could not
give reliable results for the wave numbers considered here, and a brute force approach took
several minutes to compute reliable results in this setting. The corresponding results are
given in Figure 8. We again observe the efficiency of the method with respect to k. From
an inspection of the Matlab profiler outcome, it turns out that the increasing CPU time
for large wavenumbers in Figure 8 is solely due to increasing computational costs of Matlab
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Figure 7: Error |IM− ISD| for the surface integral I∆(20) comparing our method with Matlab
integral2. The colored circle-like contours correspond to the different observation points,
as described above, with the corresponding absolute error values as z−component. The black
line segment describes the orthogonal projection of the triangle surface onto the xy−plane.

integration functions needed to handle integration about splitting points. In agreement with
the theory, the computational cost of the pure steepest descent method is independent of the
wavenumber.

Finally, to give some concrete results, let us fix α = 0 and d = 0.6 and consider the results
for k ∈ {5, 10, 20}. Again, the number of Gauss-Laguerre nodes was set to 1000 due to the
low wavenumber regime. As comparison, we show integral values in Table (4) computed by
the integral2 function of Matlab with the paramater AbsTol being set to 10−16. For the
computations, we approximate the unit triangle by 10000 rectangular domains, each of which
has a height equal to 10−4 and varying length equal to 1, 1 − 10−4, 1 − 2 × 10−4, ..., 10−4,
respectively, and compute the integral for each of these domains separately with integral2.
We see a good agreement between the computed values.

k Steepest Descent Matlab integral2 function Rel. Error
5 −0.0360801− i0.1956997 −0.0354528− i0.1958739 3.3× 10−3

10 0.0449510 + i0.0644971 0.0448265 + i0.0643822 2.2× 10−3

20 0.0172265 + i0.0308354 0.0172479 + i0.0308043 1.2× 10−3

Table 4: Evaluation of I∆(k) with the settings described above.
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Figure 8: Average CPU time of steepest descent method for the surface integral
I∆(k) for the 180 configurations as described beford and different wavenumbers k =
100, 500, 1000, 3000, 5000. The standard deviation is indicated by error bars

7 Conclusion
In this paper, we developed the application of the steepest descent method to the evalua-
tion of the three-dimensional high-frequency acoustic single-layer operator over a surface Γ
discretized by triangles. We derive formulas for both the splitting points and the admissible
steepest descent paths, as well as some of their properties. We theoretically proof that the
steepest descent method is applicable in every configuration as long the splitting points are
treated accordingly. The integration scheme is next developed and numerical examples are
reported to illustrate the efficiency and accuracy of the methodology, most particularly with
respect to large wave numbers k. The approach should now be extended to other kinds of
highly oscillatory integrals, and most particularly to the various standard surface potentials
arising in three-dimensional acoustic and electromagnetic scattering.
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