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Abstract

This paper describes the steps to create a synthetic population of any region in California. By using
only open data, and an open-source population synthesis pipeline, we ensure that the whole process can
be easily repeated by others. This not only ensures reproducibility and transparency of the synthesis
process, but also allows that studies using this population can be easily replicated. As agent-based models
are gaining in popularity in recent times due to the rapid developments in the transportation sector, the
need for convenient ways to generate synthetic individuals and their daily patterns has grown as well.

We present our approach for two regions: nine-county San Francisco Bay area and San Diego County.
The validation results show that the methodology used is suitable to replicate socio-demograpahics and
activity patterns of the population. However, it also points to some limitations due to the lack of data
and the methods used. Nevertheless, the approach could be a good complement to the local and regional
transportation models, as it allows easy access and can be readily used in agent-based models.

Keywords: agent-based, syntehtic, population, California, reproducible, open-source

This paper was presented at the 100th Annual Meeting of Transportation Research Bord (TRB), January
2021.

1. Introduction

Transport planners and practitioners have been challenged with many questions around emerging
transportation solutions throughout the past decades. Those include car-sharing, bike-sharing, automated5

vehicles, air taxis, e-scooter sharing, and new concepts like Mobility as a Service (MaaS) and increased
inter-modality. All of these transportation solutions and concepts are dynamic in nature. On the one
hand, the availability of the service can vary in space and time, and the price structure can depend
on the demand (i.e. ride-hailing services); on the other hand, the operator can control its service by
adjusting the price, relocating bikes or vehicles or dispatching certain vehicles for pick-up. Consequently,10

complex interactions between transport supply and demand arise. Such new emergent behavior is hard
to understand with traditional transport forecasting models, which led to the development of agent-based
models.

While there are different approaches to implement agent-based models, what most of them have in
common is the necessary input data. These data sets can be divided in two parts: transport supply15

and transport demand. Transport supply usually consists of the road and public transport network,
while more detailed models also contain walking and cycling networks, or information on other trans-
portation modes like shared, ride-hailing or taxi systems. Transport demand consists of the population
that performs activities and uses the transportation system to reach those activities in the study area.
The population consists of persons that are grouped into households. Each person and household is20

furthermore characterized by attributes such as age, gender, and mobility tool ownership.
In the literature, the process of obtaining a representative population of the study area is called

population synthesis. After the population synthesis step, each person is assigned an ordered set of
activities that he or she wants to perform during a predefined period of time. To perform this step,
usually an activity-based model is used. A synthetic population with activity chains (from now on25

referred to as synthetic population for brevity) can then be used within an agent-based model. However,

∗Corresponding author
Email address: milos.balac@ivt.baug.ethz.ch (Milos Balac)

Preprint submitted to ETH Research Collection February 10, 2021



the synthesis process is usually lengthy, requires a considerable amount of calibration, and usually relies
on data that is not publicly accessible. While the first two issues can be overcome with time, the third
limitation is a large stumbling block to make synthetic populations accessible to larger academic and
practice oriented community, and to ensure that later studies are reproducible.30

This paper, therefore, presents an approach to generate a synthetic population of the state of California
in USA based completely on open-data that is reproducible and easily extendable, and readily available
for use. It must be stressed that the work presented here does not try to replace the work of local or
regional planning agencies that maintain sophisticated activity-based models in the region. It however,
should provide an agent-based model to those in the need of a less detailed model, but easily accessible35

and reproducible.
The rest of the paper is organized as follows. The following section briefly covers the state of the art

of modelling human behavior in general and in the State of California. It is followed by a section that
describes the input data. Next the population synthesis methodology is presented. Some of the validation
analysis are then shown, before the paper is finished with the discussion of the presented approach and40

concluding remarks respectively.

2. Background

A long-established approach to forecast transportation demand is to use four-step models. These
aggregated models are the traditional way of evaluating policies for large infrastructure investments and
focus on large car and transit flows. Activity-based models emerged (for early reviews of activity-based45

models, see (Recker, 1995; Axhausen and Gärling, 1992; Kitamura, 1988)) to overcome the aggregation
drawback of these models. They use methods to schedule distinct activities for individuals and make
mode or destination choices, within a single framework. These models were the answer to the aggregation
drawback of four-step models and the inability to model tour constraints.

Moreover, activity-based models were able to provide policy implications on many more dimensions50

than four-step models. However, these models usually involve a range of econometric sub-models that
need to be estimated, and later calibrated to fit the data. Unfortunately, many activity-based models only
focus on a small number of regions, are not easily extendable, not open-source, or lack documentation to
achieve reproducibility of studies. Examples of activity-based models are CEMDAP (Bhat et al., 2008),
which is based on the Dallas-Fort Worth region in the USA, or the rule-based model TASHA (Hao,55

2009), which is specifically designed for the Greater Toronto area in Canada. Another notable example of
activity-based models is ActivitySim (ActivitySim, 2020). It is being developed as an open-source platform
for activity-based travel modeling by multiple transportation agencies in the USA. Another framework
that was developed through the same collaboration is PopulationSim. It creates a synthetic population
based on the marginal data available from the USA census, which creates the basis for ActivitySim.60

Agent-based models appeared as the need to model interactions between individuals became impor-
tant. Today, this need becomes evident as many different transportation services co-exist, and they are
used in a competing, but also in a complementary fashion. Often, these forms of transport are highly
dynamic as vehicles are managed on a minute-by-minute or second-by-second basis and therefore require
modeling on a shorter time-scale than activity-based models usually provide. Some examples of agent-65

based transport models are POLARIS (Auld et al., 2016), SimMobility (Adnan et al., 2016), SUMO
(Lopez et al., 2018), or MATSim (Horni et al., 2016).

There are different ways of creating the necessary input demand for agent-based models. Some of the
approaches include pairing existing activity-based models with agent-based models (Ziemke et al. (2015);
Hao (2009); Diogu (2019); Auld and Mohammadian (2009)) or developing new approaches to population70

synthesisViegas and Martínez (2010); Erath et al. (2012); Ziemke and Nagel (2017); Kickhofer et al.
(2016); Hörl and Balać (2020). Some of these approaches have been used to make openly available
scenarios, like for Berlin Ziemke and Nagel (2017) or Santiago de Chile Kickhofer et al. (2016). Thus,
open-data-based models exist, yet they are mostly only documented as part of a more applied, larger-
scope case study, whereas the details of the synthesis process are only described briefly. The framework75

developed by Hörl and Balać (2020), called eqasim, provides open-source pipelines that can be used to
create open and reproducible scenarios directly from the raw data. This ensures that given the same
inputs everyone can be able to generate the same demand input for later use in the agent-based model.
This paper adds to this pipeline by providing the steps to generate regional agent-based scenarios for the
state of California, without any or only small calibration effort.80

Transport modeling in California has a long tradition. A number of models exist, such as the activity-
based SANDAG model for San Diego (SANDAG, 2020), or a range of models by the Southern California
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Association of Governments, including a TRANSCAD-based sub-regional model for Los Angeles, and a
regional model based on the SimAGENT framework (Goulias et al., 2011), which makes use of PopGen
for population synthesis (Pendyala et al., 2013) (as we do in this paper), and has already been coupled85

experimentally with MATSim (Goulias et al., 2012).
For San Francisco and the Bay Area, the activity-based model SF-CHAMP exists (SFCTA, 2020), as

well as the frequently updated “Bay Area Metro Travel Model One” (MTC, 2020) by the Metropolitan
Transport Commission, which is based on ActivitySim (ActivitySim, 2020). Based on those outputs,
Rodier et al. (2018) present a simulation study of the Bay Area with automated vehicles, in which the90

travel demand is simulated in MATSim. Further applications of MATSim were presented by Pozdnoukhov
et al. (2016) and are developed in the scope of the MATSim-based BEAM framework (see, e.g., (Sheppard
et al., 2017) for a study of estimating electric vehicle charging demand).

The work presented in this paper aims to provide methods that can facilitate open-source and repro-
ducible research using agent-based models in the State of California. It provides a pipeline that minimizes95

the calibration effort, but one that can still provide representative population and their mobility behavior.
The approach is completely based on open-data, which makes the studies conducted using the pipeline
transparent and reproducible.

3. Input Data

In this section, insights will be given on the different sources that were used in the context of the100

creation of the synthetic population. Those sources are:

• American Census Data

• American Community Survey (ACS)

• California Household Travel Survey (CHTS)

• OpenStreetMap (OSM)105

• Open-data from the Ministry of Education

3.1. American Census Data
The USA census data contains information on the socio-demographic characteristics of people and

households. The information is anonymized by providing only marginals (i.e. number of people in each
age group) on a zonal level. Different divisions of the regions are available, with block level being the110

smallest. As this level usually contains a high margin of error, and not all information is available, usually
a higher level of aggregation is used - the census tract. This is also the case in this study. The census
data used in this study is based on the data collected in 2010 that was officially updated in 2017 with
5-year estimates.

Marginals can be useful when one wants to analyze a single variable or maybe a correlation between115

two variables. However, in the case where more information is required about households, their structures,
and people within, additional data is required. This is provided by the Public Use Microdata Sample
(PUMS) data set Bureau (2020b). This data provides detailed samples of households within a Public Use
Microdata Areas (PUMAs), which contain at least 100,000 people. This information is also provided by
the USA Census Bureau.120

3.2. American Community Survey
The American Community Survey (ACS) is an on-going survey conducted by the USA Census Bureau

Bureau (2020a). Among other information, it provides information on the commuting patterns of the
population, their mode choices, and travel times to work. The information that is used in this work is
based on the ACS 2012-2016 data. While the data can be obtained with different levels of aggregation,125

again the census tract level was used.

3.3. California Household Travel Survey
The California Household Travel Survey (CHTS) was conducted between 2010 and 2012 Laboratory

(2020). At the time, it was the largest state-wide travel behavior survey ever conducted in the USA. The
CHTS is used here to obtain relevant information on daily travel behavior of those individuals living in130

the study area.
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3.4. Pre-processing the input data
While most of the data-sets are used in their original form, some of the information from the CHTS

have to be adapted, in order to reduce complexity. These adaptations are presented in the following.

3.4.1. Allowed transport modes135

Interviewees had a choice between 29 different transportation modes when reporting their daily travel
behavior. Even though this detailed division is important when studying the usage of different trans-
portation modes, for our purposes, it is not necessary. Therefore, we merge all modes to five main modes:
car (driver), car (passenger), public transport, bike, and walk. Not only does this simplify the population
synthesis process, but it also enables estimation of mode-choice models.140

3.4.2. Activities
In the CHTS, respondents had a choice of 39 different activity types. As is the case for transportation

modes, also here we group activities. All activities were grouped into seven categories: home, work,
leisure, shopping, education, errands, business and other.

The CHTS provides information on daily behavior on a stage level. Therefore, some of these activities,145

like transfers, are not relevant for the population synthesis. These activities are merged with the first
activity that is the main reason of travel (i.e. going to work). To define the main mode of a trip, we
assign a priority to each stage: 4 - public transport; 3 - car; 2 - bike; 1 - walk. The main mode of the
trip is then defined as the mode with the highest priority among the ones used in all stages composing
the trip. This is both important for population synthesis, but also for later analysis.150

3.5. Education locations
The state of California keeps record of all public and private schools, which are made available as

open-data of Education (2020). Each data-set contains information on the address and type of school
(pre-school, kindergarten, middle, junior and high school). While the public schools contain geographical
coordinates, private do not.155

The Ministry of Education also keeps track of all colleges and universities in the USA. This data set
among many other attributes also contains information on geographical coordinates, which are vital for
our approach to population synthesis.

3.6. OpenStreetMap
As we did not find an open-data resource for the state of California that contains work, shopping160

or leisure places, we use OpenStreetMap (OSM) data to obtain these locations. OSM also contains
information on residential buildings, however, it is only of reasonable quality in high density areas.
Therefore, we used the sequence of coordinates of residential and living streets from OSM as possible
dwelling locations. Using this approach, 2% of census tracts did not contain any workplace and only one
census tract out of approximately 1600 did not have a home location. As this would cause problems for165

later stages of the pipeline, a centroid of each census tract that did not contain work or home location
was used as a possible location for work and home activities, respectively.

4. Synthetic Population

The open data described in the previous section allows to create a synthetic population of any region
in the State of California. Creation of the synthetic population follows five steps:170

1. Create synthetic persons and households and attach socio-demographic and mobility tool ownership
attributes

2. Attach daily activity chains to individuals
3. Impute home location for each household
4. Impute work and education zones and locations to individuals175

5. Assign locations to non-mandatory activities

The steps described above are executed sequentially within the pipeline. Each stage can be further
extended and enriched with additional data. Furthermore, new stages within the pipeline can be added
if desired.
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Table 1: Control variables for population synthesis.

Variable Atrribute levels

Age 0-5, 5-9, 10-14, 15-19, 20-24, 25-
29, 30-34, 35-39, 40-44, 45-49,
50-54, 55-59, 60-64, 65-69, 70-74,
75-79, 80-84, 85+

Gender male, female
Employed yes, no
Household Type family, non-family
Household Income [x1000 USD] 0-10, 10-15, 15-20, 20-25, 25-30,

35-40, 40-45, 45-50, 50-60, 60-75,
75-100, 100-135, 125-150, 150-
200, 200+

Vehicle Ownership 0, 1, 2, 3+

4.1. Individuals and Households180

In order to create a representative population of the study area, a tool called PopGen Group (2020)
is used. PopGen uses iterative proportional fitting and updating methods to match household and
person level marginals using the sample data from the PUMS data-set. The marginals are fitted on
two spatial levels: census tract and PUMA. The marginals used here are age (18 levels), gender (2
levels), employment (2 levels), household type (2 levels), household income (16 levels), and household185

vehicle ownership (4 levels). The final output of the tool are households that have household yearly
income, household type (family or non-family), household size, and number of cars attributes. Within
the households, individuals have age, gender and employment (unemployed or employed) attributes. After
the individuals and households are generated using the PUMS samples, additional attributes from the
PUMS data are added: exact age, income, and school attendance information.190

4.1.1. Adding pt accessibility
For each census tract in the modeled region we define a public transport (pt) accessibility measure as

a binary variable:

ptaccess = 1, if there are more than 4 pt stops per km2 (1)
ptaccess = 0, otherwise (2)

4.2. Statistical matching
In this step each synthetic individual is matched to an observation from the household travel survey,

using hot-deck matching D’Orazio et al. (2012). The sampling from the household travel survey is done
from a probability distribution:195

πt(s) =

{
ws/

∑
s′∈S∗t

ws′ if s ∈ S∗t
0 else

(3)

where ws is a weight of each observation from HTS, and S∗t is the set of CHTS observations that match
to the synthetic observations for k matching attributes. The attributes that are taken into consideration
to perform matching are the age class, the gender, the employment status, the availability of a car inside
the household, and, if possible, accessibility to public transport service. Age class was defined to replicate
the one used in CHTS (where 8 age classes exist). This makes it, without public transport accessibility,200

a total of 96 combination of attributes. For regions where fewer observations exist, we suggest merging
some of the age classes to reduce the possible number of attribute combinations. Therefore, some of the
correlation between age and activity chain might be lost, especially for those below 16 years of age.

After the matching, some of the variables present in CHTS, but missing in the socio-demographic
information obtained from census data is added to the synthetic individuals. Those are driver’s license,205

public transport season ticket and bicycle ownership.
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4.3. Imputing activity locations
Once the agents are assigned a daily plan based on the CHTS, a location for each of the activities has

to be defined. This step is split into four parts: imputing home, work, education and finally secondary
(non-mandatory) activity locations.210

4.3.1. Imputing home locations
The first step consists of assigning each synthesized household to a home location. The census tract in

which each agent lives is known from the step 1 of the pipeline. The possible home locations within each
census tract are taken from OSM. All residential buildings and roads that are classified as a residential
or a living street are taken from the OSM and were used as a possible place of living. A home place215

for each synthesized household is then imputed by randomly selecting a home place among all available
locations within the census tract.

4.3.2. Imputing work locations
Once the individuals are assigned to a home location, a work location is assigned to those that are

employed. For this purpose, the Origin-Destination (od) matrices obtained from ACS are used. For each
origin census tract we sample the workplace census tract from the multinomial distribution:

(fk,1, ..., fk,·) ∼ Multinomial(Ok;πk,·) (4)

where fk,k′ are the trips counts between origin and destination census tracts and
∑

k′ fk,k′ = Ok

where Ok is the demand coming from census tract k.‘220

Once the workplace census tract have been sampled they still have to be assigned to the synthetic
individuals. In order to do this, a heuristic is used. The heuristic uses the commute distance of the
individual in CHTS that was matched to the synthetic individual in the previous step, in order to minimize
the differences between this distance and the commuting distances obtained in this step. The pipeline
provides different approaches to do this, with each of them trading off between speed and accuracy. Here,225

we use a heuristic that minimizes the difference between the commute distance from CHTS and possible
commute distance obtained from the sampling procedure above, for each synthetic individual, one by one.
When a synthetic individual receives a workplace census tract from the sample, that workplace sample
is removed from the set and the procedure continues. While this procedure is fast, it produces certain
discrepancies for individuals that are getting matched later in the process. A better, although slower,230

approach is also available in the pipeline that minimizes total difference between all commuting samples
and commute distances of the individuals for the given origin census tract Hörl and Balać (2020).

Once each individual is assigned a work zone, what is left to do is to assign the exact work location.
This is performed in the following way:

• If the individual lives and works in the same census tract, the workplace is chosen among the235

available locations based on the distribution of distance to workplace for persons living and working
in the same zone as captured by the CHTS

• If the individual does not work and live in the same census tract, the workplace location is drawn
base on the heuristic ordering.

4.3.3. Imputing education locations240

Since the ACS only contains information on commuters to a workplace, the imputation of the education
locations follows a different approach.

All education-related trips from the household travel survey are first split into two groups based on
the age group reported in the CHTS: those younger then 16, and those older than 16 years of age. Then,
they are further divided into two subgroups: (1) those that used car_passenger, (2) those that did not,245

to reach their place of education. Since CHTS groups all individuals younger than 16 in the same age
group, the mode of transportation to education activity is used to approximate the differences between
those going to kindergarten or elementary school and those attending a high school. For each of these
groups, it is then possible to construct the histogram of distances separating the education place to the
home of the individual samples. Finally, a probability density function corresponding to each histogram250

is obtained.
For each agent, a target distance is drawn from the probability function related to the group (age

and type of residence area) the agent belongs to. Using a bi-dimensional k -d tree, an education place
is then selected such that the distance separating it from the agent’s home location is as near to the
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Figure 1: Socio-demographics comparison between synthetic and census population marginals for San Francisco County.

target distance as possible. As the data from the Ministry of Education allows to distinguish between255

kindergartens, primary schools, secondary schools, colleges and universities, an education place fitting
the age of the person closest to the sampled distance from home is assigned. By doing this, we ensure
that everybody is assigned to a school that fits their age, location and preferred mode of travel.

4.3.4. Imputing secondary locations
The imputation of secondary locations, which means places in which leisure, shopping or other dis-260

cretionary activities are performed, is done using the method developed in Hörl and Axhausen (2020).
As a preparation for the algorithm proposed by Hörl and Axhausen (2020), all trips in the CHTS are

analyzed and divided into bins of modes and travel times such that each combined bin contains at least
200 observations. This algorithm assigns discrete locations to all secondary activities while maintaining
realistic distance distributions given the travel times and modes in the activity chains. This is the only265

step in the pipeline process where slight calibration might be necessary. The reason behind this lies in
the structural constraints of the algorithm, which causes oversampling of short distances. To counteract
this behavior, weights for each travel time bin/mode can be adjusted.

5. Validation

Here, we present some of the validation metrics of the synthetic population and their daily plans.270

While the pipeline allows to create synthetic populations of any region in the State of California, we will
here present two examples:

• Synthetic population and activity patterns of the nine-county San Francisco Bay area (Alameda,
Contra Costa, Marin, Napa, San Francisco, San Mateo, Santa Clara, Solano and Sonoma)

• Synthetic population and activity patterns of the San Diego county275

All nine counties around the Bay Area are chosen as each of them contributes substantial traffic to other
counties in the region. San Diego was chosen as more than 95% of people both live and work in the
San Diego County. Therefore, it is convenient to build a model of the region. To the knowledge of the
authors, an agent-based model of the San Diego County was never built before, which makes another
motivating fact to have it as one of the examples for this paper.280

5.0.1. Comparison of the socio-demographics
Figure 1 and Figure 2 show the validation of some of the socio-demographics for the San Francisco

and San Diego Counties, between the census data and the synthesized population. We have avoided
showing the rest of the counties in the San francisco Bay area as they all show similar results.

A perfect match can be observed for most of the variables (age, gender, income, household type, and285

vehicle ownership), except for the household size. We have observed that the household size marginals
do not fit the total number of people living in different regions, therefore, we have decided not to use
household size as one of the control variables. Therefore, some of the differences, though small, do exist.
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Figure 2: Socio-demographics comparison between synthetic and census population marginals for San Diego County.

Figure 3: Activity chains comparison.
h stands for “home”, w for “work”, e for “education”, l for “leisure”, s for “shopping”, b for “business” and o for
“other”.

5.0.2. Comparison of the activity chains290

Figure 3, shows for the San Francisco Bay Area the distribution of activity chains in the synthesized
population and compares it to the observed distribution obtained from the household travel survey.

The activity chains are present in the correct order and the observed differences between the actual
population and the synthesized one are always lower than one percentage point.

Figure 4, presents the same for the San Diego County. It is clear that the activity chains are not295

matching, and have up to 2% difference. This is especially evident for h-e-h and h-w-h chains. These two
chains would suggest that there are in general more students and less workers in the CHTS than in the
census dataset. This is actually the case, as in CHTS 36% of the population goes to school while in the
census it is only 30%. Although employment in San Diego county has risen between 2012 and 2017, it
might not completely explain the substantial difference. Further discussion on this can be found in the300

following section.
Figure 5 and Figure 6 show the number of out of home activities. Most of the individuals have one

out of home activity, which is also suggested by the analysis of the activity-chains.

5.0.3. Comparison of the number of activities
Figure 7 and Figure 8 show a comparison of the number of activities that women perform in these two305

modeled regions. The HTS and synthetic distributions match reasonably well. However, it is interesting
to notice that in the area of San Francisco there are less female individuals that do not perform any out
of home activities, and when they do perform activities, they also perform more activities on average.
While the activity counts are shown here for women the same patterns can be observed for men as well.
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Figure 4: Activity chains comparison.
h stands for “home”, w for “work”, e for “education”, l for “leisure”, s for “shopping”, b for “business” and o for
“other”.

Figure 5: The number of activities that individuals perform in the San Francisco Bay Area.

Figure 6: The number of activities that individuals perform in the San Diego County.
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Figure 7: The number of activities that women perform in San Francisco Bay Area.

Figure 8: The number of activities that women perform in San Diego County.
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Figure 9: Cumulative distribution functions of distances to different activities in HTS and synthetic population for the San
Francisco Bay area

Figure 10: Cumulative distribution functions of distances to different activities in HTS and synthetic population for the
San Diego County.

5.0.4. Comparison of the travel distance distribution to activities310

How far individuals travel, on average, to perform a given activity in the synthetic population and in
CHTS is presented in Figure 9 and Figure 10. Besides for business activities, distributions match very
well for both regions. This suggests that the methods presented above are able to realistically replicate
this aspect of the travel behavior. The reason behind this inconsistency in the travel distance distribution
lies in the small sample of business related trips, and the distribution of the reported travel distances in315

CHTS. In Figure 11 and Figure 12 we can see the density distribution of distances, of business related
trips, for San Francisco Bay are and San Diego County for the synthetic population and CHTS data sets.
While San Francisco area has considerable number of observations for business related trips, San Diego
County does not. This does not come as a surprise, considering the difference in the population size.
This, however, creates spikes in the distribution of the distance distribution, which are hard to replicate.320

Nevertheless, the distance distribution to business activities, of the synthetic population of San Diego
County in general follows the same shape as the HTS data. Therefore, one can safely assume that the
inconsistency mostly lies in the small sample, and not in the methods used.

Looking at the figures, it is noticeable that commuting distances to work are on average considerably
higher than for discretionary or education trips. A similar pattern is observed for both San Francisco325

Bay Area and San Diego County.
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Figure 11: Density histogram of trip distances with ”business” as a purpose for the San Francisco Bay area.

Figure 12: Density histogram of trip distances with ”business” as a purpose for the San Diego County.
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6. Discussion

The previous section has shown that the population synthesis pipeline is able to reproduce socio-
demographics of the population and their daily plans, based on the validation measures presented. How-
ever, certain gaps and limitations exist and are discussed here.330

6.1. Data
Data has a strong impact on the quality of the generated synthetic population. Therefore, data gaps

listed below should be addressed, if possible, in the future:

• The data used in the pipeline has been collected at different time periods. While commuting and
census estimates are for a similar point in time, CHTS was conducted six years prior. How, and335

if, the activity patterns have been changing during this period is difficult to say, as no other data
is available. However, one might assume that even though socio-demographics of the population
might have changed, the activity patterns for specific socio-demographic groups, captured by CHTS
might have not. This inconsistency of the dataset has some implications on validation results as
has been seen in the case of the San Diego County. Once the new household travel survey, for the340

region, becomes available, it would be worthwhile to verify this.

• Potential activity locations are based on the data available from the OSM. Even though, OSM data
is very detailed in the urbanized areas, outside of larger urban cores this is not the case. Therefore,
some of the shopping or leisure locations are currently not available for secondary activities. Addi-
tional data sources would be helpful, either on detailed location or on land use, in order to improve345

the reliability of the approach.

6.2. Methodology
From the methodological side, there are several points for further improvement:

• Current methodology does not consider household interactions. Therefore, activity patterns of indi-
viduals living in the same household in the synthesized population are most certainly not correlated.350

This would make difficult to model sharing of mobility tools in later stages, where mode-choices are
for instance estimated within an agent-based model.

• The secondary location assignment procedure currently does not take into account the attractiveness
of the locations. This fact can lead to over/under-estimation of the number of individuals performing
activities at particular shopping or leisure locations. The attractiveness of the place could be355

measured by the size of the shop/leisure place or its capacity. Such data could be obtained from
either OSM or other sources, which would ensure that shopping malls or large supermarkets are
attracting more individuals than smaller shops.

7. Conclusion

This paper presented the process of generating a synthetic population with socio-demographic at-360

tributes and activity schedules for the state of California. Two examples are presented: nine-county San
Francisco Bay area and San Diego County.

The generated models are validated against socio-demographic marginal data and travel patterns
from California Household Travel Survey. While in general the models fit well, some discrepancies and
limitations are pointed out in the previous chapter. Some of those can limit the approach, for certain365

policy studies, for example how travelers plan for joint trips or how attractiveness of a destination can
influence travel decisions. However, the approach can be easily extended, as the framework is open-source
and each stage of the pipeline can be individually adapted.

The pipeline also already provides converters of the synthetic population to the MATSim input format.
Agent-based scenarios of the nine-county San Francisco Bay Area and five-county Los Angeles area have370

already been implemented and calibrated using the approach presented here to provide the synthetic
population. The presentation of these scenarios was out of scope for this paper, but code and data are
readily available for usage and are accessible through the same GitHub repository as the population
synthesis pipeline eqasim (2020).

It must be pointed out that this modeling effort should not be considered as a try to replace the375

efforts of local or regional planning agencies in the state of California, but to complement them. The
proposed framework should be considered as a straightforward and reproducible pipeline to generate
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mobility patterns of the specific region that can, among other things, be readily used for agent-based
modeling studies, based on open-data. The approach is, in addition, interesting because it can also be
easily transferred to other regions in the USA.380
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