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Abstract

Currently, no low cost commercial 3D active glasses with
embedded eye tracker are available despite the importance of 3D
and eyetracking for numerousapplications. Inthiscontext, asimple
low cost eye tracker for 3D glasses with liquid crystal shutters is
presented and tested for orthoptics applications. By using a beam
splitter to better align the camera with the line of sight when the
subject looks at a target in front of him at far range, the new design
allowsrecording high quality imageswith limited pupil deformation
when compared to other commercial eye trackers where the
cameras can be far from this axis (head mounted or fixed). Such a
design could be useful for various applications from orthoptics to
virtual reality

1 Introduction

Eye-tracking has a relatively long history datireck to the early
1800s with direct observations of the eye. Alread$901, Dodge
[1] developed the first photograph that used cdrneffections to
detect the gaze direction of the subject being éxedn As time
went by the technology improved to develop smaled less
intrusive eye tracking devices, culminating in tgdawearable
systems [2, 3].

A wide commercial offer exists nowadays reflectthg numerous
possible applications of eye tracking. It rangesnfrhigh-end
product such as the Tobii glasses 2 that can hi:fose variety of
studies, to trackers dedicated to a specific apfiin (e.g. Gazelab,
VisagraphTM) passing by more adaptable solutiorts @upil labs
[4]). However, despite this wide range of produats,commercial
3D glasses with eye tracking are commercially aéd today. (By
3D glasses we refer here to active glasses foss@da3D display
systems, and exclude virtual reality headset omenged/mixt
reality systems that are associated to differeptiegtions and for
which embedded eye tracking systems can be fougdF®VE in
VR and Hololens v2 for AR). As 3D glasses becomiguitpus in
numerous applications (entertainment, orthoptiossearch in
perception [5], etc.), the purpose of this studysv@a assess the
benefits of a low-cost prototype eye tracker thairks with
conventional liquid crystal shutter glasses [6].

2 Methods

2.1 Eye-tracker design

A low-cost prototype eye tracker to be clipped oembedded into
3D glasses has been developed for research purposé®
perception (cf. fig. 1). The 3D glasses used i #tudy rely on
liquid crystal shutters and are manufactured bydbmpany Eye
Triple Shut (E3S) [6]. The eye tracker consistannR surveillance
camera (ELP Full HD 1920x1080p), infrared LEDs {4y

VSMY12850 at 850+10nm) and a beam-splitter (BShwitustom
coating on each surface. The camera is mountetengper part
of the glasses frame.

Eight (4 for each eye) LEDs are embedded into ffesvear frame
and powered by a battery (also embedded into &med). The LEDs
are set to illuminate the eye uniformly. The LEB=sdiance in the
cornea’s plane is less than 2mwW/cm2 which is weltar ocular
safety limits [7].

Contrary to most head mounted eye trackers, thee@noes not
point directly towards the eye but to the semieetihg plate (BS).
This plate is positioned in front of the glassesngiscustom

mechanical elements so as to direct the LEDs ligih¢cted by the
eye towards the camera as if the camera was piadeont of the

eyes, on the line of sight (Fig. 1). The line dfigiof the eye is
defined here as the line passing by the centehefpupil to the
object of regard when this object is placed atifatance in front of
the subject. The plate holder tilt and axial positin front of the
frame is adjustable to allow for an easy adjustnoérthe camera
with the eye. The custom coating is made to maxéméflections at
850nm and minimize reflections in the visible pafrthe spectrum
to avoid visual artefacts (Fig. 2). Figure 3 depiat monocular
configuration but extension to a binocular ondrigightforward. In

this configuration, the BS size (6x3.5 cm) limite field of view to

approximately (63x50°). Compared to more compachroercial

alternatives, the eye tracker is slightly heavitggg when SMI and
Tobii glasses weight approximately 45g) and codtaction of the

price (approximately 1k versus 15k for the SMI abii glasses) of
which the coating accounts for approximately 90%i¢h could be
easily reduced by mass production).

The choice of using a BS rather than pointing thmera directly
towards the eye was motivated by several factarstlyfinding a
low cost, fast (>120Hz), light sensitive camera rgspect ocular
safety limits), small enough to fit on the glassasd with good
quality optics is a difficult task. Placing the cama as in Fig. 1
reduces the size constraint which significantlyéases the choice
and number of possible cameras and allow to chcaseras with
a low f-number optics. Secondly, a close distaam a strong tilt
between the eye (i.e. the object) and the cameratariously not
ideal imaging conditions. Placing the camera “ois’ax.e. in front
of the eye , on the line of sight, at a largeratise allows imaging
the pupil with less distortion than placed for arste right under the
eye. This is important as pupil shape can influetheeparameter
extraction and hence the eye tracker’'s performaj&e. Thirdly,
our design allows using only one camera for both &y avoid
synchronization issues (at the expense of a loggiution per eye).
The single camera could image directly both eyless(iosing the
alignment) or the alignment could be preserved lsngs a
periscopic optics for each eye [10].



Figure 1: The beam splitter allows to better align the camera (a) with the line of
sight (b). (c) denotes the virtual position of the camera
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Figure 2: Spectral reflectance (%) of the beam splitter’s coating (camera side)
as a function of the wavelength (nm). Units for abscissa and ordinate axis are
respectively nm and %.

Figure 3: The prototype eye tracker where A) is the camera, B) the beam splitter
(BS), C) the 3D glasses and D) where the battery and most of the LC shutters’
electronics are embedded. In this picture, the LC shutters are absent

2.2 Comparison method

A usual difficulty when comparing eye tracker iscarrelate their
respective measurements [11]. In addition, in tkiady, no
dedicated software has been developed for our fyp#oFor this
reason and because its main advantage is to adlolefter imaging
conditions by folding the optical path, we chosectonpare the
image quality and pupil deformation obtained witls tprototype to
those obtained with 3 commercial eye trackers: head mounted
ones (Tobii Pro Glasses 2, SMI Glasses) and thktaedased
Facelab5. Characteristics of the 4 eye trackerseprarted in Table

1. Images of the eye were registered for diffegare angles (30°
temporal, 30° downwards, 30° upwards), differenghting
conditions (140lux, 600lux), and different LC staust configuration
(no shutters, with closed shutters). The threeedifft gaze angles
correspond to large values where eye trackers t@sacan be
challenged. The low lighting condition correspondtte one of an
optometry box (the first application we considereds for
orthoptics) and the high one (600 lux) where otg@imdoor but
with bright lights on and sitting by the window.sAhe other eye
trackers do not have LC shutters, we placed onteshn front of
the eyewear to operate in a comparable conditionsef (tacking
care of not affecting the led illumination). We didt report here
images recorded with opened shutters as it wouldige limited
information when compared to the two other cases.

Freg. Angular Irradiance | Wavelength
(H2) range (UW/mm2) (nm)
Tobii 100 | 160°x70° 6 860
glasses 2
SMI oy AN°
gl 120 80°x60 1 985
Facelab 5 60 45°x22¢ 1 850/87¢
Prototype | 120 | 83750 2 850
monocula

Table 1: Characteristics of the four eye trackers tested. For the three
commercial eye trackers, the frequency and the angular range in which the eye
tracker works come from the manufacturer’s specifications. The wavelength
used to illuminate the eye and the associated corneal irradiance were
measured.

3 Results

In practice, raw images from commercial eye tragkare not
directly accessible and the only ones we could arsethe ones
presented in the user interface associated with ege tracker.
Therefore, no information is available on the ratioh of the eye
tracking camera and the processing that may hase applied to
these images. Consequently, image quality can balyassessed
subjectively assuming that the best possible imageslisplayed in
the user interface. A Matlab script was used tccudate the
ellipticity , or “flattening” ) of the pupil in each image, defined as
e=1-b/a where a and b are respectively the semimzjd semi-
minor axis. Images obtained for the different gdirections are
presented respectively in Fig. 4. Results for pdpfiormation are
presented in table 2.

30° temp 30° upwards 30° downwards
Lighting 140 | 600 | 140 600 | 140 600
Conditions | lux lux | lux lux lux lux
Facelab 0.35| 0.3| 0.18 0.08 0.04 0.11
Prototype | O 0 0.17 0.18 0.13 0.11
Tobii 0.34 | 0.33] 0.57 0.5 0.04 0
SMI 0.33 | 0.38] 0.52 0.64 0.03 0.02

Table 2: Pupil ellipticity (calculated for images obtained without shutters)

Regarding the influence of the LC shutters: theekdzuses infrared
light for which the shutters are mostly transpargmt0%). The
shutter’s influence was then thus limited to redgdhe amount of
lightilluminating the eye (as illustrated by theail dilatation in Fig.



4) and possibly slightly degrading the image qua(ihcreased
scattering). As a result, the pupil may be mordialit to detect
(Fig. 4), leading to calibration difficulties amtiorrect tracking. For
the head mounted trackers, light reflections onsthéters had not
significant effect.

With respect to lighting conditions, it had a liedtimpact on the
image quality as all eye trackers probably userallpass filter to
limit the influence of external light sources and&utomatically
enhance the images’ contrast.

With regards to pupil shape, pupil ellipticity vahi(table 2) are in
agreement with expectations. When using the prpgta careful
adjustment of the mirror is necessary to avoid tiat eyelid
intersects the pupil, particularly for downwardeedtion of gaze. A
problem that the Tobii or SMI glasses avoid withmesas placed
under the eyes. As a result, the pupil appeamntd® distorted when
imaged with the SMI and Tobii for the upwards diiet of gaze.
Once this adjustment done, our prototype provideslient images
(pupil entirely imaged and with limited deformatjone. low
ellipticity values) in all directions of gaze wheempared to the
commercial eye trackers.

In addition to assessing image quality and pupfbigheation, we
also verified that the prototype’s illumination & did not disrupt
the normal functioning of the glasses (since E3&sges, as many
3D shutter glasses, uses IR-based communicatiothéishutter
synchronization). We thus used the eye trackemduai standard
orthoptics convergence exercise where the targepnaected with
a 3D projector (Orthoptica ®). Because the E3S’chyanization
uses a modulated signal in another spectral ba®@0f¥m) than the
one used for illumination, this last one did not&any impact on
image stability, image drift, or on/off shutter camiting time. The
feedback from the orthoptist in charge of the reglarding the
possibility to observe and record on his compthiersubject’s eye
during the exercise was very positive.

Figure 4: Images of the left eye obtained with the different eye trackers when
looking at a target situated 30 ° downwards (1st 4 rows), upwards (rows 5-8),
temporal (last 4 rows). Images from left to right were respectively recorded with
the Facelab, prototype, Tobii, SMI eye trackers. Imaging conditions from first
row to bottom row were respectively: no shutters/140lux, shutters
closed/140lux, no shutters/600lux, shutters closed/600lux.

4 Discussion

We have presented and assessed an eye tracke @D lglasses.
The quality of the image was the main focus of shely and we
demonstrated that this low cost prototype provitigh quality
images when compared to commercial products (retlyeil
deformation, no impact of shutters). In this prgpet, the key
element is a beam splitter used to better aligrctireera with the
line of sight (as defined in section 2), thus allogvfor better
imaging conditions as illustrated by the minimunpipdeformation
for large gaze angles. This in turn could faciétptipil segmentation
with a positive impact on the required processirayver and
improved tracking performances. Such design coeldigeful for
applications such as orthoptics where orthoptetgsire seeing the
patient’s eye and have limited requirements in seofrtompactness
when compared to other fields (marketing, spotte &rrangement



could be easily designed as a removable clip-oficomir also
adapted for used in VR helmets.
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