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ABSTRACT
The progress in steganography is hampered by a gap between non-
additive distortion functions, which capture well complex depen-
dencies in natural images, and their additive counterparts, which
are efficient for data embedding. This paper proposes a theoreti-
cally justified method to approximate the former by the latter. The
proposed method, called Backpack (for BACKPropagable AttaCK),
combines new results in the approximation of gradients of discrete
distributions with a gradient of implicit functions in order to derive
a gradient w.r.t. the distortion of each JPEG coefficient. Backpack
combined with theminmax iterative protocol leads to a very secure
steganographic algorithm. For example, the error rate of XuNet
on 512 × 512 JPEG images, compressed with quality factor 100
and a payload of 0.4 bits per non-zero AC coefficient is 37.3% with
Backpack, compared to a 26.5% error rate using ADV-EMB with
minmax protocol (considered state of the art in this work) and a
16.9% error rate with J-UNIWARD.
ACM Reference Format:
Solène Bernard, Patrick Bas, John Klein, and Tomáš Pevný. 2018. Optimizing
Additive Approximations of Non-Additive Distortion Functions . In Pro-
ceedings of -. ACM, New York, NY, USA, 8 pages. https://doi.org/10.1145/
1122445.1122456

1 INTRODUCTION
Steganography by cover modification hides data into an innocuous
looking content, such that the mere fact of a payload being hidden
cannot be reliably detected. A counterpart of steganography is
steganalysis, aiming to detect contents with hidden data. Antagonist
goals of steganographers versus steganalysts force them to play a
cat-and-mouse game (called steganographic game below) commonly
found in security fields. This paper takes a step forward in removing
humans from playing this game by proposing an automatic way to
design attacks and counter-attacks.

State of the art steganographic algorithms rely on the principle
of minimizing a distortion function, which needs to be additive
for practical reasons. Before hiding the message (embedding), a
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steganographic algorithm assigns to each modifiable coefficient
(e.g. a pixel or DCT coefficient if the cover object is an image) an
embedding cost. The message is then hidden by syndrome trellis
codes [9], which minimizes the additive distortion function under
the constraint of communicating a message. For research purposes,
the act of embedding a concrete message is skipped in favor of
a mere simulation [10, 17]. Presently, the design of new stegano-
graphic algorithms therefore boils down to defining the embedding
costs.

Note that the construction of costs falls into two (and half)
categories. Heuristics are used in UNIWARD [14], HILL [20] or
UERD [12], where costs promote preservation of properties in
natural images that steganography might violate, as for example
smoothness. An alternative, in our view more sophisticated, ap-
proach [11, 24, 26] calculates the cost to minimize detectability of a
specific steganalyzer (also called detection function or detector). Note
that this detection function (typically modeling the noise extracted
from one cover image) is different from that used by real stegana-
lytic detectors (built from numerous cover and stego images), since
its direct minimization may be complicated in practice [25].

An evolution is to automate the design of detection functions.
The very first attempt known to us was ASO [19], which conver-
gence issues prevented a wider adoption and success. More recent
approaches relied on generative adversarial networks (GAN) [30,
33] which simultaneously optimize a neural network predicting
embedding costs and another neural network as steganalyzer. It is
known that under some assumptions, GANs converge to the Nash
equilibrium [23] of a steganographic game, with actions defined
by spaces parametrized by chosen models. Yet, the convergence
of GANs is difficult to achieve in practice. An alternative to GANs
is [5] which does not use the fixed estimator of embedding changes.
Instead, the distortions associated to each DCT sample are opti-
mized by means of adversarial embedding (ADV-EMB) [29] for a
given image and steganalyzer. The main contribution of [5] and [4]
was to show, how to construct iteratively steganalyzers without
suffering from the convergence issues of ASO.

The set of steganalyzers created by the minmax protocol in [5]
plays the role of non-additive distortion functions, as they measure
the detectability of a given image. Indeed the adversaries (here the
classifiers) capture mid-range dependencies between DCT coeffi-
cients which are by definition non-additive. In order to overcome
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this issue, the embedding can induce correlations by either using
lattices (see section 2.2) and/or by crafting specific non-symmetric
additive costs as done here. For example ADV-EMB [29] adjusts
costs of some symmetric additive distortion function (J-UNIWARD)
w.r.t. the gradient of the loss of one steganalyzer by performing
only one gradient descent step and by distinguishing costs related
to +1 to costs related to -1 w.r.t. the gradient of the detectability
function. In Section 2.4 it is shown however that ADV-EMB cannot
reliably adjust embedding costs such that the resulting stego object
is undetectable by the worst classifier from a set. Moreover, ADV-
EMB does not natively take the length of embedded message into
account.

This paper proposes a method called Backpack (for BACKPropa-
gable AttaCK)1 fixing flaws of ADV-EMB by finding embedding
costs by gradient descent with constraint on message length in-
cluded by means of implicit differentiation. To put the proposed
method into a wider context, it optimizes parameters of additive
distortion function (embedding costs) by challenging a non-additive
distortion function (a set of steganalyzers) for a given image and
message length. In this sense, the method is general. The exper-
imental evaluation demonstrates its advantages with respect to
ADV-EMB by improving the security of a steganographic algo-
rithm found by minmax protocol [5] by 11% when the distortion
function is a deep neural network with a Xu-Net [32] architecture.

This paper is organized as follows. The next section recalls im-
portant prior arts for explaining and framing of the method and
also shows the weakness of ADV-EMB algorithm. Section 3 for-
mally defines the problem and shows how to calculate the gradient
of a differentiable steganalyzer with respect to embedding costs.
Experimental section 4 shows the effect of the proposed scheme on
security of the obtained embedding costs.

Notations
In the following, letters in bold are used to represent vectors andma-
trices, a corresponding non bold letters are used for their elements.
Calligraphic letters are used for sets. Cover and stego objects are
denoted as vectors and they are respectively denoted as c = (𝑐𝑖 ) and
s = (𝑠𝑖 ), 𝑖 ∈ {1, . . . , 𝑛} (ranges in sums are dropped if it is clear from
context). B denotes the set of allowed embedding changes made
to the cover. Subscripts 𝑖 ∈ {1, . . . , 𝑛} denote index of a coefficient,
whereas superscripts 𝑗 ∈ B are for embedding directions.

Spaces I,M, and K are respectively the space of all images,
messages and keys with appropriate distributions, P·, defined over
them.

A steganalyzer (or steganographic detector or detector) is any
function 𝑓 (x) : I ↦→ R and x is assigned to stego class if the output
is greater than some threshold 𝑡 . A steganographic algorithm is any
pair of functions ℎemb (x,𝑚, 𝑘) : I ×M ×K → I and 𝑔ext (x, 𝑘) :
I × K →M for which it holds that 𝑔ext (ℎemb (x,m, 𝑘), 𝑘) = m for
all m ∈ M, 𝑘 ∈ K, and x ∈ I ..

1The name is derived from methods which inspired the work: backpropagation and
adversarial attacks on neural networks.

2 BACKGROUND
2.1 Distortion minimization principle
Steganography by cover modification maps a cover object c to
a stego object s such that it communicates a message m while
minimizing a distortion function 𝑓 (s, c) . The range of embedding
changes b = c − s is usually restricted to the set B, which is most
of the time small B = {−1, 0, +1}.

For general distortion functions 𝑓 the above problem is NP-hard,
therefore practical embedding schemes use an additive 𝑓 (s, c) =∑𝑛
𝑖=1 𝜌

𝑐𝑖−𝑠𝑖
𝑖

, where 𝜌 𝑗
𝑖
denotes embedding cost of changing the 𝑖th

pixel by adding 𝑏𝑖 = 𝑐𝑖 − 𝑠𝑖 . This work both assumes asymmetric
costs 𝜌+1

𝑖
≠ 𝜌−1

𝑖
and that not making change can cause a distortion

𝜌0
𝑖
≠ 0. Additive distortion function (for a given cover) is fully

determined by embedding costs 𝝆 and vice versa.
Given cover object c, message m,, key 𝑘 and embedding costs

𝝆, the 𝝆-parametrized embedding function ℎemb (c,m, 𝑘 ; 𝝆) solving
the above optimization problem for additive distortion function is
usually implemented by Syndrome Trellis Codes [9] (STC), which
produce stego objects with distortion usually within 5% − 7% of
that of the optimal embedding.

As shown in [10], the optimal embedding minimizing an additive
distortion function can be simulated by adding random embedding
changes b to a cover signal, i.e. s = c+b, where embedding changes
b are realizations of a random variable distributed according to
𝑃b (b|𝝆, _) =

∏𝑛
𝑖=1 𝑃𝑏𝑖 (𝑏𝑖 = 𝑗 |𝜌𝑖 , _) where

𝑃𝑏𝑖 (𝑏𝑖 = 𝑗 |𝜌𝑖 , _) =
𝑒−_𝜌

𝑗

𝑖∑
𝑘∈B 𝑒

−_𝜌𝑘
𝑖

, 𝑖 ∈ {1, . . . , 𝑛}, 𝑗 ∈ B (1)

with a condition that the entropy of the steganographic channel is
equal to the length of the message, i.e :

𝐻 (𝑃b (b|𝝆, _)) = |m|, (2)

where |m| denotes the length of the message in bits and 𝐻 (p) =
−∑

𝑖, 𝑗 𝑝
𝑗
𝑖
log 𝑝 𝑗

𝑖
if p = (𝑝 𝑗

𝑖
) is a matrix. The stego object s created by

the simulation is random, as it is a realization of a random variable
and as the message is not fixed and assumed to be drawn randomly
from a uniform distribution. In contrast, in STC, the embedding
function is deterministic, since the message is fixed.

2.2 Non-additive distortion functions
The above theory is well developed for additive distortion functions,
unfortunately many interesting distortion functions, mainly those
corresponding to state of the art steganalyzers are non-additive
and the above methodology does not apply.

Gibbs construction [8] proposes to solve the problem using Gibbs
sampling, which is theoretically correct (albeit not optimal), but pro-
hibitively expensive. A greedy approximation by dynamic program-
ming is proposed in [25], but it is also computationally expensive.
Other constructions rely on decomposing the image into disjoint
lattices in order to synchronize embedding changes [21, 28]. Con-
trary to Gibbs sampling, the embedding stops when all the lattice
have been visited once.

A completely different approach inspired by the creation of adver-
sarial attacks is offered by adversarial embedding ADV-EMB [29].
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ADV-EMB heuristically modifies embedding costs 𝝆 of some ex-
isting embedding algorithm (J-UNIWARD) to avoid detection by a
fixed steganalyzer 𝑓 . Specifically, embedding costs are divided into
a common, L𝑐 , and an adjustable, L𝑎 , group and they are modified
according to

𝜌
𝑗
𝑖

= 𝜌
𝑗
𝑖
𝛼
𝑗sign( 𝜕𝑓 (s)

𝜕s𝑖
) iff 𝑖 ∈ L𝑎,

𝜌
𝑗
𝑖

= 𝜌
𝑗
𝑖
iff 𝑖 ∈ L𝑐 ,

(3)

where �̂� denotes new embeddings costs and 𝛼 = 10 is a param-
eter. Notice that embedding costs of coefficients in the common
group are not changed. ADV-EMB uses heuristic to overcome a
major hurdle in applying a gradient descend to optimization of
embedding costs, which is that the embedding operation is not
differentiable. Instead of using a proper gradient (or its estimate),
it uses its sign and fixes the step. ADV-EMB has been reported
to perform well against a single fixed detector. By an exhaustive
search the algorithm minimizes the number of adjusted embedding
costs to prevent modifying too many embedding coefficients, which
might be easily detectable.

2.3 minmax protocol
ADV-EMB [29] allows efficiently to create a stego object secure
with respect to a given differentiable steganalyzer. Although the
same reference proposes an iterative algorithm to create a stegana-
lyzer, such that the resulting stego images are secure, the proposed
iterative algorithm does not have any theoretical guarantees. A
theoretically justified approach proposed in [5] is revised below.

Security of a practical steganographic scheme ℎemb with respect
to a set of steganalyzers F is defined as the error of the best ste-
ganalyzer :

arg min
𝑓 ∈F

1
2

[
E𝑥∼𝑃c

[
I[𝑓 (x) ≥ 𝑡] + I[𝑓 (ℎemb (x)) < 𝑡]

] ]
. (4)

where I is the indicator function, and 𝑡 a decision threshold. Since
F is in practice very large it is difficult to create a steganographic
algorithm by explicitly optimizing this criteria. Ref. [5] decreases
the computational complexity by (i) selecting a small but represen-
tative subset of F and (ii) using ADV-EMB to create stego images
maximally secure with respect to this small subset of F . The subset
of F is constructed iteratively starting with an empty set F 0 = ∅.
At the 𝑘th iteration, the protocol consists of the following two steps
:

(1) Create a set of stego images S𝑘 maximally secure with re-
spect to the set of detectors F 𝑘−1 = {𝑓 0, 𝑓 1, . . . , 𝑓 𝑘−1}.

(2) Build a new detector 𝑓 𝑘 detecting stego images produced in
step (1) and add it to the set F 𝑘−1, i.e. F 𝑘 = F 𝑘−1 ∪ {𝑓 𝑘 }.

Notice that the construction of the small subset explicitly exhibits a
cat and mouse game played by the community for decades, where
step (1) corresponds to proposing a new steganographic algorithm
maximally secure with respect to all known steganalyzers and step
(2) corresponds to proposing a new steganalyzer breaking the newly
proposed steganographic algorithm.

2.4 Flaws of ADV-EMB in minmax protocol
During the 𝑘 + 1th iteration, the minmax protocol uses ADV-EMB
to create stego images undetectable by all steganalyzers in F 𝑘 . The

gradient of the steganalyzer with respect to stego image used in
Equation (3) therefore becomes :

𝜕max𝑓 ∈F𝑘 𝑓 (s)
𝜕s

=
𝜕𝑓 (s)
𝜕s

,

where 𝑓 = argmax𝑓 ∈F𝑘 𝑓 (𝑠) . Since ADV-EMB calculates the gra-
dient and adjusts embedding costs just once, the resulting stego
image is optimized only with respect to the classifier 𝑓 and ignor-
ing remaining adversaries F 𝑘 \ 𝑓 , which means that the resulting
stego image created with adjusted embedding costs �̂� can be still
detectable by them.

Moreover, as mentioned before, the use of the gradient in (3) is
heuristic, and does not reflect the fact that the embedding costs
should directly be modified according to the gradient of 𝑓 (.) w.r.t.
the costs.

3 DIFFERENTIABLE STEGANOGRAPHY
3.1 Problem formulation
The problem we solve is for a given cover object x to find an em-
bedding cost map 𝝆 minimizing detectability of a stego object
s = c + b by a non-additive distortion function 𝑓 (s) (read ste-
ganalyzer), where b ∼ 𝑃b (b|𝝆, _) and 𝑓 being almost everywhere
differentiable with respect to s.We therefore focus on simulation
of embedding changes. The stego object s = c + b is a realization of
a random variable and we minimize the expected detectability over
all possible stego objects written as :

argmin
𝝆,_

Eb∼𝑃b (b |𝝆,_) [𝑓 (c + b)], (5)

subject to the entropy constraint:
𝐻 (𝑃b (b|𝝆, _)) = |m|. (6)

We want to solve the above problem using gradient descend with
respect to 𝝆, because it is efficient but its use for this problem is
difficult from two reasons: first, the optimization problem contains
an implicit constraint on the entropy; second the gradient of the
expectation of 𝑓 with respect to 𝝆 does not have an analytical
expression and its exact computation (summation over all possible
embedding changes) would be prohibitively expensive. The rest of
this section first presents how to overcome these two hurdles and
then describes an algorithm to efficiently minimize (5).

3.2 Estimating the gradient of expectation of a
discrete distribution

Let us first focus on the problem of calculating the gradient of:
𝜕

𝜕𝜌
Eb∼𝑃b (b |𝝆,_) [𝑓 (c + b)], (7)

without the entropy constraint (we assume _ is fixed for now). The
exact computation of the expectation (and therefore its gradient) is
computationally very expensive. To compute it exactly one would
need to sum over the support of all stego images (for a given cover),
which has |B|𝑛 (recall that |B| is the cardinality of embedding
changes and 𝑛 is the number of coefficients that can be modified
during embedding). The rest of this section therefore focuses on
an approximation of (7) that would be sufficiently accurate while
being computationally cheap.
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To simplify the notation, the calculation of the expected gradient
is introduced for a single coefficient. This means that the modi-
fication 𝑏 of a coefficient is a scalar with probability distribution
described by a vector p of length |B|. Since embedding changes
are assumed to be independent (this is required by our constraint
on the distortion function to be additive), the generalization to all
coefficients of an object is straightforward.

3.2.1 HardmaxGumbel. The problem of calculating the gradient
of expectation of discrete probability distribution with respect to its
parameters is very well studied problem. From the vast prior art, we
have chosen the method [16] relying on the Gumbel distribution.
This technique has an advantage of giving a general formula to
draw samples according to any discrete distribution, so it can be
used without a modification for 𝑛-ary coding, and its theoretical
properties are well analyzed.

A discrete distribution defined by a probability vector p = (𝑝 𝑗 ) 𝑗 ∈B ,
(recall that p specifies probability of changing a single coefficient
to values allowed by embedding) can be sampled by dividing also
interval [0, 1] into |B| buckets of size p, and then returning index
of a bucket to which a random variable with uniform distribution
on [0, 1] falls. An alternative approach is to sample the same distri-
bution according to following strategy :

𝑏 = MG(p, g) = argmax
𝑗 ∈B

(𝑔 𝑗 + log 𝑝 𝑗 ), (8)

where elements of g are independently sampled from the Gumbel
distribution 𝐺 (0, 1). A softmax function

softmax (𝑥1, . . . , 𝑥𝑛) =
1∑𝑛

𝑘=1 𝑒
𝑥𝑘
(𝑒𝑥1 , . . . , 𝑒𝑥𝑛 ),

is a well known approximation of argmax, which can be seen from

lim
𝜏→0

softmax
(𝑥1
𝜏
, . . . ,

𝑥𝑛

𝜏

)
= (0, 0 . . . , 0, 1, 0, . . . , 0),

where the 1 is on argmax𝑖 𝑥𝑖 place and 𝜏 controlling the smooth-
ness of the approximation is called temperature. Figure 1 offers a
visualization of the influence of 𝜏 on the output of the Softmax-
Gumbel (SG) function, for a fixed realization of a random vector g
and fixed probability vector p.

Replacing argmax in Equation (8) by a softmax approximation
with temperature leads to :

𝑏𝜏 = SG𝜏 (p, g) =
∑
𝑗 ∈B

𝑗 𝑧 𝑗 , (9)

with z = softmax
(
g + log p

𝜏

)
, (10)

where g and p are as above. The last Equation (9) is easily dif-
ferentiable with respect to p since the calculation can treat the
random numbers g as constants (in machine learning this is called
a re-parametrization trick).

The main advantage of re-parametrization this is that the gradi-
ent in Equation (7) can be now estimated using 𝑘 samples g1, . . . , g𝑘
as ©« 1𝐾

𝐾∑
𝑗=1

𝜕𝑓 (c + SG𝜏 (p, g𝑗 ))
𝜕p

ª®¬ 𝜕p𝜕𝜌 . (11)

The number 𝐾 of drawn samples g1, . . . , g𝐾 , control the trade-off
between variance of the estimate and computational complexity. It
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Figure 1: For a given value of triplet 𝑔 = (𝑔−1, 𝑔0, 𝑔+1) (where
𝑔 𝑗 ∼ 𝐺 (0, 1) are independently drawn from Gumbel stan-
dard distribution), value of the modification 𝑏𝜏 = SG(𝑝,𝑔)
is plotted the 𝑧-axis for all possible triplets of probabilities
𝑝 = (𝑝−1, 𝑝0, 𝑝+1), and for 4 values of 𝜏 . The triplets are plot-
ted in the trilinear coordinate system.

is common in to use 𝐾 as small as 𝐾 = 1, i.e. estimating the gradient
from a single sample (compare this to complexity |B|𝑛 of the exact
computation in Equation (7)). The drawback of this estimator is that
it is biased. In experiments presented in this paper, 𝐾 was selected
to the highest number which the GPU memory allowed.

3.3 Incorporating constraint on entropy
Assuming gradient (7) can be efficiently approximated by Equa-
tion (11), compliance with the constraint on entropy (6) is still
required. Among other possibilities (e.g. the method of Lagrange
multipliers), one can remove constraints by incorporating them
into the optimization term through an implicit function. This does
not does not change the solution of the optimization but simplifies
it. This subsection shows that this is indeed possible in problem (5).

Recall that for a given embedding cost 𝝆, the probabilities of
changing coefficients 𝑃b are calculated by Equation (1) for a _
being solution of an entropy constraint given by Equation (6). Thus
for a given 𝝆, _ is a unique solution of some implicitly defined
function, which is here denoted as Λ(𝝆, |m|) = _. Substituting this
implicit function Λ(𝝆, |m|) into the Equation (1) for distribution
of embedding changes, gradient of Equation (7) with respect to
embedding costs 𝜌 can be written as :

𝜕

𝜕𝜌
Eb∼𝑃b (b |𝝆,Λ(𝝆, |m |)) [𝑓 (c + b)],

which is free of _ but contains the implicit function Λ. According
to the chain rule of derivatives, this gradient becomes :(

𝜕

𝜕p
Eb∼𝑃b (b |p) [𝑓 (c + b)]

) (
𝜕p
𝜕𝜌

)
. (12)

While good approximations of the first term can be obtained as ex-
plained in 3.2, computing 𝜕p

𝜕𝜌 is more cumbersome since p depends
on both 𝜌 and _.
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Because p = 𝑃b (b|𝜌, _), writing the total derivative gives:
𝜕p
𝜕𝜌

=
𝜕𝑃b
𝜕𝜌

𝜕𝜌

𝜕𝜌
+ 𝜕𝑃b
𝜕_

𝜕Λ(𝜌, |m|))
𝜕𝜌

. (13)

Although function Λ is implicit, its gradient 𝜕Λ(𝜌, |m |))𝜕𝜌 can be
computed. Recall that for a given 𝜌, _ is a solution of an entropy
constraint (Equation (6)), therefore it holds that

𝐻 (𝑃b (_, 𝜌)) = 𝐻 (𝑃b (Λ(𝜌, |m|), 𝜌)) = |m|, (14)

and therefore𝐻 (𝑃b (Λ(𝜌,𝑚), 𝜌)) − |m| = 0. Applying the chain rule
to this equation gives :

𝜕

𝜕𝜌
𝐻 (𝑃b (𝜌,Λ(𝜌, |m|))) =

𝜕𝐻 (𝑃b)
𝜕𝜌

𝜕𝜌

𝜕𝜌
+ 𝜕𝐻 (𝑃b)

𝜕_

𝜕Λ

𝜕𝜌
= 0, (15)

from which the desired gradient of Λ(𝜌, |m|), 𝜌) can be expressed
as

𝜕Λ(𝜌, |m|))
𝜕𝜌

= −
(
𝜕𝐻 (𝑃b)
𝜕_

)−1
𝜕𝐻 (𝑃b)
𝜕𝜌

. (16)

Combining Equation (16) and Equation (13) with Equation (12)
yields to a closed form expression for the gradient :(

𝜕

𝜕p
Eb∼𝑃b (b |p) [𝑓 (c + b)]

) (
𝜕𝑃b
𝜕𝜌
− 𝜕𝑃b
𝜕_

(
𝜕𝐻 (𝑃b)
𝜕_

)−1
𝜕𝐻 (𝑃b)
𝜕𝜌

)
(17)

3.4 Optimizing embedding costs
Results presented in above sections allows us to efficiently approx-
imate the gradient of Equation (7) by estimating a gradient of its
smooth approximation with a constraint on the entropy. This allows
use to adapt a gradient descend method to minimize detectability
with respect to all detectors in a set F 𝑘 as needed in minmax pro-
tocol.

The proposed algorithm with pseudocode shown in Algorithm 1
uses continuous approximation of discrete embedding changes
to optimize the embedding costs 𝜌. In every iteration, it checks if
detectability of stego images with discrete embedding costs is below
threshold. If yes, the algorithm is terminated, otherwise it continues.
If the detectability of stego images with continuous approximation
is below a given threshold, the temperature is halved. In practice,
there is also a limit on the maximum number of iterations. All
expectations in the pseudocode are estimated from a single sample,
as described in Section 3.2.1. The threshold on detectability is the
detectability of the unmodified cover object.

The progress of the proposed algorithm onminimizing detectabil-
ity of a single stego object against a single detector is shown in
Figure 2. Although the optimization uses continuous approximation
of stego objects (blue line), the main goal is to create stego objects
with discrete embedding change (orange line). We can observe
that in the very beginning, when temperature is high, there is a
big difference between detectability of continuous approximations
and that of real stego objects. But as the algorithm progresses and
temperature decreases, this difference becomes negligible.

The proposed algorithm is iterative, therefore it does not suffer
the weakness of ADV-EMB described in Section 2.4 and it is well
suited to minimize detectability measured as a maximum over a set
of steganalyzers.

Data: A JPEG cover image c, initial embedding costs 𝜌0,
initial 𝜏0

Result: An adversarial embedding costs 𝝆
𝝆 ← 𝝆0;
𝜏 ← 𝜏0;
𝑜 ← max𝑖 Eb̃𝜏∼𝑃 (_,𝝆) [𝑓

𝑖 (c + b̃𝜏 ) − 𝑓 𝑖 (c)];
𝑜 ← max𝑖 Eb∼𝑃 (_,𝝆) [𝑓 𝑖 (c + b) − 𝑓 𝑖 (c)];
while True do

while 𝑜 > 0 and 𝑜 > 0 do
Update 𝝆 by one step of gradient descend with 𝜕𝑜

𝜕𝝆 ;
𝑜 ← max𝑖 Eb̃𝜏∼𝑃 (_,𝝆) [𝑓

𝑖 (c + b̃𝜏 ) − 𝑓 𝑖 (c)];
𝑜 ← max𝑖 Eb∼𝑃 (_,𝝆) [𝑓 𝑖 (c + b) − 𝑓 𝑖 (c)];

end
if 𝑜 ≤ 0 then

Return 𝝆
else

while 𝑜 ≤ 0 do
𝜏 ← 𝜏

2 ;
𝑜 ← max𝑖 Eb̃𝜏∼𝑃 (_,𝝆) [𝑓

𝑖 (c + b̃𝜏 ) − 𝑓 𝑖 (c)];
end

end
end

Algorithm 1: The proposed algorithm optimizing embedding
costs to minimize detectability of a stego object with respect to
a set of steganalyzers F 𝑘 .
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Figure 2: Effect of decreasing the temperature 𝜏 during opti-
mization of a embedding costs for a given cover image. Is
plotted on the left 𝑦-axis the average and variance of de-
tectability (1 for stego class and 0 for cover class) given by
classifier 𝑓 0 (for which 𝑓 0 (c) = 0) over 20 sampled simulated
continuous stego object (blue plot where s̃ = c+ b̃𝜏 ) and for 20
sampled simulated discrete stego object (orange plot, where
s = c + b), over the 33 steps of optimization on the 𝑥-axis.

4 EXPERIMENTAL EVALUATION
Backpack is below compared to ADV-EMB by each method im-
plementing step 2 in the minmax protocol (see Section 2.3). Note
that due to the weakness described in Section 2.4 the ADV-EMB
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algorithm is computationally less expensive, since it is sufficient
to optimize it against the last steganalyzer 𝑓 𝑘 , whereas Backpack
needs to be optimized with respect to all classifiers 𝑓 ∈ F 𝑘 .2

4.1 Experimental settings
4.1.1 Images. The experiments use the JPEG version of the

BossBase database [3] of size 512 × 512 in grayscale format and
compressed with Quality Factor (QF) 100 and 75. All images are
embedded using an embedding rate of 0.4 bits per non-zero AC
DCT coefficient (bpnzAC) at each iteration of the algorithm.

4.1.2 Steganalysis. A proper evaluation of minmax protocol
(and its variants) requires two sets of steganalyzers and their over-
lap depends on who knows what. The first set of classifiers, F is
available to Alice, who is running the minmax protocol. In this
work, this set contains all classifiers with XuNet architecture [32]
(differing in weights). The second set, F̃ , of classifiers is available
to Eve. In our experiments, F̃ contains all classifiers with SrNet and
XuNet architectures, classifiers trained with DCTR [13] or GFR [27]
features. XuNet and SrNet were implemented in TensorFlow [1].
This experimental setup allows to investigate two different setups
which practically express the assumptions that whether or not Alice
knows which class of steganalyzers Eve uses.

At each iteration of the minmax protocol, a new steganalyzer
𝑓 𝑘 is trained by classifying cover objects C and stego objects S𝑘
created in previous iteration at the second step of the minmax
protocol. Steganalyzers are trained on full-size images of 512 × 512
coefficients, 2×4000 cover and stego objects for training, 2×1000 for
validation set and using remaining 2 × 5000 to estimate error rates.
The training database is shuffled after each epoch. In each batch, we
apply data augmentation based on random mirroring and rotation
of the batch images by 90 degrees. 280 epochs are used for training
using Adam optimizer [18]. The configuration achieving the best
validation accuracy is used as the result of training. XuNet, the
classifier is trained starting with randomly initialized weights (zero
mean Gaussian with standard deviation 0.01), initial learning rate
is set to 0.001 and decreased after each 5000 steps to 0.9 times the
current value. Remaining parameters of Adam are kept to default
setting. The size of mini-batch is 32 (16 cover-stego pairs). The
configuration of SrNet is the one proposed in the paper [6], except
the training uses 280 epochs. The size of mini-batch is 16 (8 cover-
stego pairs).

4.1.3 Optimization of embedding costs. Both compared meth-
ods requires initialization of embedding costs, for which those of
J-UNIWARD [15] were used (this has been done in [29]). The ADV-
EMB method for adjusting costs is implemented as described in
Section 2.2. Backpack uses Adam [18] with a learning rate of 0.05
to optimize the embedding costs 𝜌 in Algorithm 1. Gradients of
expected error (Equation (11)) are computed with 𝑘 = 30 samples
until fourth iteration of minmax protocol, with 𝑘 = 20 samples
until its eight iteration, and with 𝑘 = 10 samples. Although a single
sample is frequently sufficient, more samples improves the accuracy
of predicted gradients and they can be calculated in parallel on the

2Note that due to themax function, it attacks in each iteration of Algorithm 1 a single
steganalyzer from the set F𝑘 , but this single classifier is potentially different at every
iteration.
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Figure 3: 𝑃err of test sets w.r.t iterations of the protocol with
QF 100 (top line) or QF 75 (bottom line), an embedding rate
of 0.4 bpnzAC, cost initializedwith J-UNIWARD and applied
with our attack (left column) or ADV-EMB attack (right col-
umn). Assumed class of detectors is XuNet architecture, and
real detectors are XuNet, SrNet, DCTR and GFR.

GPU in the same batch. However as minmax protocol progresses,
the gradient needs to be calculated with increasingly more models,
which occupies the memory of GPU and therefore we had to pro-
gressively decrease the number of samples. The initial temperature
was set to 𝜏0 = 10. The error of steganalyzers was measured by
Equation (4), which is the usual average error on cover and stego
objects assuming equal prior probability of their occurrence (de-
noted as 𝑃err). Since the goal of steganography is to be undetectable,
higher value is better.

4.2 Discussion of results

QF ℎemb
𝑃err (%)

XuNet SrNet DCTR GFR

100
J-UNIWARD (𝑘 = 0) 16.9 13.1 26.6 26.8
ADV-EMB (𝑘 = 8) 26.5 18.9 26.5 32.4
Backpack (𝑘 = 8) 37.4 25.3 30.7 37.3

75
J-UNIWARD (𝑘 = 0) 7.5 6.0 16.2 10.0
ADV-EMB (𝑘 = 7) 22.0 10.7 26.7 25.8
Backpack (𝑘 = 7) 47.6 15.6 32.9 31.5

Table 1: Values of 𝑃err plotted in Figure 3 at 𝑘 = 0 and 𝑘 = 7 or
𝑘 = 8 for QF 75 or QF 100, for both ADV-EMB and Backpack.

The main bulk of experimental results are presented in Figure 3
and in Table 1 showing error 𝑃err of XuNet, SrNet, DCTR, and
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GFR steganalyzers on testing data with respect to the iteration of
minmax protocol. The proposed Backpack method is clearly su-
perior to the ADV-EMB. The 𝑃err error of a XuNet steganalyzer
trained after eight iterations is 37% on images created with the pro-
posed method while it is 26% on those created by ADV-EMB (also
after eight iterations) and 16% on those created by J-UNIWARD.
This means that if [5] is considered by state of the art, the proposed
method has improved by 11% (as measured by XuNet for which it
has been optimized). These results are for JPEG 100 and in the opti-
mistic case for Alice where she knows which type of steganalyzer
Eve will use (but Eve optimizes her steganalyzer on Alice’s stego
images from her final iteration such that Kerckhoffs’ principle is not
violated). It is interesting to observe that even though Alice is not
explicitly optimizing against SrNet, DCTR, and GFR steganalyzers,
she is still improving the security of her steganograhic algorithm
with respect to them, although the curve is not as steep as that for
XuNet.3

The evolution of 𝑃err also suggest that GFR steganalyzers relies
on a similar type of information as XuNet (on JPEG images with QF
100), but DCTR and SrNet uses different type, as the improvement
in the security is not as high.

Experimental results on JPEG images with QF 75 copy those on
QF 100. Though there is an interesting difference in behavior of
steganalyzer utilizing DCTR features. On QF 100 this steganalyzer
is almost insensitive to the improvement in security with respect to
XuNet, whereas on QF 75, it reflects the improvement. This suggests
that at QF 100, it is detecting artifacts, which are not present at QF
75 and XuNet cannot see these artifacts. This might be caused by
rounding artifacts described in [7].

Unlike ADV-EMB, Backpack does not contain any regularization
minimizing the number of modified coefficients. It can be trivially
added, for example by defining a prior on distribution of embedding
changes, but it should be learned from data rather than added explic-
itly. Moreover, the minmax protocol should theoretically correct
too detectable embedding changes in subsequent iterations. Never-
theless the steady increase in steganographic security as measured
by XuNet steganalyzers do not indicate that such regularization is
needed.

5 CONCLUSION AND OVERVIEW
This paper framed adversarial attacks against steganalyzers into a
perspective of the general steganographic problem, which is the
minimization of non-additive distortion functions. It has shown that
adversarial attacks can be seen as an optimization of an approxima-
tion of non-additive distortion function by its additive counterpart
defined implicitly by costs of changing embedding coefficients.

The proposed method, called Backpack, relies on the fact that
most state of the art steganalyzers, mainly those implemented by
convolution neural networks, allow to calculate gradients of their
output with respect to the input (by means of back-propagation).
Backpack approximates discrete embedding changes by samples
from Gumbel-Softmax distribution, which is nowadays a standard

3Ref. [4] has demonstratedminmax protocol to optimize with respect to steganalyzers
of different architectures. This optimization is a bit more complicated, as their outputs
needs to be carefully calibrated, and also computationally more complex. From these
reasons, this experiment was avoided here and left to a future work. Theoretically, we
do not see any reason why the proposed method should not work.

approach in machine learning field. It also uses differentiation of im-
plicit function to effectively handle constraints on message length.

The experimental experimentally confirms the theoretical cor-
rectness of the approach. A security a steganographic scheme as
measured by XuNet on 512 × 512 JPEG images compressed with
quality factor 100 with payload of 0.4 bits per non-zero AC coef-
ficient has increased to 37.3% whereas that of the previous state
of the art known to authors was 26.5% under the same setting. In-
terestingly, although the steganographic algorithm was optimized
with respect to XuNet steganalyzer, the security with respect to
other steganalyzers realized by SrNet, GFR or DCTR features has
increases as well.

Backpack’s constraint on differentiable distortion functions seems
to be limiting at first sight. Yet a line of works on black-box attacks
and gradient obfuscation [2, 31] shows that adversarial attacks can
be applied either to a differentiable surrogate of the true adversary,
or without directly evaluating the gradient [22]. Such approaches
are left for future works.
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