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FEYNMAN-KAC FORMULA UNDER A FINITE ENTROPY
CONDITION

CHRISTIAN LÉONARD

Abstract. Motivated by entropic optimal transport, we investigate an extended notion
of solution to the parabolic equation pBt ` b¨∇`∆a{2` V qg “ 0 with a final boundary
condition. It is well-known that the viscosity solution g of this PDE is represented by the
Feynman-Kac formula when the drift b, the diffusion matrix a and the scalar potential
V are regular enough and not growing too fast.

In this article, b and V are not assumed to be regular and their growth is controlled
by a finite entropy condition, allowing for instance V to belong to some Kato class.
We show that the Feynman-Kac formula represents a solution, in an extended sense,
to the parabolic equation. This notion of solution is trajectorial and expressed with
the semimartingale extension of the Markov generator b ¨∇ ` ∆a{2. Our probabilistic
approach relies on stochastic derivatives, semimartingales, Girsanov’s theorem and the
Hamilton-Jacobi-Bellman equation satisfied by log g.

Contents

1. Introduction 1
2. Stochastic derivatives. Main results 9
3. Stochastic derivatives. Extensions 15
4. Preliminary material 20
5. Feynman-Kac formula 27
6. Growth conditions 32
Appendix A. Carré du champ 42
Appendix B. About Nelson velocities 45
References 46

1. Introduction

Let us call for practical use in this article, Feynman-Kac equation the linear parabolic
equation

"

pBt ` A` V qg “ 0, 0 ď t ă T,
gpT, rq “ gT , t “ T,

(FK)

where the numerical function g : r0, T sˆRn Ñ R is the unknown, V : r0, T sˆRn Ñ R is a
scalar potential seen as a multiplicative operator, gT : Rn Ñ r0,8q is a given nonnegative
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function, and A is the Markov diffusion generator

A :“ b¨∇`∆a{2

whose coefficients are a velocity field b : r0, T s ˆ Rn Ñ Rn and a diffusion matrix field
a : r0, T s ˆ Rn Ñ S` taking its values in the set S` of nonnegative symmetric n ˆ n-
matrices. We denote for simplicity ∆a :“

ř

1ďi,jďn aijBiBj where a “ paijq1ďi,jďn.
When the fields a, b and V are regular enough and not growing too fast, it is a consequence
of Itô’s formula that a solution to this equation is given by the Feynman-Kac formula

gpt, xq “ ER

„

exp

ˆ
ż

rt,T s

V ps,Xsq ds

˙

gT pXT q | Xt “ x



, x P Rn, 0 ď t ď T, (1.1)

where X is the canonical process, R is the law of a Markov process with generator A,
and we denote by ER the expectation with respect to the measure R and ERp r | rq the
corresponding conditional expectation. This formula is named after R. Feynman and M.
Kac for their contributions [13, 20, 21] in the late 40’s. Defining

Srt upxq :“ ER

„

exp

ˆ
ż

rr,ts

V ps,Xsq ds

˙

upXtq | Xr “ x



, 0 ď r ď t ď T, (1.2)

for any function u on Rn such that this expression is meaningful, we see that gt “ StTgT ,
and the collection of linear operators pSrt q0ďrďtďT is the Feynman-Kac semigroup. The
stationary version of equation (FK)

pb¨∇`∆a{2` V qg “ 0,

when b, a, V and g do not depend on t, is the stationary Schrödinger equation.
The logarithmic transformation

ψ :“ log g (1.3)

links (FK) to the Hamilton-Jacobi-Bellman equation
"

e´ψpBt ` Aqeψ ` V “ 0, 0 ď t ă T,
ψpT, rq “ ψT , t “ T,

(HJB)

(formally, divide (FK) by g and replace g by eψ, provided that g ą 0). It was a keystone of
Schrödinger’s original derivation of his eponym equation1 because it permits to primarily
work with some nonlinear Hamilton-Jacobi-Bellman (HJB) equation which is well-suited
to carry both features of particle mechanics and wave evolution, and then to transform
it into Schrödinger’s linear equation. It is also of importance in the theory of controlled
Markov processes, see [15, Ch. 6].

Typical results about classical – i.e. C1,2 – solutions of (HJB) require that a is uniformly
positive definite and that a, b, V and gT are C1,2

b , see [23, 12]. We also know that when
a, b, V and gT are continuous, but a might not be uniformly positive definite, and the
solution g of (FK) is also continuous (the Feller property of A implies this continuity in
several cases), then ψ :“ log g where g is given by the Feynman-Kac formula (1.1) is the
viscosity solution of (HJB), see [15, thm. II.5.1].

On the other hand, Kac proved in [20] (in one dimension) that if V is an upper and
locally bounded measurable function and A “ B2

x is the generator of the Brownian motion,
then g given by (1.1) solves (FK) in some weak sense. It was discovered later with A “ ∆
the generator of the Brownian motion in Rn that when V belongs the Kato class (a set
of lowly regular measurable functions which might not be locally bounded but with some

1Beware, with our notation the role of the wave function Ψ is played by g, not ψ, see (1.17) below.
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integrability properties), see Definition 6.22, that the Feynman-Kac operator St defined
at (1.2) is a continuous operator from Lp to Lp with 1 ď p ď 8 and that g given by (1.1)
is continuous, see [6, Ch. 3].

The “Feynman-Kac transform” of R which is the path measure defined by

P :“ f0pX0q exp

ˆ
ż

r0,T s

V pt,Xtq dt

˙

gT pXT q R (1.4)

where f0 : Rn Ñ r0,8q is another nonnegative function, is a generalization of Doob’s h-
transform of R [10, 11], which is recovered by choosing f0 “ 1, V “ 0 and taking gT “ h.
When the solution g of (FK) is C1,2, with standard stochastic calculus arguments one
proves [32, 15] that P is the law of a Markov diffusion process with the same matrix field
a as R, and drift field

bP “ b` a∇ψ. (1.5)

The path measure P is the solution to the Schrödinger problem (1.14) below, a topic
also called entropic optimal transport which is tightly related to optimal transport, and is
currently an active field of research. More will be said about entropic optimal transport
in a moment in this introductory section.

Main results of the article. In this article, we propose an extended notion of solution to
the Feynman-Kac equation (FK) involving the extended generator of the Markov measure
R, and we show with probabilistic technics that g defined by (1.1) solves the extension (1.8)
below of the Feynman-Kac equation (FK). The diffusion matrix field a is supposed to be
regular (typically a “ σσ˚ with σ locally Lipschitz) and invertible, but the coefficients b, V
and the datum gT are neither assumed to be regular, nor locally bounded. This extended
notion of solution is trajectorial and is properly defined in terms of extended generators
of Markov measures, a notion which is directly connected to the notion of semimartingale
which plays a central role in this article. The main hypothesis of this article is that the
relative entropy of P with respect to the reference path measure R is finite, i.e.

HpP |Rq :“ EP log
´dP

dR

¯

ă 8. (1.6)

We prove in addition that g admits some generalized spatial derivative r∇g and extend
(1.5): P is the law of a Markov diffusion process with the same matrix field a as R, and
drift field

bP “ b` ar∇ψ, (1.7)

with r∇ψ “ r∇pgq{g. The rigorous statement of this formula requires some "almost every-
where" cautions, see Theorem 5.9 for the exact result. The main interest of this result
is that it holds even when not much is known a priori about the regularity of g. For
instance, if V is in the Kato class (a natural assumption in theoretical physics), g might
be continuous but one does not know that it is differentiable in general.

The rule of the game in this article is to prohibit regularity hypotheses on V and gT
stronger than the finite entropy condition (1.6). This is suggested by our main motivation
which is the entropic optimal transport. But it also appears that this finite entropy
assumption is very efficient to derive low regularity results.
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First result. Theorem 5.24 is our first main result. Its approximate statement is as follows.
Suppose that
(i) a and b are such that R is the “unique” solution to the martingale problem MPpa, bq

(see definition (4.3) and assumption (4.7)),
(ii) a is locally bounded and invertible,
(iii) a, b, V and gT are such that HpP |Rq ă 8, where P is defined at (1.4).
Then, g defined by (1.1) belongs to the domain domLR,P of the extended generator LR,P
of R localized by P (see Definition 3.6) and

rpLR,P ` V qgspt,Xtq “ 0, dtdP -a.e. (1.8)

Remarks 1.9.
(a) The tricky part of this result is: g P domLR,P .
(b) The hypothesis: HpP |Rq ă 8, is an integrability assumption on the data a, b, gT and

V which requires almost no regularity from V and gT .
(c) The extended generator LR,P is localized by P , see Definition 3.6, and (1.8) is only

valid dtdP -almost everywhere, rather than dtdR-a.e. a priori. It is partly because of
this self-reference to the observed path measure P , that it is possible to get rid of
some regularity and growth restrictions on gT and V.

(d) We require that the growths of b and a are such that the reference path measure
R exists and their regularities are sufficient for R to be the “unique” solution to
its martingale problem - typically Lipschitz regularity. But some entropic argument
allows us to depart from the regularity of b, see Section 6.

(e) On the other hand, the additional hypothesis that a is invertible is important for
our approach to work: It is there to ensure the Brownian martingale representation
theorem which implies that the domain of the extended generators of R and P are
algebras which are stable by C2 transformations, see Lemma 4.22.

Second result. Theorem 5.9 which extends (HJB) and (1.5) is our second main result. Its
approximate statement is as follows.
Under the same assumptions as before, the function ψ “ log g where g is given by the
Feynman-Kac formula (1.1) solves the following extended HJB equation

`

LR,Pψ ` |r∇R,Pψ|2a{2` V
˘

pt,Xtq “ 0, dtdP -a.e. (1.10)

with ψT “ log gT , PT -a.e.
The Feynman-Kac measure P solves the martingale problem MPpa, bP q where

bP “ b` ar∇R,Pψ. (1.11)

Martingale problems are defined at Definition 2.6 – we slightly depart from the standard
definition, see Remark 2.7-(c). The existence of r∇R,Pψ and its definition are stated at
Proposition 4.24 which is an extended Itô formula. When ψ is differentiable, we have:
r∇R,Pψ “ ∇ψ.
In fact, our first result (Theorem 5.24) about equation (FK) is a corollary of the above

extended HJB equation.

Third result. A sufficient condition on a, b, V, f0 and gT is stated at Theorem 6.26 for
HpP |Rq to be finite. As it is rather technical, we do not propose in this introduction an
approximate description of this set of assumptions. However, let us say that it is large
enough to include potentials V in the Kato class. Therefore we are in position to apply our
previous results about the FK and HJB equations and the FK-transform P. In particular,
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the representation (1.5) of the drift of P which is inaccessible when V is a generic element
of the Kato class (g is only known to be continuous in most favorable situations) admits
the extension (1.11).

Fourth set of results. Our last results are of different nature than previous ones. They
state that stochastic derivatives and extended generators are essentially the same. This
already well-known assertion (since Nelson’s monograph [31] and its use by Föllmer in
a series of works [16, 17, 18]) is the content of Propositions 2.18 and 2.21. The proofs
of Proposition 2.18, and also Theorem 5.9, deeply rely on the convolution Lemma 2.11.
This technical lemma permits to fill some gaps in the already published literature on the
subject. We had to put on a solid ground the use of stochastic derivatives to compute
extended generators because it is central in the approach of the present paper.
In addition, the convolution Lemma 2.11 is used in an essential manner when deriving
time reversal formulas in the recent article [2].

Comments and remaining questions about L-solutions. For practical use in this
subsection, let us call L-solution the type of solution encountered at (1.8) and (1.10).
We present some problems which are not treated in this article, and make a couple of
comments.
(i) As already noticed, if the Feynman-Kac formula defines a function g which is con-

tinuous, then g and ψ are viscosity solutions of (FK) and (HJB). We do not know
whether they remain viscosity solutions when they are discontinuous, under the only
hypothesis that HpP |Rq is finite.

(ii) Because the notion of L-solution is trajectorial, it is more precise than any notion
of solution in a PDE sense. The specificity of a pathwise representation in a proba-
bilistic context is twofold: one can play with stopping times or with couplings, and
sometimes both. Looking at

gpt, xq “ ER

„

1ttďτu exp

ˆ
ż

rt,τ s

V ps,Xsq ds

˙

gfinalpXτ q | Xt “ x



,

where τ is a stopping time, is tempting. Similarly, one may ask whether couplings
are of some use when looking at comparison principles or functional inequalities.

(iii) On the other hand, this advantage is balanced by some drawbacks. In particular,
the powerful stability properties of viscosity solutions along convergence schemes
might not be recovered via L-solutions. Typically, in case of a vanishing viscosity
convergence, because the supports of diffusion path measures with different diffusion
matrices are disjoint, a trajectorial solution does not permit us to use pointwise
convergence.

(iv) The notion of L-solution relies on the existence of some Markov path measure R.
This is restrictive in comparison to the general definition of viscosity solution which
only requires the existence of some semigroup obeying the maximum principle [15,
Ch. 2].

(v) Replacing the diffusion measure R by the law of a time-continuous Markov process
with jumps would lead us to a similar extended notion of solution to a nonlocal
PDE: pBt ` A` V qg “ 0, with A a Markov generator expressed with a jump kernel,
and to the associated nonlocal HJB equation.

Standard approaches for computing the generator of P . There are three main
ways to look at the dynamics of P. They rely on (i) Markov semigroups, (ii) Dirichlet
forms and (iii) semimartingales.
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Markov semigroups. Let P P PpΩq be a Markov measure and pT Ps,tq0ďsďtďT be its semi-
group on some Banach function space pU, } ¨ }Uq. For instance U may be the space of all
bounded Borel measurable functions equipped with the topology of uniform convergence.
Its infinitesimal generator is AP “ pAPt qtPr0,T s with

APt upxq :“ } ¨ }U - lim
hÑ0`

1

h
EP rupXt`hq ´ upXtq | Xt “ xs, u P domAP (1.12)

where the domain domAP of AP is precisely the set of all functions u P U such that the
above strong limit exists for all t P r0, 1q and x P Rn. One can prove rather easily (see [32,
Ch. VIII,§3] for instance, in the diffusion case) that when V is zero and g is positive and
regular enough, the generator AP of the Markov semigroup associated with P is given for
regular enough functions u on Rn, by

APt upxq “ ARupxq `
Γpgt, uq

gt
pt, xq, pt, xq P r0, T s ˆ Rn (1.13)

where Γ is the carré du champ operator, defined for all functions u, v such that u, v and
the product uv belong to the domain domAR of AR, by

Γpu, vq “ ARpuvq ´ uARv ´ vARu.

For Eq. (1.13) to be meaningful, it is necessary that for all t P r0, T s, gt and the product
gtu belong to domAR. But with a non-regular potential V , g might be non-regular as
well. There is no reason why gt and gtu are in domAR in general. Clearly, one must drop
the semigroup approach and work with Dirichlet forms or semimartingales.

Dirichlet forms. The Dirichlet form theory is natural for constructing irregular processes
and has been employed in similar contexts, see [1]. But it is made-to-measure for reversible
processes and not fully efficient when going beyond reversibility.

Semimartingales. Working with semimartingales means that instead of the infinitesimal
semigroup generators AR and AP , we consider extended generators in the sense of the
Strasbourg school [9], see Definition 2.3 below. This natural idea has already been imple-
mented by P.-A. Meyer and W.A. Zheng [29, 30] in the context of stochastic mechanics
and also by P. Cattiaux and the author in [3, 4] for solving related entropy minimization
problems. But we still had to face the remaining problem of giving some sense to Γpgt, uq
in (1.13). Consequently, restrictive assumptions were imposed: reversibility in [30], and
in [4]: the standard hypothesis that the domains of the extended generators of R and
P contain “large” sub-algebras. In practice this requirement is uneasy to satisfy, except
for standard regular processes. It is all right for the reference measure R, but typically
when V blows up, P is singular and this large sub-algebra assumption does not seem to
be accessible with standard arguments. Moreover, there is no known criterion for this
property to be inherited from R by P when P ! R. In contrast, extended generators and
considerations about the carré du champ allow us to overcome this obstacle in the present
article, see Lemma 4.22 which is based on Lemma A.2.

Entropic optimal transport. Let us present our primary motivation for proving the
main results of this paper.

In the early 30’s, Schrödinger [33, 34] addressed the entropy minimization problem

inftHpQ|RV
q;Q path measure such that Q0 “ µ0, QT “ µT u (1.14)

where the couple pQ0, QT q of initial and final marginals of Q is prescribed to be equal
to some fixed pµ0, µT q, and the reference measure is RV :“ exp

´

ş

r0,T s
V pt,Xtq dt

¯

R. He
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essentially showed that formula (1.4) gives the general shape of the solution P to (1.14)
and that the marginal Pt of P at time t admits the Radon-Nikodym derivative

dPt
dx

“ ftpxqgtpxq (1.15)

where g solves (FK) and ftpxq “ ER

”

f0pX0q exp
´

ş

r0,ts
V ps,Xsq ds

¯

| Xt “ x
ı

solves a
forward-time analogue of (FK)

"

p´Bt `
rA` V qf “ 0, 0 ă t ď T,

fp0, rq “ f0, t “ 0,
(1.16)

which again is a Feynman-Kac equation with rA “ b̃¨∇`∆a{2 where the vector field b̃ is
the drift of the time reversal of R.
He noticed a striking analogy (in his own words) between the solution of the thermody-
namical problem (1.14) described by the product formula (1.15) and Born’s formula

dµt
dx

“ |Ψt|
2
pxq “ ΨtpxqΨtpxq

where µt is the probability of presence of some quantum system at time t and Ψ is the
wave function describing its evolution, solution of his eponym equation:

i~BtΨ “ p´
~2

2m
∆` V qΨ ðñ ´i~BtΨ “ p´

~2

2m
∆` V qΨ (1.17)

and Ψ is the complex conjugate of Ψ. To see this analogy, remark that with V instead of
´V , taking τ “ it, we have ´iBt “ Bτ . It follows that equation (1.16) is an analogue of
the Schrödinger equation for Ψ, while the time-reversed equation (FK) is an analogue of
the Schrödinger equation for Ψ.

Not only does the Feynman-Kac transform P defined at (1.4) provide us with interesting
analogies with quantum mechanics, but its family of bridges P p r | Xr “ x,Xt “ yq is the
classical thermodynamics analogue of the propagator appearing in Feynman’s approach
to quantum mechanics [14]: the ill-defined Feynman integral is replaced by a stochastic
integral. It is the purpose of Euclidean quantum mechanics (EQM) introduced by Zam-
brini [38, 5, 39] to transpose well-established results in stochastic analysis of variational
processes to standard quantum mechanics, and the other way round.

Future work. The time-symmetry of formula (1.4) suggests that equation (1.16) is as
important as its backward-in-time analogue (FK) while studying entropic optimal trans-
port. This is crucial in many aspects of entropic optimal transport and EQM. Some
consequences of this symmetry will be explored somewhere else. In particular, Conforti
has proved in [7] that, assuming that ft and gt are regular enough and not growing too
fast, the dynamics of the time marginals pPtq0ďtďT of the path measure P is governed by
some Newton equation in the Wasserstein space. Our aim in a future work is to relax
these assumptions and to extend this result under the finite entropy condition (1.6). A
first step of this program is the recent article [2] about time reversal of diffusion processes
under a finite entropy condition.

Literature. Schrödinger [33, 34] only considered the case where R is the law of a reversible
Brownian motion and V “ 0. His arguments for deriving (1.15) are profound but not
rigorous (at this time the axioms of probability theory were unsettled and the Wiener pro-
cess was unknown), but the impressive strength of the physicist’s arguments is sufficient
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to convince the reader. The extension to a non-zero potential V under the hypothe-
sis that the solutions f and g of the Feynman-Kac equations in both directions of time
are regular enough was performed by Zambrini [38]. The entropy minimization problem
(1.14) is called the Schrödinger problem. Its actual writing in terms of entropy, as well
as its formulation as a large deviation problem for the empirical measure of a system of
particles is due to Föllmer [18]. More about this active field of research, in particular its
tight connection with optimal transport, can be found in the survey paper [27].

Outline of the present approach. A key feature of our approach is the logarithmic
transformation (1.3) because it enables us to take advantage of a connection between
(HJB) and Girsanov’s theory. More precisely, elementary stochastic calculus gives the
following expression of the Radon-Nikodym derivative of P defined at (1.4) with respect
to R:
dP

dR
:“ f0pX0q exp

ˆ
ż

r0,T s

V pt,Xtq dt

˙

gT pXT q

“ f0pX0qg0pX0q exp

ˆ

ψT pXT q ´ ψ0pX0q ´

ż

r0,T s

re´ψpBt ` Aqeψspt,Xtq dt

˙

,

(1.18)

where

ψpt, xq “ log gpt, xq “ log ER

„

exp

ˆ
ż

rt,T s

V ps,Xsq ds

˙

gT pXT q | Xt “ x



, (1.19)

provided that a, b, gT and V satisfy some growth conditions and that ψ is regular enough
to apply Itô’s formula and give sense to pBt ` Aqeψ. At first sight the identity (1.18) is
reminiscent to (HJB), and indeed it establishes a strong link between (FK) and (HJB).
The main problem we have to face is to develop this simple idea, when one does not know
much about the a priori regularity of ψ. In particular, pBt ` Aqeψ is a priori undefined.

A good thing to do is to compare the above expression of dP {dR with the one obtained
by Girsanov’s theory. Indeed, this provides us with valuable informations on ψ, and
therefore on the solution of (FK). This is possible at the price of working with extended
generators instead of standard generators of Markov semi-groups, allowing us to extend
Itô’s formula to the domain of the extended generator under the important requirement
that (1.6): HpP |Rq ă 8, holds.

This entropy estimate is in fact a finite energy condition which carries some control of
the generalized derivative r∇ψ of ψ which takes part of an extended Itô formula (this is the
place where it is needed that a is invertible to make sure that the martingale representation
theorem is valid). On the other hand, Girsanov’s theory tells us that r∇ψ is precisely the
additional drift which “translates” R to P , see (1.7). For a better understanding of the
key point of the present strategy which takes advantage of Girsanov’s formula to allow us
to get rid of an a priori regularity of the solution g, see Remark 5.25.

Outline of the paper. The specific features of the present extension of the Feynman-
Kac equation (FK) are introduced at Section 4 which contains both standard results
about finite entropy diffusion path measures, and a bit of new material designed for our
purpose (especially the extended Itô formula at Proposition 4.24). This material is based
on extended generators, a standard notion which is revisited at Section 2, using Nelson
stochastic derivatives, very much in the spirit of the seminal paper [17] by H. Föllmer
(see also [18] and more recently [2]), and generalized at Section 3. Using the preliminary
material established in the first four sections, Section 5 is dedicated to the proofs of our
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main results. At Section 6, sufficient conditions are established on the coefficients of
equation (FK) for HpP |Rq to be finite.

2. Stochastic derivatives. Main results

After reviewing basic notions of semimartingale theory in a general setting (càdlàg paths
in a Polish space), we prove at Propositions 2.18 and 2.21 that under some integrability
condition, the extended generator and the stochastic derivative of a Markov measure
coincide. This is Nelson’s way of looking at diffusion generators [31].

The aim of the present section is to provide rigorous proofs of these general results.
To our knowledge, although these notions, in connection with the notion of martingale
problem, were introduced in the late sixties [31, 24, 35], such detailed proofs do not appear
in the literature. However, the guideline they provide and the recognition of the relevance
of these notions for our purpose are fully credited to Föllmer [17]. Our main technical
tool is the convolution Lemma 2.11.

Notation and setting. The set of all probability measures on a measurable set A is
denoted by PpAq and the set of all nonnegative σ-finite measures on A is MpAq. The
push-forward of a measure q P MpAq by the measurable map f : A Ñ B is f#qp rq :“
qpf P rq P MpBq.
The state space X is assumed to be Polish and is equipped with its Borel σ-field. The
path space is the set

Ω “ Dpr0, T s,X q
of all càdlàg X -valued trajectories ω “ pωtqtPr0,T s P Ω. It is equipped with the canonical σ-
field: σpXt; t P r0, T sq which is generated by the canonical process X “ pXtqtPr0,T s defined
for each t P r0, T s and ω P Ω by

Xtpωq “ ωt P X .
We denote Ω :“ r0, T s ˆ Ω, X :“ r0, T sˆX , and for any t P r0, T s,

X t :“ pt,Xtq P X ,

and any function u : r0, T sˆX Ñ R,

upXq : pt, ωq P Ω ÞÑ upt, ωtq P R.

We call any positive measure Q P MpΩq on Ω a path measure. For any T Ă r0, T s, we
denote XT “ pXtqtPT and the push-forward measure QT “ pXT q#Q. In particular, for
any 0 ď r ď s ď T, Xrr,ss “ pXtqrďtďs, Qrr,ss “ pXrr,ssq#Q, and Qt “ pXtq#Q P MpX q
denotes the law of the position Xt at time t. If Q P PpΩq is a probability measure, then
Qt P PpX q.
For any 0 ď t ď T , Q :“ Lebr0,T s bQ is the product measure

Qpdtdωq :“ dtQpdωq, dtdω Ă Ω

and we denote
q̄pdtdxq :“ dtQtpdxq, dtdx Ă X .

For any Q P PpΩq, we denote

rQs :“ pQt; 0 ď t ď T q P PpX qr0,T s

its time marginal flow.
For any random time τ , we denote Y τ

t :“ Yt^τ and Xτ

t :“ pt^ τ,Xt^τ q.
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Filtration. The forward filtration associated with Q P MpΩq is the Q-completion of the
canonical filtration. It fulfills the so-called “usual hypotheses”: it is right continuous and
contains the Q-null sets. Under this hypothesis it is known that any Q-martingale admits
a càdlàg version, see for instance [28]. We shall choose this version in all cases.

For a better readability, we write EQp r | XT q instead of EQp r | XT ,NQq, dropping the
Q-null sets NQ in the conditioning argument.

Basic notions. We recall the definitions of Markov measure, extended generator and
stochastic derivative.

Definition 2.1 (Markov measure). A path measure Q such that Qt is σ-finite for all t is
called a conditionable path measure. A path measure Q P MpΩq is said to be Markov if it
is conditionable and for any 0 ď t ď T, QpXrt,T s P r | Xr0,tsq “ QpXrt,T s P r | Xtq.

The reason for requiring Q to be conditionable is that it allows for defining the con-
ditional expectations EQp r | XT q for any T Ă r0, T s even in the case where Q is an
unbounded measure, see [26, Def. 1.10].

Let Q be a path measure. Recall that a processM is called a local Q-martingale if there
exists a sequence pτkqkě1 of r0, T s Y t8u-valued stopping times such that limkÑ8 τk “ 8,
Q-a.e. and for each k ě 1, the stopped processM τk is a uniformly integrable Q-martingale.
A process Y is called a special Q-semimartingale if Y “ B ` M, Q-a.e. where B is a
predictable bounded variation process and M is a local Q-martingale.

Definition 2.2 (Nice semimartingale). A process Y is called a nice2 Q-semimartingale
if Y “ B `M where M is a local Q-martingale and the bounded variation process B has
absolutely continuous sample paths Q-a.e.

The notion of extended generator was introduced by H. Kunita [24] and extensively
used by P.A.Meyer and his collaborators, see [9]. Here is a variant of his definition.

Definition 2.3 (Extended generator of a path measure). Let Q P MpΩq be a conditionable
path measure. A measurable function u on X is said to be in the domain of the extended
generator of Q if there exists an adapted process

`

vpt,Xr0,tsq; 0 ď t ď T
˘

such that
ş

r0,T s
|vpt,Xr0,tsq| dt ă 8, Q-a.e. and the process

Mu
t :“ upX tq ´ upX0q ´

ż

r0,ts

vps,Xr0,ssq ds, 0 ď t ď T,

is a local Q-martingale. We denote

LQupt, ωq :“ vpt, ωr0,tsq

and call LQ the extended generator of Q. The domain of the extended generator of Q is
denoted by domLQ.

Remark 2.4 (Special case where Q is Markov). It is proved at Corollary 3.16 that when
Q is Markov, LQu only depends on the current position: LQupt, ωq “ LQupt, ωtq. It is also
shown at Corollary 2.23 that under some hypotheses

LQ “ Bt ` Gt,
if pGtq0ďtďT is the generator of the semigroup associated to the Markov measure Q.

We go on with technical considerations.
2This is a “local” definition in the sense that this notion probably appears somewhere else with another

name.
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Remarks 2.5.
(a) For any measurable function u on X in domLQ, the process upXq is a nice Q-

semimartingale.
(b) The adapted process t ÞÑ

ş

r0,ts
vps,Xr0,ssq ds is predictable since it is continuous.

(c) Mu admits a càdlàg Q-version as a local Q-martingale (we always choose this regular
version).

(d) The notation v “ Lu almost rightly suggests that v is a function of u. Indeed, when u
is in domLQ, the Doob-Meyer decomposition of the special semimartingale upX tq into
its predictable bounded variation part

ş

vs ds and its local martingale part is unique.
But one can modify v “ LQu on a small (zero-potential) set without breaking the
martingale property. As a consequence, u ÞÑ LQu is a multivalued operator and
u ÞÑ LQu is a quasi-everywhere linear operation.

Extended generators are connected with martingale problems which were introduced
by Stroock and Varadhan [35, 36, 37].

Definition 2.6 (Martingale problem). Let C be a class of measurable real functions u on
X and for each u P C, let Lu : Ω Ñ R be some adapted process. Take also a positive
σ-finite measure µ0 P MpX q.
One says that the conditionable path measure Q P MpΩq is a solution to the martingale
problem

MPpC,L;µ0q

if Q0 “ µ0 P MpX q and for all u P C, Qp
ş

r0,T s
|Lupt, ωr0,tsq| dt “ 8q “ 0 and the process

Mu
t :“ upX tq ´ upX0q ´

ş

r0,ts
Lups,Xr0,ssq ds is a local Q-martingale.

Remarks 2.7.
(a) As in Definition 2.3, the local martingale Mu admits a càdlàg Q-version.
(b) Playing with the definitions, it is clear that any path measure Q P MpΩq is a solution

to MPpC,LQ;Q0q where LQ is the extended generator of Q and C is any nonempty
subset of domLQ.

(c) In any standard definition of a martingale problem, it is assumed that for any u P C
and all ω P Ω, we have:

ş

r0,T s
|Lupt, ωr0,tsq| dt ă 8 (and not only Q-a.e. as above).

This will not be convenient for our purpose because when looking at Q P PpΩq such
that the relative entropy HpQ|Rq with respect to some reference path measure R is
finite, the extended generator LQ of Q is only defined Q-a.e., see (4.10) below for
instance.

Our aim is to show at Proposition 2.18 that the extended generator can be computed
by means of a stochastic derivative. Nelson’s definition [31] of the stochastic derivative is
the following.

Definition 2.8 (Stochastic derivative). Let Q P MpΩq be a conditionable path measure
and u be a measurable real function on X such that EQ|upXsq| ă 8 for all 0 ď s ď T.

(1) We say that u admits a stochastic derivative under Q at time t P r0, T q if the
following limit

LQupt,Xr0,tsq :“ lim
hÑ0`

EQ

ˆ

1

h
rupX t`hq ´ upX tqs | Xr0,ts

˙

(2.9)

exists in L1pQq.
In this case, LQupt, rq is called the stochastic derivative of u at time t.
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(2) If u admits a stochastic derivative for almost all t, we say that u belongs to the
domain domLQ of the stochastic derivative LQ of Q.

Remark 2.10 (Special case where Q is Markov). If Q P MpΩq is Markov, it is immediate
to see that

LQupt,Xr0,tsq “ LQupt,Xtq, Q-a.e.

with an obvious abuse of notation. If u does not depend on the time variable t, we denote
LQt upxq :“ LQupt, xq.

A convolution lemma. Next technical result will be used at several places in the rest
of the article.

Lemma 2.11. For all h ą 0, let kh be a measurable nonnegative convolution kernel such
that supp kh Ă r´h, hs and

ş

R k
hpsq ds “ 1. Let Q be a σ-finite positive measure on Ω and

v be a function in LppQq with 1 ď p ă 8.
Define for all h ą 0, t P r0, T s and ω P Ω, kh ˚ vpt, ωq :“

ş

r0,T s
khpt´ sqvspωq ds.

Then, kh ˚ v is in LppQq and limhÑ0` k
h ˚ v “ v in LppQq.

We see that khpsq ds is a probability measure on R which converges narrowly to the
Dirac measure δ0 as h tends down to zero.
We shall use this lemma with p “ 1 or 2, and with kh “ 1

h
1r´h,0s or 1

h
1r0,hs.

Proof. In this lemma, we endow Ω with the Skorokhod topology which turns it into a
Polish space and has the interesting property that its Borel σ-field matches with the
canonical σ-field.

We start the proof by showing that kh ˚ v P LppQq and more precisely

}kh ˚ v}LppQq ď }v}LppQq ă 8. (2.12)

Since v P LppQq, for Q-almost all ω, vp r, ωq P Lppr0, T sq. By Jensen’s inequality applied
with the probability measure khptqdt, and the standard L1 estimate of convolution
ż

r0,T s

|kh ˚ vpt, ωq|p dt ď

ż

r0,T s

dt

ż

r0,T s

|vps, ωq|pkhpt´ sq ds “ }kh ˚ |vp r, ωq|p}1
ď }kh}1}|vp r, ωq|p}1 “ ż

r0,T s

|vpt, ωq|p dt.

This shows that
}kh ˚ vp r, ωq}Lppr0,T sq ď }vp r, ωq}Lppr0,T sq. (2.13)

Integrating with respect to Qpdωq leads to (2.12).
Now, we prove the convergence. We first show that the proof can be reduced to the

case where Q is a bounded measure. As Q is σ-finite, there is an increasing sequence pΩmq

of measurable subsets of Ω such that YmΩm “ Ω and QpΩmq ă 8 for all m. With (2.12)
and the dominated convergence theorem, we see that

0 ď }1ΩzΩm
ˆ pkh ˚ vq}LppQq “ }k

h
˚ v}Lpp1ΩzΩm

Qq

ď }v}Lpp1ΩzΩm
Qq “ }1ΩzΩm

v}LppQq Ñ
mÑ8

0
(2.14)

where Ωm :“ r0, T s ˆΩm. Considering 1ΩmQ for arbitrarily large m instead of Q, one can
assume without loss of generality that Q is bounded. By the same token, since Q is a
bounded nonnegative measure on a Polish space, it is tight: there exists a compact subset
containing an arbitrarily close to 1 proportion of the mass of Q. Hence, one can assume
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without loss of generality that Q is a bounded nonnegative measure with a compact
support Ωo Ă Ω.
As Ωo :“ r0, T sˆΩo is Polish, the space CpΩoq of all continuous functions on the compact
set Ωo is dense in LppQq, remember that 1 ď p ă 8. Therefore we can approximate v in
LppQq by a sequence pvnqně1 in CpΩoq. For all h and n

}kh ˚ v ´ v}LppQq ď }kh ˚ pv ´ vnq}LppQq ` }k
h
˚ vn ´ vn}LppQq ` }vn ´ v}LppQq

ď }kh ˚ vn ´ vn}LppQq ` 2}v ´ vn}LppQq

where we used (2.12). Take an arbitrary small η ą 0 and choose n large enough for
}v ´ vn}LppQq ď η to hold. Then,

}kh ˚ v ´ v}LppQq ď }k
h
˚ vn ´ vn}LppQq ` 2η. (2.15)

Fix this n. Since Ωo is compact, vn P CpΩoq is a uniformly continuous function. Therefore,
for all η ą 0, there exists hpηq ą 0 such that for any t, t1, ω, ω1 satisfying |t ´ t1| `
dΩopω, ω

1q ď hpηq (with dΩo the Skorokhod distance), we have |vnpt1, ω1q ´ vnpt, ωq| ď η.
In particular, with ω “ ω1, we see that

|t1 ´ t| ď hpηq ñ sup
ωPΩo

|vnpt
1, ωq ´ vnpt, ωq| ď η.

Because of the property: supp kh Ă r´h, hs, we deduce from this that for any ω P Ωo,
|kh˚vnptq´vnptq| ď

ş

r0,T s
|vnpt´sq´vnptq|k

hpsq ds ď η as soon as h ď hpηq{2. Consequently
}kh ˚ vn ´ vn}LppQq ď η QpΩq1{p. Finally, with (2.15) this leads us to }kh ˚ v ´ v}LppQq ď

r2 ` QpΩq1{ps η. Since η is arbitrary and QpΩq is finite, this shows that limhÑ0 }k
h ˚ v ´

v}LppQq “ 0, which is the desired result. �

Corollary 2.16. Assume that in addition to the hypotheses of Lemma 2.11, for any
0 ď t ď T, the random variable vpt, rq is σpXr0,tsq-measurable, resp. σpXtq-measurable.
Then, the process vh defined by vhpt, ωq :“ EQrk

h ˚ vptq | Xr0,ts “ ωr0,tss, resp. vhpt, ωq :“

EQrk
h ˚ vptq | Xt “ ωts, is in LppQq and limhÑ0` v

h “ v in LppQq.

Proof. By Jensen’s inequality

}vh ´ v}p
p,Q
“

ż

X
|EQrk

h
˚ vptq | Xr0,tss ´ vptq|

p dQ “

ż

X
|EQrk

h
˚ vptq ´ vptq | Xr0,tss|

p dQ

ď

ż

X
EQr|k

h
˚ vptq ´ vptq|p | Xr0,tss dQ “

ż

X
EQ|k

h
˚ vptq ´ vptq|p dQ

“ }kh ˚ v ´ v}p
p,Q

ÝÑ
hÑ0`

0,

where the vanishing limit is the content of Lemma 2.11. Replace Xr0,ts by Xt for the other
statement. �

Extended generators and stochastic derivatives coincide. The main result of this
section is the following Proposition 2.18 which states that whenever u is in the domain of
the extended generator LQ, one can compute LQu using the stochastic derivative:

LQu “ LQu, Q-a.e. (2.17)

On the other hand, it will be proved later at Proposition 2.21 that whenever the limit
(2.9) defining the stochastic derivative LQu exists in L1pQq, u is also in the domain of the
extended generator and (2.17) is satisfied.
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Proposition 2.18. If u is in domLQ and satisfies EQ
ş

r0,T s

ˇ

ˇLQupt,Xr0,tsq
ˇ

ˇ

p
dt ă 8 for

some p ě 1, then

lim
hÑ0`

EQ

ż

r0,T´hs

ˇ

ˇ

ˇ

ˇ

1

h
EQ

”

upX t`hq ´ upX tq | Xr0,ts

ı

´ LQupt,Xr0,tsq
ˇ

ˇ

ˇ

ˇ

p

dt “ 0. (2.19)

In particular, this implies that u P domLQ, and the limit

LQupt,Xr0,tsq “ LQupt,Xr0,tsq :“ lim
hÑ0`

1

h
EQ

”

upX t`hq ´ upX tq | Xr0,ts

ı

takes place in LppQq.

Proof. The specific convolution kernel kh “ 1
h
1r´h,0s gives

kh ˚ vt “
1

h

ż

rt,pt`hq^1s

vs ds.

Denoting vt :“ LQupt,Xr0,tsq, with the definition of the extended generator, we see that
h ÞÑ rupXpt`hq^T q ´ upX tqs ´ hkh ˚ vt is a local martingale with zero expectation. It
follows that there exists a sequence pτkqkě1 of r0, T s Y t8u-valued stopping times such
that limkÑ8 τk “ 8, Q-a.e., and for any 0 ď t ă T , 0 ă h ď T and k ě 1,

1

h
EQrupXpt`hq^τk^T q ´ upX t^τkq | Xr0,tss “ EQrk

h
˚ vt^τk | Xr0,tss.

Since it is assumed that EQ
ş

r0,T s
|vt|

p dt ă 8, by Jensen’s inequality, (2.13) and dominated
convergence, we obtain that the right-hand side tends to EQrkh ˚ vt | Xr0,tss as k tends to
infinity (along a subsequence), for almost all t, leading to

1

h
EQrupXpt`hq^T q ´ upX tq | Xr0,tss “ EQrk

h
˚ vt | Xr0,tss.

On the other hand, as vt is σpXr0,tsq-measurable, we see with Corollary 2.16 that
limhÑ0` EQ

ş

r0,T s
|kh ˚ vt ´ vt|

p dt “ 0. Gathering these considerations leads to (2.19). �

We provide a result which is complementary to Proposition 2.18, below at Proposition
2.21. Its proof relies on the following easy analytic result.

Lemma 2.20. Let a, b be two measurable functions on r0, T s such that a is right continu-
ous, b is Lebesgue-integrable and limhÑ0`

ş

r0,T´hs

ˇ

ˇ

1
h
tapt` hq ´ aptqu ´ bptq

ˇ

ˇ dt “ 0. Then,
a is absolutely continuous and its distributional derivative is 9a “ b.

Proof. Remark first that t ÞÑ 1t0ďtďT´hu
1
h
tapt`hq´aptqu is integrable for any small enough

0 ă h ď T. Take any 0 ď r ď s ă T. On one hand, we have limhÑ0`
ş

rr,ss
1
h
tapt ` hq ´

aptqu dt “
ş

rr,ss
bptq dt and on the other one:

ş

rr,ss
1
h
tapt` hq ´ aptqu dt “ 1

h

ş

rs,s`hs
aptq dt´

1
h

ş

rr,r`hs
aptq dt, so that with the assumed right continuity of a the integrals

ş

rs,s`hs
aptq dt

and
ş

rr,r`hs
aptq dt are well defined for any small enough h and we have limhÑ0`

ş

rr,ss
1
h
tapt`

hq ´ aptqu dt “ apsq ´ aprq. Therefore apsq ´ aprq “
ş

rr,ss
bptq dt which is the claimed

property. �

Proposition 2.21. Let u be a measurable real function on X , and v be an adapted process
such that upXq and v are Q-integrable, t ÞÑ upX tq is right continuous (for instance u might
be continuous) and

lim
hÑ0`

EQ

ż

r0,T´hs

ˇ

ˇ

ˇ

ˇ

1

h
EQrupX t`hq ´ upX tq | Xr0,tss ´ vt

ˇ

ˇ

ˇ

ˇ

dt “ 0. (2.22)
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Then, u belongs to domLQ and domLQ, and LQu “ LQu “ v, Q-a.e.

Proof. We write E “ EQ and ut “ upX tq to simplify the notation. Fix 0 ď r ă T. We
have
ˇ

ˇ

ˇ

ˇ

E

„
ż

rr,T´hs

ˆ

1

h
tut`h ´ utu ´ vt

˙

dt | Xr0,rs

ˇ

ˇ

ˇ

ˇ

ď E

„
ż

rr,T´hs

E

ˆ

ˇ

ˇ

1

h
tut`h ´ utu ´ vt

ˇ

ˇ | Xr0,ts

˙

dt | Xr0,rs



.

With (2.22) and Fatou’s lemma, we obtain

E

ˆ

lim inf
hÓ0

ˇ

ˇ

ˇ

ˇ

E

„
ż

rr,T´hs

ˆ

1

h
tut`h ´ utu ´ vt

˙

dt | Xr0,rs

ˇ

ˇ

ˇ

ˇ

˙

ď lim
hÑ0`

E

ż

rr,T´hs

E

ˆ

ˇ

ˇ

1

h
tut`h ´ utu ´ vt

ˇ

ˇ | Xr0,ts

˙

dt “ 0.

Hence, there exists a sequence phnqně1 of positive numbers such that limnÑ8 hn “ 0 and

lim
nÑ8

ż

rr,T´hns

E

„ˆ

1

hn
tut`hn ´ utu ´ vt

˙

| Xr



dt “ 0, Q-a.e.

It remains to apply Lemma 2.20 with aptq “ E
“

ut | Xr0,rs
‰

and bptq “ E
“

vt | Xr0,rs
‰

to

see that for all 0 ď r ď s ă T, E
”

us ´ ur ´
ş

rr,ss
vt dt | Xr0,rs

ı

“ 0. This proves that M is

a Q-martingale where Ms :“ upXsq ´ upX0q ´
ş

r0,ss
vt dt. Therefore, u belongs to domLQ

and LQu “ v. To obtain the remaining identity LQu “ LQu, apply Proposition 2.18 with
p “ 1. �

Corollary 2.23. Let pGtq0ďtďT be the generator of the semigroup pT tsq0ďsďtďT associated
to the Markov measure Q, and let u : X Ñ R be an x-continuous and t-differentiable
function such that for each t, upt, rq P domGt, and limhÑ0`

ş

r0,T s
supX |h

´1pT t`ht ´ Idqu´

pBt ` Gtqu| dt “ 0. Then u belongs to domLQ and LQu “ pBt ` Gtqu.
Proof. Immediate consequence of Proposition 2.21. �

3. Stochastic derivatives. Extensions

The results of previous section are extended by means of the notions of P -locality and
integration times. The main result of this section is Proposition 3.14.

Before this, we start introducing the backward in time analogues of the already defined
(forward) extended generators and stochastic derivatives.

Reversing time. Let Q P MpΩq be any path measure. Its time reversal is
Q˚ :“ pX˚

q#Q P MpΩq,

where
"

X˚
t :“ limhÑ0` XT´t`h, 0 ď t ă T,

X˚
T :“ X0, t “ T,

is the reversed canonical process. We assume that Q is such that QpXT´ ‰ XT q “ 0, i.e.
its sample paths are left-continuous at t “ T. This implies that the time reversal mapping
X˚ is (almost surely) one-one on Ω. Similarly, we define

X
˚
pt, ωq :“ pT ´ t,X˚

t pωqq, 0 ď t ď T.
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We introduce the backward extended generator and the backward stochastic derivative
ÐÝLQ

upt,Xrt,T sq :“
ÝÑLQ˚

u˚pt˚, X˚
r0,t˚sq,

ÐÝ
L
Q
upt,Xrt,T sq :“

ÝÑ
L
Q˚

u˚pt˚, X˚
r0,t˚sq,

(3.1)

where u˚pt˚, ω˚
r0,t˚sq :“ upt, ωrt,T sq, with t˚ :“ pT ´ tq`, ω˚ptq :“ ωpt˚q, and ÝÑLQ˚

and ÝÑL
Q˚

stand respectively for the standard (forward) generator and derivative of Q˚ as introduced
at Definitions 2.3 and 2.8. Definitions (3.1) match with the following ones.

As a notation, the σ-field generated by Xrt´,T s is σpXrt´,T sq :“ Xhą0σpXrt´h,T sq “
σpXt´q _ σpXrt,T sq.

Definition 3.2 (Extended backward generator). Let Q be a conditionable path measure.
A process u adapted to the predictable backward filtration pσpXrt´,T sq; 0 ď t ď T q is said to
be in the domain of the extended backward generator of Q if there exists a process v also
adapted to the predictable backward filtration such that

ş

r0,T s
|vpt,Xrt´,T sq| dt ă 8, Q-a.e.

and the process

upt,Xrt´,T sq ´ upT,XT q ´

ż

rt,T s

vps,Xrs´,T sq ds, 0 ď t ď T,

is a local backward Q-martingale. We denote
ÐÝLQ

t u :“ vt

and call ÐÝLQ
the extended backward generator of Q. Its domain is denoted by dom

ÐÝLQ
.

Remark that denoting ÐÝLQ
“ v is consistent with (3.1).

Definition 3.3 (Stochastic backward derivative). Let Q be a conditionable path measure
and a measurable function u on r0, T sˆX such that EQ|ups,Xsq| ă 8 for all 0 ď s ď T.

(1) We say that u admits a stochastic backward derivative under Q at time t P p0, T s
if the following limit

ÐÝ
L
Q
upt,Xrt´,T sq :“ lim

hÑ0`
EQ

ˆ

1

h
rupX t´hq ´ upX tqs | Xrt´,T s

˙

if this limit exists in L1pQq.

In this case, ÐÝL
Q
upt, rq is called the stochastic backward derivative of u at time t.

(2) If u admits a stochastic backward derivative for almost all t, we say that u belongs
to the domain dom

ÐÝ
L
Q
of the stochastic backward derivative ÐÝL

Q
of Q.

Remark that this definition is consistent with (3.1).
Mimicking almost verbatim the proofs of Propositions 2.18 and 2.21, (consider the

convolution kernel k´h :“ 1
h
1r0,hs instead of kh “ 1

h
1r´h,0s), we arrive at

Proposition 3.4. Let Q be a conditionable path measure.

(a) If u is in dom
ÐÝLQ

and such that EQ
ş

r0,T s

ˇ

ˇ

ÐÝLQ
upt,Xrt,T sq

ˇ

ˇ

p
dt ă 8 for some p ě 1,

then

lim
hÑ0`

EQ

ż

rh,T s

ˇ

ˇ

ˇ

ˇ

1

h
EQ

”

upX t´hq ´ upX tq | Xrt´,T s

ı

´
ÐÝLQ

upt,Xrt´,T sq

ˇ

ˇ

ˇ

ˇ

p

dt “ 0.

In particular, this implies that u P domLQ, and the limit
ÐÝLQ

upt,Xrt´,T sq “
ÐÝ
L
Q
upt,Xrt´,T sq :“ lim

hÑ0`

1

h
EQ

“

upX
´h
q ´ upXq | Xrt´,T s

‰
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takes place in LppQq.
(b) Let u be a measurable real function on X and v a process adapted to the predictable

backward filtration, such that upXq, v are Q-integrable, t ÞÑ upX
˚

t q is right continuous
(for instance u might be continuous) and

lim
hÑ0`

EQ

ż

rh,T s

ˇ

ˇ

ˇ

ˇ

1

h
EQrupX t´hq ´ upX tq | Xrt´,T ss ´ vpt,Xrt´,T sq

ˇ

ˇ

ˇ

ˇ

dt “ 0.

Then, u belongs to dom
ÐÝLQ

and dom
ÐÝ
L
Q
, and ÐÝLQ

u “
ÐÝ
L
Q
u “ v, Q-a.e.

When working with forward generators and derivatives in contexts where time reversal
is not mentioned, we often omit the forward arrow, denoting: ÝÑL “ L and ÝÑL “ L.

P -locality. We present some notions which will be useful when looking at the extended
HJB equation at Section 5. Let us recall a slight modification of the standard definitions
of stochastic integral and local martingale, introduced in [25].

Definition 3.5 (P -locality). Let P P PpΩq, Q P MpΩq such that P ! Q.

(1) A process M is said to be a P -local Q-martingale if there exists an increasing
sequence of r0, T s Y t8u-valued stopping times pτkqkě1 such that limkÑ8 τk “ 8,
P -a.e. (and not Q-a.e.) such that the stopped processes M τk are Q-martingales,
for all k ě 1.

(2) A process Y is said to be a P -local Q-stochastic integral if there exists an increasing
sequence of r0, T s Y t8u-valued stopping times pτkqkě1 such that limkÑ8 τk “ 8,
P -a.e. (and not Q-a.e.) such that the stopped processes Y τk are L2pQq-stochastic
integrals, for all k ě 1.

The filtration is the Q-completion of the canonical filtration. Since any local Q-
martingale admits a càdlàg Q-version and P ! Q, any P -local Q-martingale admits a
càdlàg P -version.

In connection with the notion of P -locality, we introduce a modification of the notion
of extended generator.

Definition 3.6 (P -local extended generator of the path measure Q). Let P P PpΩq,
Q P MpΩq such that P ! Q.
A measurable function u on X is said to be in the domain of the P -local extended forward
generator of the path measure Q if there exists a P -almost everywhere defined adapted
process v such that

ş

r0,T s
|vt| dt ă 8, P -a.e. and the process upX tq ´ upX0q ´

ş

r0,ts
vs ds,

0 ď t ď T, is a P -local Q-martingale. We denote
ÝÑLQ,P

u :“ v,

and call ÝÑLQ,P
the P -local extended forward generator of Q. Its domain is denoted by

dom
ÝÑLQ,P

.
A similar definition holds for the P -local extended backward generator: ÐÝLQ,P

, of Q.

The P -local extended generator of Q only consists in requiring that the local Q-
martingales entering the Definitions 2.3 and 3.6 of ÝÑLQ

and ÐÝLQ
are replaced by P -local

Q-martingales. This notion will allow us to extend in a natural way Itô formula in a
diffusion setting at Proposition 4.24.
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Integration times. In order to motivate Definition 3.7 below, let us start with a remark.
Since upXqmight not be integrable, the conditional increment EQrupX t`hq´upX tq | Xr0,tss
appearing in the expression (2.9) of the stochastic derivative, might not be meaningful.
To take this trouble into account, let us introduce the following notion.

Definition 3.7 (Integration time). Let u be in domLQ and τ be a stopping time. We say
that τ is a Q-integration time of u if the stopped martingale Mu,τ (recall Definition 2.3)
and the stopped process upXτ

q are Q-integrable.

Clearly, for any Q-integration time τ of u, EQrupX
τ

t`hq ´ upX
τ

t q | Xr0,tss is well defined.
Of course, for the stopping time τ to be a Q-integration time of u it is necessary and
sufficient that two of the following properties hold:

- upXτ
q is Q-integrable;

- Mu,τ is Q-integrable;
- pt, ωq ÞÑ 1tτpωqątuLQupt, ωr0,tsq is Q-integrable.

In which case the three properties are satisfied.

Lemma 3.8. Let us take a conditionable path measure Q, a function u in domLQ and τ
any Q-integration time of u. Then,

lim
hÑ0`

EQ

ż

r0,1s

1tτątu

ˇ

ˇ

ˇ

ˇ

1

h
EQrupX

τ

t`hq ´ upX
τ

t q | Xr0,tss ´ LQupt,Xr0,tsq
ˇ

ˇ

ˇ

ˇ

dt “ 0. (3.9)

Proof. Denoting Qτ :“ pXτ q#Q the law of the stopped canonical process Xτ at the
random time τ , for any 0 ď t ď T and any bounded measurable function U : Xτ pΩq Ñ R,
we have

EQτ pU | Xr0,tsq ˝X
τ
“ EQpUpX

τ
q | Xτ

r0,tsq, Q-a.e.

Applying Proposition 2.18 to Qτ with p “ 1, this identity gives us

lim
hÑ0`

EQ

ż

r0,1s

ˇ

ˇ

ˇ

ˇ

1

h
EQrupX

τ

t`hq ´ upX
τ

t q | X
τ
r0,tss ´ 1tτątuLQupt,Xr0,tsq

ˇ

ˇ

ˇ

ˇ

dt “ 0,

which is equivalent to (3.9). �

Remarks 3.10.
(a) Writing limhÑ0` EQ

´

1
h
rupX

τ

t`hq ´ upX
τ

t qs | X
τk
r0,ts

¯

is a slight abuse of notation. It

should be written limhÑ0` EQ

´

1
h
rupX

τ

pt`hq^1q ´ upX
τ

t qs | X
τk
r0,ts

¯

, with pt ` hq ^ 1 in-
stead of t` h. This simplification will be kept at several places in the sequel.

(b) It is necessary that Qpτ ą t | Xr0,tsq ą 0 for (3.9) to be a nontrivial assertion. Lemma
3.12 below tells us that such stopping times τ exist.

Remark 3.11 (The Markov case). Denoting DU τ
t :“ upX

τ

t`hq ´ upX
τ

t q, it is tempting to
infer from Lemma 3.8 that for any Markov measure Q,

EQrDU
τ
t | Xr0,tss “ 1tτątuEQrDU

τ
t | Xts.

But this is false in general, unless τ is a “Markov stopping time”, i.e. unless Xτ
#Q is

a Markov measure. More precisely, in general last equality in: EQpDU
τ
t | Xr0,tsq “

1tτątuEQpDU
τ
t | Xr0,tsq “ 1tτątuEQpDU

τ
t | Xtq, fails.

Note in passing that (3.9) is a statement about the stopped path measure Xτ
#Q.

Lemma 3.8 suggests a way to compute LQu when integrability is lacking. It is stated
below at Proposition 3.14. Let us start with a simple remark stated as a lemma.
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Lemma 3.12. Any function in domLQ admits a sequence of Q-integration times tending
Q-almost everywhere to infinity.

Proof. For any u P domLQ, we denote Mu
t :“ upX tq ´ upX0q ´

ş

r0,ts
LQups,Xr0,ssq ds,

the local martingale which appears at Definition 2.3. By the very definition of a local Q-
martingale, there exists a sequence pσkq of stopping times such that limkÑ8 σk “ 8, Q-a.e.
and the stopped local martingales Mu,σk are genuine uniformly integrable Q-martingales.
Furthermore, since it is assumed that

ş

r0,T s
|LQupt,Xr0,tsq| dt ă 8, Q-a.e., the stopping

times θk :“ inftt :
ş

r0,ts
|LQups,Xr0,ssq| ds ě ku satisfy limkÑ8 θk “ 8, Q-a.e. Therefore,

the sequence pτk :“ σk ^ θkq tends almost surely to infinity. We also see that for any k,
Mu,τk and upXτk

q are uniformly Q-integrable. �

Remark 3.13 (Integration time trick). Note that if pτkq is a sequence of Q-integration
times tending Q-a.e. to infinity, and pτ 1kq is any sequence of stopping times tending Q-a.e.
to infinity, then as a consequence of the stopped martingale theorem, τ 2k :“ τk^τ

1
k, defines

a sequence of Q-integration times tending Q-a.e. to infinity. To keep notation easy, in
this situation we still write τk instead of τ 2k . Let us call this operation the integration time
trick.

Proposition 3.14. Let Q be a conditionable measure, take a function u in domLQ and
fix t P r0, 1q. There exist an increasing sequence pτkq of Q-integration times of u and a
sequence phnq of positive numbers such that limkÑ8 τk “ 8, Q-a.e., limnÑ8 hn “ 0 and
for each k we have

LQupt,Xr0,tsq “ lim
nÑ8

1

hn
EQ

”

upX
τk
t`hnq ´ upX

τk
t q | Xr0,ts

ı

, p1tτkątuQq-a.e. (3.15)

Moreover

LQupt,Xr0,tsq “ lim
kÑ8

lim
nÑ8

1

hn
EQ

”

upX
τk
t`hnq ´ upX

τk
t q | Xr0,ts

ı

, Q-a.e.

Proof. We have already seen at Lemma 3.12 that there exists a sequence pτ 1kq of Q-
integration times which tends almost surely to infinity. By means of the integration
time trick (see Remark 3.13), it can be chosen as an increasing sequence by consid-
ering τk “ max1ďiďk τ

1
i . The almost everywhere convergence (3.15) is a direct conse-

quence of the L1-limit (3.9). The remaining statement is an easy consequence of (3.15),
limkÑ8Qpτk ą tq “ 1, and a diagonal subsequence argument to extract a sequence phnq
from the array phk,nq. �

Next result is intuitively obvious. Nevertheless, its proof is not as direct as one could
wish. As a corollary of Proposition 3.14, its proof relies on Proposition 2.18, again.

Corollary 3.16. For any Markov measure Q P MpΩq and any u P domLQ

LQupt,Xr0,tsq “ LQupt,Xtq, Q-a.e.

(with some obvious abuse of notation).
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Proof. Assuming that for some t the limit in the first term of next series of identities
exists Q-a.e., we have

lim
nÑ8

h´1
n EQ

”

upX
τ

t`hnq ´ upX
τ

t q | Xr0,ts

ı

“ lim
nÑ8

h´1
n

´

EQ

”

1ttăτutupX
τ

t`hnq ´ upX
τ

t qu | Xr0,ts

ı

` EQ

”

1ttěτutupX
τ

t`hnq ´ upX
τ

t qu | Xr0,ts

ı¯

“ 1ttăτu lim
nÑ8

h´1
n EQ

”

upX
τ

t`hnq ´ upX
τ

t q | Xr0,ts

ı

“ 1ttăτu lim
nÑ8

h´1
n EQ

”

upX t`hnq ´ upX tq | Xr0,ts

ı

“ 1ttăτu lim
nÑ8

h´1
n EQ

”

upX t`hnq ´ upX tq | Xt

ı

,

where all these equalities hold Q-a.e. The first equality is an obvious decomposition. The
second one follows from t ě τ ùñ X

τ

t`hn “ X
τ

t “ pτ,Xτ q ùñ upX
τ

t`hnq´upX
τ

t q “ 0 for
the rightmost term, and the fact that the event tt ă τu is σpXr0,tsq-measurable because τ
is a stopping time, for the leftmost term. The third equality is obvious because the limit
is pointwise. Last equality follows from the assumed Markov property of Q. We conclude
with Proposition 3.14. �

Note that although in presence of a stopping time, this proof does not rely on a strong
Markov property argument.

Remarks 3.17.
(a) About càdlàg versions of local martingales. In the previous two sections, we took some

care making precise the conditions for the filtration to fulfill the "usual hypotheses"
to imply that martingales admit càdlàg versions. This will not be used in what follows
because it will be assumed later that the diffusion field a is invertible to assure the
Brownian martingale representation (hence any local martingale is continuous as a
Brownian stochastic integral). These precautions about the filtration are necessary
if one wishes to extend our results to a more general setting, including jumps for
instance, as a careful reading of the proof of Theorem 5.9 indicates.

(b) About time reversal. Similarly, time reversal will not play any role in the present
article. However, we decided to include considerations about it because it plays a
major role in entropic optimal transport theory. In particular, our previous results
about backward generators and derivatives are used in the recent article [2] and will
be utilized in future research of the author.

4. Preliminary material

Relative entropy. Let us start with the definition. Let A be any measurable space.
The relative entropy of p P PpAq with respect to the reference measure r P MpAq is

Hpp|rq :“

ż

A

logpdp{drq dp P p´8,8s

if p is absolutely continuous with respect to r and log´pdp{drq is p-integrable. We set
Hpp|rq “ 8 otherwise.
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Remark 4.1. As an immediate consequence of this definition, any p P PpAq such that
Hpp|rq ă 8 verifies logpdp{drq P L1ppq. However it is useful to define Hp r | rq on the
following subset of PpAq :

DHp¨|rq :“

"

p P PpAq;

ż

A

W dp ă 8, for some W : AÑ r0,8q such that
ż

A

e´W dr ă 8

*

.

Note that when r is a bounded measure, then W “ 0 does the work and DHp¨|rq “ PpAq.

The reason for this choice is guided by the next result which provides us with a criterion
for log´pdp{drq P L

1ppq.

Proposition 4.2. Let r be a σ-finite measure on A.
(a) (i) There exists a measurable function W : AÑ r0,8q such that

ş

A
e´W dr ă 8.

(ii) For any such function W and any p P PpAq verifying p ! r and
ş

A
W dp ă 8,

we have: log´pdp{drq P L
1ppq.

(b) Moreover, DHp¨|rq is a convex subset of the vector space of all bounded signed measures
and Hp r|rq is a p´8,8s-valued convex function on this set.

Proof. Take p P PpAq such that p ! r and denote ρ :“ dp{dr for simplicity.
Remark that when rpAq ă 8, because sup0ďzď1 z| log z| “ e´1, we always have

ż

A

log´ ρ dp “

ż

tρď1u

| log ρ| dp “

ż

tρď1u

ρ| log ρ| dr ď e´1rpAq ă 8.

This corresponds to W “ 0.

‚ Proof of (a). Now, we only assume that r is σ-finite. Statement (i) is a direct consequence
of this hypothesis. Therefore, let us prove (ii). We set rW :“ e´W r P MpAq and denote
ρW :“ dp{drW “ eWρ. For any p P PpAq, we see that

ż

tρď1u

| log ρ| dp “

ż

tρď1u

| log ρW ´W | dp

ď

ż

tlog ρWďW u

| log ρW | dp`

ż

A

W dp

ď

ż

A

log´ ρW dp` 2

ż

A

W dp.

But we know by our preliminary remark that
ş

A
log´ ρW dp is finite because rW pAq “

ş

A
e´W dr ă 8.

‚ Proof of (b). Finally, DHp¨|rq is a convex set because for any p, p1 in the convex set PpAq

such that
ş

A
W dp,

ş

A
W 1 dp1 ă 8 with W,W 1 : A Ñ r0,8q,

ş

A
peW ` eW

1

q dr ă 8, we
have

ş

A
W 2 dpθp ` p1 ´ θqp1q ă 8 where 0 ď θ ď 1 and W 2 :“ pW ` W 1q{2 satisfies

ş

A
eW

2

dr ă 8 by Cauchy-Schwarz inequality. To prove that Hp r|rq is convex, write it
as Hpp|rq “

ş

A
rlog ρW ´W s dp “

ş

A
hpρW q drW ´

ş

A
W dp with hpρq :“ ρ log ρ a convex

function. �

Reference diffusion measure. Let a be a diffusion matrix field on r0, T sˆRn, c be some
Rn-valued predictable process and ν P MpRnq. We say that the path measure Q P MpΩq
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solves the martingale problem with initial measure ν and characteristics pc, aq if Q0 “ ν
and

dXt “ ct dt` dM
Q
t ,

dxXyt “ dxMQyt “ apX tq dt,
Q-a.e.,

where MQ is some local Q-martingale. We denote this property by

Q P MPpa, c; νq. (4.3)

We also write shortly Q P MPpa, cq instead of Q P MPpa, c;Q0q.
It is implicitly assumed that

ş

r0,T s
|ct| dt ă 8 and

ş

r0,T s
}apX tq} dt ă 8, Q-a.e. This last

property is satisfied for instance if a is locally bounded:

sup
tPr0,T s,xPK

}apt, xq} ă 8, for any compact set K Ă Rn. (4.4)

Definition 4.5 (The reference Markov measure R). Let R P MpΩq be a Markov measure
solution to

R P MPpa, bq, (4.6)

for some vector field b : r0, T s ˆ Rn Ñ Rn. In addition to (4.4), we assume that R fulfils
the uniqueness condition:

@R1 P MpΩq, rR1 P MPpa, b;R0q and R1 ! Rs ùñ R1 “ R. (4.7)

Assumption (4.7) is necessary to write explicit formulas for relative entropies and
Radon-Nikodym derivatives of path measures with respect to R. It is proved in [19,
Thm. 12.21] that (4.7) holds if and only if R is an extremal point of the (convex) set
of solutions to its own martingale problem: MPpa, b;R0q. To emphasize this uniqueness
property, we shall sometimes write

R “ MPpa, bq

with an equality.
Clearly Rp rq “ ş

Rn R
xop rqR0pdxoq, with Rxo the law of the Markov process with initial

position xo and generator

Btu` b¨∇u`∆au{2, u P C1,2
c pr0, T s ˆ Rn

q,

see Lemma 4.14 below for a precise statement. The measure R is possibly an unbounded σ-
finite positive measure. This occurs for instance when R is the reversible Wiener measure:
its reversing measure is Lebesgue measure, and we take b “ 0, a “ Id and R0 “ Leb.
We note for future reference that it is assumed implicitly that

ż

r0,T s

|bpX tq| dt ă 8, R-a.e. (4.8)

Girsanov theory. Take Q P PpΩq such that

HpQ|Rq ă 8. (4.9)

We know by the Girsanov theory under a finite entropy condition [25] that there ex-
ists some Rn-valued predictable process βQ|R which is defined Q-a.e. such that βQ|R P
rangerapXqs, Q-a.e., Q solves the martingale problem

Q “ MPpa, b` aβQ|Rq, (4.10)
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and Q inherits the uniqueness property (4.7) from R. Furthermore, because of (4.7), we
know that

dQ

dR
“ 1tdQ{dRą0u

dQ0

dR0

pX0q exp

ˆ
ż

r0,T s

β
Q|R
t ¨dMR

t ´

ż

r0,T s

|β
Q|R
t |

2
apXtq

{2 dt

˙

“ 1tdQ{dRą0u
dQ0

dR0

pX0q exp

ˆ
ż

r0,T s

β
Q|R
t ¨ dMQ

t `

ż

r0,T s

|β
Q|R
t |

2
apXtq

{2 dt

˙

, (4.11)

where we denote |β|2a :“ β ¨ aβ,

dMR
t “ dXt ´ bt dt and dMQ

“ dXt ´ pbt ` apX tqβ
Q|R
t q dt.

Here MQ is a local Q-martingale and the local R-martingale MR is seen as a Q-local
R-martingale to define

ş

r0,T s
β
Q|R
t ¨ dMR

t as a Q-local R-stochastic integral, see Definitions
3.5. Moreover,

HpQ|Rq “ HpQ0|R0q ` EQ

ż

r0,T s

|β
Q|R
t |

2
apXtq

{2 dt. (4.12)

Of course, the requirement HpQ|Rq ă 8 implies that

EQ

ż

r0,T s

|β
Q|R
t |

2
apXtq

dt ă 8. (4.13)

Lemma 4.14. Under the assumptions (4.4), (4.7) and (4.9), C1,2
c pr0, T sˆRnq is included

in domLQ, and for any u P C1,2
c pr0, T s ˆ Rnq,

LQu “ pBt ` vQ ¨∇`∆a{2qu,

with vQ :“ b` aβQ|R.
If in addition Q is Markov, then the process βQ|R turns out to be a vector field:

β
Q|R
t “ βQ|RpX tq, Q̄-a.e., (4.15)

for some measurable βQ|R : r0, T s ˆ Rn Ñ Rn which is defined q̄-a.e.

Note that unlike Lemma 4.22 below, next assumption (4.18) is not required for this
lemma to hold.

Proof. For any u P C1,2
c pr0, T sˆRnq, identifying Itô formula and the basic identity attached

to Q P MPpa, vQq

dupX tq “ BtupX tq dt`∇upX tq ¨ dXt `∆aupX tq{2 dt

“ pBtupX tq ` vQpt,Xr0,tsq ¨∇upX tq `∆aupX tq{2
looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

candidate to be LQupt,Xr0,tsq

q dt` dMu,Q
t ,

(rely on the uniqueness of the Doob-Meyer decomposition), we see that the increment of
the local Q-martingale Mu,Q is

dMu,Q
t “ ∇upX tq ¨ dM

Q
t (4.16)

with

dMQ
t “ dXt ´ vQpt,Xr0,tsq dt,



24

the increment of the canonical local Q-martingale. By assumption (4.4), Mu,Q is a square
integrable martingale because EQ|Mu,Q

T |2 “ EQ
ş

r0,T s
|∇u|2apX tq dt ď T sup |∇u|2a ă 8. To

prove the first part of the lemma, it remains to verify
ż

r0,T s

|pBt ` rbpX tq ` apX tqβ
Q|R
pt,Xr0,tsqs¨∇`∆apXtq

{2qupX tq| dt ă 8, Q-a.e.

We already know with (4.4) that supt,x |pBt`∆a{2qupt, xq| ă 8, and with (4.8) and Q ! R

that
ş

r0,T s
|bpX tq| dt ă 8, Q-a.e. On the other hand, by Cauchy-Schwarz inequality,

EQ

ż

r0,T s

|paβQ|Rq¨∇u|2pt,Xr0,tsq dt ď EQ

ż

r0,T s

|βQ|R|2a |∇u|2apt,Xr0,tsq dt

ď sup |∇u|2a EQ
ż

r0,T s

|βQ|R|2a pt,Xr0,tsq dt ă 8,

where we use assumption (4.4) to control sup |∇u|a, and assumption (4.9) to obtain (4.13).
Therefore,

ş

r0,T s
|paβQ|Rq¨∇u|pt,Xr0,tsq dt ă 8, Q-a.e., and the proof of the first statement

is done.
Now, suppose that in addition Q is Markov. By Corollary 3.16, LQupt,Xr0,tsq “

vpX tq, Q-a.e. for some function v : r0, T sˆRn Ñ R. Hence, for any u P C1,2
c pr0, T sˆRnq,

apX tqβ
Q|R
t ¨∇upX tq “ vpX tq ´ BtupX tq ´ b¨∇upX tq ´∆apXtq

upX tq{2, Q-a.e. This implies
that aXβ

Q|R “ vpXq, Q-a.e., for some vector field v : r0, T s ˆ Rn Ñ Rn. Of course,
v P rangepaq, q̄-a.e. As βQ|R also satisfies βQ|R P rangepaXq, without assuming that a is
invertible, one can solve uniquely this equation to obtain βQ|R “ a´1vpXq, Q-a.e. where
a´1 is the generalized inverse of a. We conclude taking βQ|R “ a´1v. �

Kinetic action. We observe that

HpQ|Rq ´HpQ0|R0q “ HpQ|RQ0q “ EQ

ż

r0,T s

1

2
|v
Q|R
t |

2
gpXtq

dt (4.17)

is an average kinetic action, where

vQ|R :“ aβQ|R

should be interpreted as a stochastic relative velocity between Q and R and

|v|2g :“

"

v ¨ a´1v, if v P rangepaq,
`8, otherwise.

Martingale representation. The martingale representation theorem will play an im-
portant role. We assume that R is the law of a diffusion process solution to the stochastic
differential equation

dYt “ bpt,Ytq dt` σpt,Ytq dWt

where W is an n-dimensional Brownian motion built on some unspecified filtered triple
pΞ, pFtq0ďtďT ,F ,Pq where the n ˆ n-matrix field σ satisfies σσt “ a. In this setting, the
martingale representation theorem states that if

apt, xq is invertible for all pt, xq P r0, T s ˆ Rn, (4.18)

for any local pFY,Pq-martingaleM, where FY :“ pσpYr0,tsqq0ďtďT is the P-complete natural
filtration of the process Y, there exists a predictable process ΦM such that σΦM is locally
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square integrable and

Mt “ M0 `

ż t

0

ΦM
s ¨ σps,Ysq dWs, 0 ď t ď T, P-a.e.

Now, let us go back to the canonical setting by taking the image by Y : Ξ Ñ Ω of pΞ,FY,Pq
to obtain R “ Y#P and some sub-filtration of the canonical one. After completing it by
the R-negligible sets, this filtration coincides with the R-completion of the canonical
filtration. We also see that under the law R, dMR

t :“ dXt ´ bpX tq dt
Law
“ σpt,Ytq dWt.

More generally, Girsanov’s theory also tells us that for any Q such that HpQ|Rq ă 8,

under the law Q we have dMQ
t :“ dXt´ vQpt,Xr0,tsq dt

Law
“ σpt,Ytq dWt. Otherwise stated,

dMQ
t :“ dXt ´ vQpt,Xr0,tsq dt “ σpX tq dW

Q
t , Q-a.e., (4.19)

whereWQ is aQ-Brownian motion on the canonical space equipped with theQ-completion
of the canonical filtration. Moreover, for any function u in domLQ, by the martingale
representation theorem which holds because of the assumed invertibility of a,

dMu,Q
t :“ dupX tq ´ LQupt,Xr0,tsq dt “ αu,Qt ¨ dMQ

t , Q-a.e., (4.20)

for some predictable process αu,Q. This implies in particular

dxupXq, vpXqyQt “ αu,Qt ¨apX tqα
v,Q
t dt. (4.21)

Lemma 4.22. We assume (4.18), i.e. a is invertible.
(a) Then domLQ is an algebra, meaning that for any u, v P domLQ, the product uv is

still in domLQ.
(b) For any u P domLQ and any function F P C2pRq, F puq is also in domLQ.

Proof. Under the ellipticity assumption (4.18), we have (4.21). This is the key of the
proof.
‚ Proof of (a). As a definition of the forward generator

dupX tq “ LQt upt,Xr0,tsq dt` dMu
t , dvpX tq “ LQt vpt,Xr0,tsq dt` dM v

t ,

and applying Itô’s formula in the forward sense of time

dpuvqpX tq “ upX tqdvpX tq ` vpX tqdupX tq ` drupXq, vpXqst

“ upX tqdvpX tq ` vpX tqdupX tq ` dxupXq, vpXqyt

“ ruLQt vpt,Xr0,tsq ` vL
Q
t upt,Xr0,tsqs dt` dxupXq, vpXqyt

` upX tqdM
v
t ` vpX tqdM

u
t .

The bounded variation part of this semimartingale is

ruLQt vpt,Xr0,tsq ` vL
Q
t upt,Xr0,tsqs dt` dxupXq, vpXqy

Q
t . (4.23)

With (4.21), this shows that uvpXq is a nice Q-semimartingale, which is the announced
result.

‚ Proof of (b). By Itô’s formula and (4.21):

dF puqpX tq “ F 1pupX tqqdupX tq ` F
2
pupX tqqdxupXq, upXqyt{2

“ rF 1pupX tqqLQt upt,Xr0,tsq ` F 2pupX tqqα
u,Q
t ¨apX tqα

u,Q
t s dt` F 1pupX tqq dM

u
t ,

we see that the bounded variation part of F pupXqq is absolutely continuous, which is the
announced result. �
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This simple consequence of the martingale representation theorem is crucial for the
remainder of the article.

Extended Itô formula. We already saw at (4.16) while proving Lemma 4.14 that for
any regular function u P C1,2

c pr0, T s ˆ Rnq, dMu,Q
t “ ∇upX tq ¨ dM

Q
t . Let us look at the

extension of this identity to the case where u belongs to domLQ.
Proposition 4.24 (Extended Itô formula). We assume that R satisfies (4.4), (4.7),
(4.18), and that Q is Markov and satisfies (4.9).
Remember that by Lemma 4.14, Q “ MPpa, vQq with

vQ “ b` aβQ|R. (4.25)
The following statements are verified.
(a) For any u in domLQ, there exists a q̄-a.e. defined vector field r∇Qu such that

dupX tq “ LQupX tq dt`r∇QupX tq ¨ dM
Q
t

“ rLQ ´ vQ ¨ r∇Q
supX tq dt` r∇QupX tq ¨ dXt, Q-a.e.

(4.26)

(b) Let P ! Q. For any u in domLQ,P (recall Definition 3.6), there exists a p̄-a.e.-defined
vector field r∇Q,Pu such that

dupX tq “ LQ,PupX tq dt` r∇Q,PupX tq ¨ dM
Q
t

“ rLQ,P ´ vQ ¨ r∇Q,P
supX tq dt` r∇Q,PupX tq ¨ dXt, P -a.e.,

(4.27)

where r∇Q,PupX tq ¨ dM
Q
t is the increment of a P -local Q-stochastic integral (recall

Definition 3.5).

Remark 4.28. Note that r∇Q,Pu is only defined p̄-a.e. (and not q̄-a.e.), and unlike (4.26),
the identity (4.27) only holds P -a.e., but is meaningless Q-a.e. in general.

Proof. The proof of statement (b) is an almost verbatim modification of the proof of
statement (a). It is left to the reader.
In what follows, the identities hold Q-a.e. Let u P domLQ. By the very definition of the
extended generator:

dupX tq “ LQupX tq dt` dM
u,Q
t , (4.29)

with Mu,Q a local Q-martingale. And by (4.20):

dMu,Q
t “ αu,Qt ¨ dMQ

t

for some predictable process αu,Q. Taking next Lemma 4.30 for granted, it follows that
dMu,Q

t “ r∇QupX tq ¨ dM
Q
t , and we complete the proof with (4.29). �

It remains to prove

Lemma 4.30. Under the ellipticity condition (4.18), the Markov measure Q is such that
the process αu,Q only depends on the current position: αu,Qt “ r∇QupX tq, 0 ď t ď T, for
some q̄-almost everywhere defined vector field r∇Qu : r0, T s ˆ Rn Ñ Rn.

Proof. We have just seen that

dMu,Q
t “ αu,Qt ¨ dMQ

t “ dupX tq ´ LQupX tq dt,

and for any function v in C1,2
c pr0, T s ˆ Rnq, Itô formula is

dvpX tq “ BtvpX tq dt`∇vpX tq ¨ dXt `∆avpX tq{2 dt.
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Hence, the quadratic covariation of upXq and vpXq satisfies

d
@

upXq, vpXq
D

t
“ αu,Qt ¨ a∇vpX tq dt.

Therefore, with intuitive arguments we see that

αu,Qt ¨ a∇vpX tq dt “ EQ
`

dupX tqdvpX tq | Xr0,ts
˘

“ EQ
`

dupX tqdvpX tq | Xt

˘

“ EQ
`

αu,Qt | Xt

˘

¨ a∇vpX tq dt,

where we used the Markov property of Q at second equality. Since v is arbitrary and a is
invertible, we see that αu,Qt “ EQ

`

αu,Qt | Xt

˘

, proving the lemma.
However, it is necessary to justify rigorously the above string of identities. Firstly,

one must localize (by means of stopping times) to give some meaning at the conditional
expectation EQ

`

αu,Qt | Xt

˘

, and the above identity

d
@

upXq, vpXq
D

t
“ EQ

`

dupX tqdvpX tq | Xr0,ts
˘

, Q-a.e., (4.31)

still needs to be carefully established, again with some localization argument.
The first localization argument is standard, so we leave it to the reader.
Finally, (4.31) follows from Lemma A.2 in the appendix. To verify that the hypotheses of
this lemma are satisfied note that in the present Brownian setting under the hypothesis
(4.18), by Lemma 4.22 we know that domLQ is an algebra. On the other hand the
martingale representation theorem implies that any martingale is continuous. Hence the
assumption about MQ,ru,vs in Lemma A.2 is trivially satisfied because MQ,ru,vs “ 0. �

Remarks 4.32.
(i) By (4.16), if u is C1,2-regular, then r∇Qu “ ∇u, q̄-a.e.
(ii) It is proved by Cont and Fournié in [8, Thm. 5.9] that under hypotheses slightly more

general than those of Proposition 4.24 (no entropy appears), any square integrable
Q-martingale N is represented as the stochastic integral

Nt “ N0 `

ż t

0

∇MQNs ¨ dM
Q
s

whereMQ appears at (4.19) and the Cont-Fournié non-anticipative derivative ∇MQN
is introduced in [8]. Therefore,

r∇QupXq “ ∇MQMQ,u, Q-a.e.

The Cont-Fournié derivative is the predictable projection of the Malliavin (anticipa-
tive) derivative.

(iii) A remarkable extension of Itô’s formula is also obtained in [8], which goes in another
direction than Proposition 4.24: stochastic differentials of regular non-anticipative
functionals are considered in [8], while Proposition 4.24 gives a result for possibly
not regular functions only depending on the current position.

5. Feynman-Kac formula

The main character of this section is the Feynman-Kac measure P already encountered
in the introduction at (1.4). It will allow us to derive pathwise properties of an extended
(HJB) equation at Theorem 5.9 and an extended (FK) equation at Theorem 5.24.
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The Feynman-Kac measure. It is defined by

P :“ f0pX0q exp

ˆ
ż

r0,T s

V pX tq dt

˙

gT pXT q R P PpΩq, (5.1)

where as in (4.6)
R “ MPpa, bq

is a reference diffusion measure satisfying (4.7), f0 and gT are nonnegative measurable
functions on Rn, V : r0, T s ˆ Rn Ñ RY t´8u , and we use the convention e´8 “ 0. It is
also assumed that all these quantities are such that P is a probability measure and

HpP |Rq ă 8.

For P to be a probability measure it is necessary that the measurable subsets

D` :“

"

px, yq P Rn
ˆ Rn;R

´

ż

r0,T s

V`pX tq dt ă 8 | X0 “ x;XT “ y
¯

ą 0

*

,

D´ :“

"

px, yq P Rn
ˆ Rn;R

´

ż

r0,T s

V´pX tq dt ă 8 | X0 “ x;XT “ y
¯

ą 0

*

,

D :“ tpx, yq P Rn
ˆ Rn; f0pxq ą 0, gT pyq ą 0u ,

verify R01-a.e.

paq : D` YD´ “ Rn
ˆ Rn, pbq : D Ă D`, pcq : D XD´ ‰ H. (5.2)

Indeed, (a), (b) and (c) imply respectively that dP {dR is well defined, finite, and not
identically equal to zero, up to some R01-negligible set.

Sufficient conditions for (5.2) and HpP |Rq ă 8 will be given at Section 6. From now
on, when assuming that P is in PpΩq it is supposed implicitly that (5.2) holds.

The measure P will bring us valuable informations about equation (FK).

Positive integration. For all 0 ď t ď T and Pt-almost every x P Rn, define

ftpxq :“ ER

ˆ

f0pX0q exp
´

ż

r0,ts

V pXsq ds
¯

| Xt “ x

˙

,

gtpxq :“ ER

ˆ

exp
´

ż

rt,T s

V pXsq ds
¯

gT pXT q | Xt “ x

˙

.

(5.3)

One must be careful with these conditional expectations because it is not assumed that
the integrands are R-integrable, neither that R is bounded. However, they are well defined
p̄-almost everywhere (but not r̄-a.e.) as conditional expectations of nonnegative functions
with respect to a possibly unbounded Markov measure. This is warranted by next

Lemma 5.4 ([26, §4]). Let R P MpΩq be a Markov measure and P P PpΩq a probability

measure such that P ! R and
dP

dR
“ αζβ with α, ζ, β nonnegative functions such that

α P σpXr0,ssq, ζ P σpXrs,tsq and β P σpXrt,T sq for some 0 ď s ď t ď T . Then,
"

ERpα | Xsq, ERpβ | Xtq P p0,8q
ERpαβ | Xrs,tsq “ ERpα | XsqERpβ | Xtq P p0,8q

P -a.e.

(and not R-a.e. in general). In addition,
dPrs,ts
dRrs,ts

pXrs,tsq “ ERpα | XsqζERpβ | Xtq P p0,8q, P -a.e.
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Remark 5.5. Even if the product αβ is integrable, it is not true in general that the non-
negative factors α and β are integrable. Therefore, a priori the conditional expectations
ERpα | Xsq and ERpβ | Xtq may be infinite.

Proposition 5.6. The Feynman-Kac measure P given at (5.1) is Markov and

dPt
dRt

“ ftgt, Pt-a.e., @0 ď t ď T. (5.7)

Proof. For any 0 ď t ď T , the Radon-Nikodym derivative Z :“ dP {dR equals Z “

Zr0,tsZrt,T s with Zr0,ts :“ f0pX0q exp
´

ş

r0,ts
V pXrq dr

¯

, Zrt,T s :“ exp
´

ş

rt,T s
V pXrq dr

¯

gT pXT q.
The identity (5.7) is a direct consequence of Lemma 5.4 applied with s “ t, ζ “ 1,

α “ Zr0,ts and β “ Zrt,T s.
The Markov property is proved by showing that for any bounded measurable functions

upXr0,tsq and vpXrt,T sq, we obtain

EP rupXr0,tsqvpXrt,T sq | Xts “
ERrZ upXr0,tsqvpXrt,T sq | Xts

ERrZ | Xts

“
ERrZr0,tsupXr0,tsqZrt,T svpXrt,T sq | Xts

ERrZr0,tsZrt,T s | Xts

“
ERrZr0,tsupXr0,tsq | Xts

ERrZr0,ts | Xts

ERrZrt,T svpXrt,T sq | Xts

ERrZrt,T s | Xts

“ EP rupXr0,tsq | XtsEP rvpXrt,T sq | Xts.

We invoked the Markov property of R and Lemma 5.4 at the last but one equality. �

Extended HJB equation. We also introduce the measure p̄pdtdxq “ dtPtpdxq on
r0, T s ˆ Rn and the notation

ϕ :“ log f, ψ :“ log g. (5.8)

We are ready to state the first main result of this section.

Theorem 5.9. Let R P MpΩq be a Markov measure satisfying (4.6), (4.7) with a verifying
(4.4), (4.18), and let P P PpΩq be given by (5.1). Then, under the assumption that

´8 ă HpP |Rq ă 8,

the following statements hold.
(a) The p̄-a.e. defined function

ψpt, xq :“ log gtpxq “ logER

´

exp
´

ż

rt,T s

V pXsq ds
¯

gT pXT q | Xt “ x
¯

P R,

is in domLR,P and it satisfies the extended HJB equation
`

LR,Pψ ` |r∇R,Pψ|2a{2` V
˘

pXq “ 0, P -a.e. (5.10)

with ψT “ log gT , PT -a.e. Remember that the existence of r∇R,Pψ and its definition are
stated at Proposition 4.24 (extended Itô formula).

(b) The Feynman-Kac measure P solves MPpa, vP q where

vP “ b` ar∇R,Pψ. (5.11)
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(c) In addition, ψ P domLP ,

LPψpXq “
`

|r∇Pψ|2a{2´ V
˘

pXq, P -a.e. (5.12)
and

LR,PψpXq “
`

LPψ ´ |r∇Pψ|2a
˘

pXq, P -a.e.
r∇R,PψpXq “ r∇PψpXq, P -a.e.

(5.13)

Before proving this theorem, we make some remarks and establish preliminary estimates
at Lemma 5.17 under a finite entropy condition.

Remarks 5.14.
(a) It follows from (5.10) that

LR,Pψ ` |r∇R,Pψ|2a{2` V “ 0, p̄-a.e. (5.15)

and it turns out that when ψ is a finite C1,2 function, (5.15) is the standard HJB
equation (HJB):

pBt ` b ¨∇`∆a{2qψ ` |∇ψ|2a{2` V “ 0.

(b) By (5.7), ftgt ą 0, Pt-a.e. Consequently, for all t, ψt :“ log gt is well defined Pt-a.e.
as a real valued function.

The following formula (5.16) will be used in a while. For any 0 ď s ă t ď T, the
restriction Prs,ts of P to σpXrs,tsq satisfies

dPrs,ts
dRrs,ts

“ ER

„

dP

dR
| Xrs,ts



“ fpXsq exp

ˆ
ż

rs,ts

V pXrq dr

˙

gpX tq

“
dPs
dRs

pXsq exp

ˆ

ψpX tq ´ ψpXsq `

ż

rs,ts

V pXrq dr

˙

, P -a.e. (5.16)

where we used (5.1), the Markov property of R and Lemma 5.4 at second identity, and
(5.7) at last identity.

Lemma 5.17 (Finite entropy estimates). Suppose that ´8 ă HpP |Rq ă 8. Then,
(i) ϕt, ψt P L1pPtq, for all 0 ď t ď T ;
(ii) V pXq P L1pP q; Vt P L

1pPtq for almost every 0 ď t ď T ;
(iii) t ÞÑ xVt, Pty :“

ş

Rn Vt dPt is dt-integrable;
(iv) ψpX tq ´ ψpXsq `

ş

rs,ts
V pXrq dr P L

1pP q for all 0 ď s ď t ď T ;
and

HpP |Rq “ xϕ0, P0y `

ż

r0,T s

xVt, Pty dt` xψT , PT y.

Proof. For any 0 ď s ď t ď T, HpPs|Rsq ď HpPrs,ts|Rrs,tsq ď HpP |Rq ă 8. On the other
hand, we obtain with (5.7) and (5.16) that

HpPs|Rsq “

ż

Rn
logpfsgsq dPs “

ż

Rn
pϕs ` ψsq dPs,

HpPrs,ts|Rrs,tsq “ HpPs|Rsq ` EP

´

ψpX tq ´ ψpXsq `

ż

rs,ts

V pXrq dr
¯

.

Hence (see Remark 4.1 and Proposition 4.2), logpfsgsq P L
1pPsq, and ψpX tq ´ ψpXsq `

ş

rs,ts
V pXrq dr P L1pP q. We conclude with Fubini-Lebesgue theorem applied with the

product measure pδs ` Lebrs,ts ` δtq b Prs,ts on rs, ts ˆ Ωrs,ts. �
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Proof of Theorem 5.9. The boundary condition ψT “ log gT is an obvious outcome of the
expression of ψ.
By (4.11), (4.12) and the Markov property of P proved at Proposition 5.6 and Lemma
4.14, there exists a vector field γ : r0, T s ˆ Rn Ñ Rn such that

ż

r0,T sˆRn
|γ|2a dp̄ ă 8 (5.18)

and for any 0 ď s ă t ď T,

dPrs,ts
dRrs,ts

“
dPs
dRs

pXsq exp

ˆ
ż

rs,ts

γpXrq ¨ dM
P
r `

ż

rs,ts

|γ|2apXrq{2 dr

˙

, P -a.e., (5.19)

where dMP
r “ dXr ´ pb` aγqpXrq dr.

By Lemma 5.17, we have: V pXq P L1pP q, and because of (5.18) we have also: |γ|2apXq P
L1pP q. Hence, applying Lemma 2.11 with kh “ 1

h
1r´h,0s, we obtain that

lim
hÑ0`

”

t ÞÑ h´1

ż

rt,t`hs

p|γ|2a{2´ V qpXrq dr
ı

“ p|γ|2a{2´ V qpXq in L1
pP q.

Identifying (5.16) with (5.19) gives us for all 0 ď s ă t ď T,

ψpX tq ´ ψpXsq “

ż

rs,ts

p|γ|2a{2´ V qpXrq dr `

ż

rs,ts

γpXrq ¨ dM
P
r , P -a.e., (5.20)

which implies that for any 0 ď t ă t` h ď T,

EP
“

h´1
`

ψpX t`hq ´ ψpX tq
˘

| Xt

‰

“ EP

„

h´1

ż

rt,t`hs

p|γ|2a{2´ V qpXrq dr | Xt



.

By (5.20) again, ψpXq admits a continuous version because t ÞÑ
ş

r0,ts
p|γ|2a{2´V qpXrq dr is

continuous P -a.e., since p|γ|2a{2´V qpXq is P -integrable, and t ÞÑ
ş

r0,ts
γpXrq ¨dM

P
r admits

a continuous version as a Brownian stochastic integral. Therefore, we are in position to
apply Proposition 2.21 which ensures that ψ belongs to domLP , and

LPψpXq “ r|γ|2a{2´ V spXq, P -a.e. (5.21)

As ψ is in domLP , the extended Itô formula (4.26) is valid and writes as

dψpX tq “ LPψpX tq dt` r∇PψpX tq ¨ dM
P
t , P -a.e., (5.22)

for some vector field r∇Pψ. Note that identifying the bounded variation parts of (5.20)
and (5.22) also leaves us with (5.21), while the identification of the martingale parts yields
|γ ´ r∇Pψ|2apXq “ 0, P -a.e., or equivalently since a is invertible,

γpXq “ r∇PψpXq, P -a.e. (5.23)

With (5.21), this gives us (5.12).
Because of

dMP
t “ dMR

t ´ aγpX tq dt, P -a.e.,

and (5.23), equation (5.20) becomes

dψpX tq “ rLPψ ´ |r∇Pψ|2aspX tq dt` r∇PψpX tq ¨ dM
R
t , P -a.e.

As
ş

r0,T s
|r∇Pψ|2apX tq dt “

ş

r0,T s
|γ|2apX tq dt ă 8, P -a.e., this proves that ψ is in domLR,P

and that (5.13) holds. Remark that MR is a P -local R-martingale.
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Finally, (5.12) and (5.13) directly imply (5.10), while (5.11) follows from (5.23) and (5.13).
�

Feynman-Kac formula. Let us go back to the function

gtpxq :“ ER

ˆ

exp
´

ż

rt,T s

V pXsq ds
¯

gT pXT q | Xt “ x

˙

, pt, xq P r0, T s ˆ Rn.

introduced at (5.3).

Theorem 5.24. Under the hypotheses of Theorem 5.9, g belongs to domLR,P and

rLR,P ` V sgpXq “ 0, P -a.e.

Proof. We know by Theorem 5.9 that ψpXq is a P -local R-semimartingale. Applying
Itô’s formula to g “ eψ, we immediately see that gpXq is also a P -local R-semimartingale.
More precisely, we have

dgpX tq “ gpX tq

”

dψpX tq `
1

2
d
@

ψpXq, ψpXq
D

t

ı

“ gpX tq

”

LR,PψpX tq dt` dM
ψ
t `

1

2
|r∇R,Pψ|2apX tq dt

ı

, P -a.e.,

where we used dψpX tq “ LR,PψpX tq dt ` dMψ
t with Mψ a P -local R-martingale, which

is an alternate statement for ψ P domLR,P , and we also wrote d
@

ψpXq, ψpXq
D

t
“

|r∇R,Pψ|2apX tq dt which is a direct consequence of (5.20) and (5.23). Finally, with (5.10):
`

LR,Pψ ` |r∇R,Pψ|2a{2
˘

pXq “ ´V pXq, we arrive at

dgpX tq “ ´V gpX tq dt` dM
g
t , P -a.e.,

where dM g
t “ gpX tq dM

ψ
t is the infinitesimal increment of a P -local R-martingale. This

completes the proof of the theorem. �

Remark 5.25. This proof relies on Theorem 5.9 about the HJB equation. We didn’t find a
direct proof keeping the same minimal hypotheses. The main advantage of starting from
HJB is the identification based on Girsanov theory which led us to (5.21) and (5.23).

6. Growth conditions

We present at Theorem 6.10 and Theorem 6.26 some growth conditions on the coeffi-
cients a, b, V, gT and f0 which are sufficient for HpP |Rq ă 8.
Consider the Markov diffusion generator

AU :“ Bt ` vU ¨∇`∆a{2,

where the velocity field is of the gradient form

vUpt, xq :“ ´apt, xq∇Upt, xq, pt, xq P r0, T s ˆ Rn,

with U some differentiable numerical function. The reference measure in next Theorem
6.10 solves

R “ MPpa, vU ` v˚q

with v˚ a rangepaq-valued bounded vector field without any regularity.
In this section, it is not necessary to assume that a is invertible.

Hypotheses 6.1.
(i) U P C1,2pr0, T s ˆ Rnq,
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(ii) a “ σσt for some σ which is locally Lipschitz:

sup
x,yPB,x‰y,0ďtďT

|σpt, yq ´ σpt, xq|

|y ´ x|
ă 8, for any bounded subset B Ă Rn,

(iii) for some K ě 0, sup0ďtďT tx¨v
Upt, xq ` tr apt, xqu ď Kp1` |x|2q for all x P Rn.

(iv) The measurable vector field v˚ : r0, T s ˆ Rn Ñ Rn is bounded in the sense that

sup
r0,T sˆRn

|v˚|g ă 8. (6.2)

We denote g :“ a´1 the generalized inverse of a and |v|2g :“ v¨gv with |v|g “ 8 when v
is outside the range of a.

It is a standard result that under the hypotheses (i), (ii) and (iii), any martingale
problem associated with the characteristics vU and a admits a unique solution. The
uniqueness is a consequence of the Lipschitz hypothesis (4.7)-(ii). It implies in particular
(4.7). Let us denote by

RU
“ MPpa, vU ;mU

q,

the solution of this martingale problem with some initial marginal mU . It is also true that
adding the hypothesis (iv), for any initial marginal m˚ the following martingale problem
admits a unique (in the sense of (4.7)) solution

R “ MPpa, vU ` v˚;m˚q. (6.3)

Let us give some details about this last assertion, whenm˚ ! mU to keep minimal notation.
We denote

β :“ gv˚,

recall that v˚ is assumed to live in rangepaq. By Novikov’s criterion, Girsanov’s formula
is valid under the finite energy estimate

sup

ż

r0,T s

|βt|
2
a dt ď T sup |v˚|

2
g ă 8, (6.4)

implied by the hypothesis (6.2). This formula is:
dR

dRU
“
dm˚
dmU

pX0qZ
pβq
T , (6.5)

where we set

Z
pξq
t :“ exp

´

ż

r0,ts

ξs ¨dM
RU

s ´

ż

r0,ts

|ξs|
2
a{2 ds

¯

, 0 ď t ď T, (6.6)

with dMRU

t “ dXt ´ vUpXtq dt the increment of a local RU -martingale.
The notation Zpξq will be used again later in the proof of Theorem 6.10. For any adapted
process ξ, Zpξq an RU -supermartingale. When ξ “ β and under (6.4), it is a genuine
martingale.

Now, we establish some preliminaries for the proof of Theorem 6.10 at Lemma 6.7 and
Lemma 6.9.

Lemma 6.7. For any function H in C1,2pr0, T s ˆ Rnq, we set

H :“ eHAUe´H “ ´BtH ` a∇U ¨∇H ´∆aH{2` |∇H|2a{2.
The process

Zt “ exp

ˆ

HpX0q ´HpX tq ´

ż

r0,ts

HpXsq ds

˙

, 0 ď t ď T, (6.8)
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is a RU -supermartingale. In particular, if
ş

Rn e
´2H0 dmU ă 8, then

ERU exp

ˆ

´HpX0q ´HpXT q ´

ż

r0,T s

HpX tq dt

˙

ă 8.

Proof. Because it is a nonnegative local RU -martingale, the process

Zt :“ exp

ˆ

´

ż

r0,T s

∇HpX tq¨pdXt ´ vUpX tq dtq ´

ż

r0,T s

|∇H|2apX tq{2 dt

˙

, 0 ď t ď T,

is a RU -supermartingale. With Itô’s formula

´

ż

r0,T s

∇HpX tq¨dXt “ HpX0q ´HpXT q `

ż

r0,T s

tBt `∆a{2uHpX tq dt, R0-a.e.,

we see that Z is expressed by (6.8). This implies

ERU exp

ˆ

´HpX0q ´HpXT q ´

ż

r0,T s

HpX tq dt

˙

“ ERU re
´2HpX0qZT s

ď ERU re
´2HpX0qZ0s “ ERU e

´2HpX0q “

ż

Rn
e´2H0 dmU

ă 8,

where the inequality is due to the supermartingale property of Z. �

Lemma 6.9. For all measures r, q and any probability measure p on the same measurable
space, such that p ! q ! r, Ep log`pdp{dqq ă 8 and Eq maxp1, dq{drq ă 8, we have:

Hpp|rq ď 2Hpp|qq ` Eq pdq{drq P r´8,8q,

where we set Hpp|rq “ ´8 when Ep log´pdp{drq “ 8 and Ep log`pdp{drq ă 8.

Proof. We start considering positive parts of integrands to manipulate well-defined inte-
grals:

Ep log`pdp{drq “ Ep log`pdp{dqˆ dq{drq ď Ep log`pdp{dqq ` Ep log`pdq{drq.

With the convex inequality:

ab ď a log a` eb´1
ď a log a` eb ď a log` a` e

b, for all a ě 0, b P R,

we see that

Ep log`pdq{drq “ Eq

`

dp{dqˆ log`pdq{drq
˘

ď Ep log`pdp{dqq ` Eq maxp1, dq{drq ă 8

which is finite by hypothesis. It follows that the integrals Hpp|rq :“ Ep logpdp{drq,
Hpp|qq :“ Ep logpdp{dqq and Ep logpdq{drq are well-defined in r´8,8q and we are al-
lowed to write

Hpp|rq “ Ep logpdp{drq “ Ep logpdp{dqq ` Ep logpdq{drq “ Hpp|qq ` Ep logpdq{drq.

Using the convex inequality again, we obtain

Ep logpdq{drq “ Eq

`

dp{dqˆ logpdq{drq
˘

ď Hpp|qq ` Eqpdq{drq

and conclude plugging this estimate into the above identity. �

Besides U , let us introduce another function U˛ P C1,2pr0, T s ˆ Rnq and denote

U :“ ´eUAUe´U “ |∇U |2a{2´ BtU ´∆aU{2,

U˛ :“ ´eU
˛

AU
˛

e´U
˛

“ |∇U˛|2a{2´ BtU˛ ´∆aU
˛
{2.
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Theorem 6.10. Let a, U and v˚ entering the definition of R at (6.3) satisfy the Hypothe-
ses 6.1. Take a function U˛ in C1,2pr0, T s ˆ Rnq and a nonnegative measurable function
U˚ : Rn Ñ r0,8q verifying

paq

ż

Rn
e2U0´2U˛0 dmU

ă 8, pbq

ż

Rn
U˚e

2U0´2U˛0 dmU
ă 8,

pcq

ż

Rn
e´U˚ dmU

ă 8,

(6.11)

recall the notation mU :“ RU
0 . We assume that R0 :“ m˚ is absolutely continuous with

respect to mU and satisfies

sup
| logpdm˚{dm

Uq|

1` U˚
ă 8. (6.12)

Let f0, gT and V verify (5.2)-(c) and suppose that there exist c, κ ě 0 such that

f0 log` f0 ď κ exppU0 ´ U
˛
0 q,

gT log` gT ď κ exppUT ´ U
˛
T q,

V ` logp1` V`q ď U ´ U˛ ` c.
(6.13)

Then P defined by (5.1) can be normalized as a probability measure and the relative entropy
HpP |Rq is finite.

Proof. We shall prove in a moment that EP log`pdP {dR
Uq ă 8. Since its proof does not

require a priori that P is a finite measure, this estimate implies that dP {dRU is finite. It
follows with (6.19) that dP {dR is also finite, implying that (5.2)-(a,b) is satisfied.

We divide the rest of the proof into five steps. First, we consider the reference measure
R “ RU and show that under the assumption (6.13) where U˛ and U˚ satisfy (6.11),
we have HpP |RUq ă 8, requiring two steps: (i): EP log`pdP {dR

Uq ă 8, and (ii):
EP log´pdP {dR

Uq ă 8. Then, we introduce v˚ and consider a specific m˚, given at (6.18).
We first show that (iii): HpP |Rq ă 8 , then (iv): HpP |Rq ą ´8 with this m˚. Finally,
(v): we extend the result to the case where m˚ satisfies (6.12).

‚ Proof of EP log`pdP {dR
Uq ă 8. By definition (5.1) of P , with notation (5.8)

log`

´ dP

dRU

¯

“

´

ϕ0pX0q ` ψT pXT q `

ż

r0,T s

V pX tq dt
¯

`

ď A :“ rϕ0s`pX0q ` rψT s`pXT q `
“

ż

r0,T s

V pX tq dt
‰

`
. (6.14)

As

EP log`

´ dP

dRU

¯

ď EPA “ ERU exp

ˆ

logA` ϕ0pX0q ` ψT pXT q `

ż

r0,T s

V pX tq dt

˙

,

by Lemma 6.7 for the estimate (`) to hold it suffices that

logA`ϕ0pX0q`ψT pXT q`

ż

r0,T s

V pX tq dt ď ´H0pX0q´HT pXT q´

ż

r0,T s

HpX tq dt`c,

for some real c ě 0 and some function H in C1,2pr0, T s ˆ Rnq verifying
ż

Rn
e´2H0 dmU

ă 8. (6.15)
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Since

logA ď logp1` rϕ0s`pX0qq ` logp1` rψT s`pXT qq ` log
´

1`
“

ż

r0,T s

V pX tq dt
‰

`

¯

,

this is implied by

ϕ0pX0q ` logp1` rϕ0s`pX0qq ď ´H0pX0q ` c,

ψT pXT q ` logp1` rψT s`pXT qq ď ´HT pXT q ` c,
ż

r0,T s

V pX tq dt` log
´

1`
“

ż

r0,T s

V pX tq dt
‰

`

¯

ď ´

ż

r0,T s

HpX tq dt` c.

Because r
ş

r0,T s
V pX tq dts` ď

ş

r0,T s
V`pX tq dt, for the above inequalities to be fulfilled, it is

enough that there exists c ě 0 such that
ϕ0 ` logp1` rϕ0s`q ď ´H0 ` c,

ψT ` logp1` rψT s`q ď ´HT ` c,

V ` logp1` V`q ď ´H ` c.
(6.16)

Writing
H “ ´U ` U˛,

these inequalities are (6.13) because

´H “ Btp´U ` U
˛
q ´ a∇U ¨∇p´U ` U˛q `∆ap´U ` U

˛
q{2´ |∇p´U ` U˛q|2a{2

“ ´BtU ´∆aU{2` |∇U |2a{2` BtU˛ `∆aU
˛
{2´ |∇U˛|2{2 “ U ´ U˛.

Finally (6.15) becomes
ş

Rn e
´2U˛0`2U0 dmU ă 8, which is (6.11)-(a). These last considera-

tions prove that (6.11)-(a) and (6.13) imply EP log`pdP {dR
Uq ă 8.

‚ Proof of EP log´pdP {dR
Uq ă 8. By Proposition 4.2 it is enough to obtain

EPU˚pX0q ă 8 (6.17)

because it is assumed at (6.11)-(c) that ERU e´U˚pX0q ă 8. We have

EPU˚pX0q “ ERU

„

U˚pX0q exp
´

ϕ0pX0q ` ψT pXT q `

ż

r0,T s

V pX tq dt
¯



paq

ď ERU

„

U˚pX0q exp
´

´H0pX0q ´HT pXT q ´

ż

r0,T s

HpX tq dt` 3c
¯



pbq
“ e3cERU rU˚pX0q expp´2H0pX0qqZT s

pcq

ď e3cERU rU˚pX0q expp´2H0pX0qqs

pdq
“ e3c

ż

Rn
U˚e

´2H0 dmU
“ e3c

ż

Rn
U˚e

2U0´2U˛0 dmU .

We used (6.16) at (a), the definition (6.8) of the process Z at (b), the fact that Z “ Zp´∇Hq

is an RU -supermartingale (see the proof of Lemma 6.7) at (c), and RU
0 “ mU at (d).

Finally, our assumption (6.11)-(b) implies that EPU˚pX0q is finite, completing the proof
of EP log´pdP {dR

Uq ă 8 and ´8 ă HpP |RUq ă 8.
Now, we consider the "bounded perturbation" R of RU under the assumption (6.2).

We choose for a while

m˚ “ eU˚ mU . (6.18)
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This will be relaxed later.

‚ Proof of HpP |Rq ă 8 under (6.18). We already know that HpP |RUq ă 8. Hence,
Lemma 6.9 gives us

´8 ď HpP |Rq ď 2HpP |RU
q ` ERU pdR

U
{dRq ă 8,

provided that

ERU pdR
U
{dRq ă 8. (6.19)

Let us show that our assumptions (6.2) and (6.18) imply (6.19).
The identities dXt “ vpX tq dt ` dMR

t , R-a.e., dXt “ vUpXtq dt ` dMRU

t , RU -a.e., with
v “ vU ` v˚ “ vU ` aβ, imply that dMR “ dMRU ´ aβ dt. With Girsanov’s formula (6.5),
we have

ERU pdR
U
{dRq

“ ERU

„

dmU

dm˚
pX0q exp

´

´

ż

r0,T s

βt ¨dM
R
t ´

ż

r0,T s

|β|2a{2 dt
¯



“ ERU

„

dmU

dm˚
pX0q exp

´

´

ż

r0,T s

βt ¨dM
RU

t `

ż

r0,T s

|β|2a{2 dt
¯



“ ERU

„

dmU

dm˚
pX0qZ

p´βq
T exp

´

ż

r0,T s

|β|2a dt
¯



ď exppT sup |β|2aqERU

„

dmU

dm˚
pX0qZ

p´βq
T



ď exppT sup |β|2aqERU
´dmU

dm˚
pX0q

¯

“ exppT sup |v˚|
2
gq

ż

Rn

dmU

dm˚
dmU ,

where last inequality holds because Zp´βq is a RU -supermartingale, recall notation (6.6).
It is assumed that

ş

Rn e
´U˚ dmU ă 8 and we know that

ş

Rn U˚ dP0 ă 8, see (6.17). Hence
ş

Rn dm
U{dm˚ dm

U “
ş

Rn e
´U˚ dmU ă 8, proving (6.19) when (6.18) holds.

‚ Proof of HpP |Rq ą ´8 under (6.18). By Proposition 4.2, this will be done by showing
that

ERe
´2U˚pX0q ă 8,

because we already know that EPU˚pX0q ă 8, see (6.17). Let us control

ERe
´2U˚pX0q “ ERU

ˆ

dR

dRU
e´2U˚pX0q

˙

ď ERU

«

ˆ

dR

dRU

˙2

e´3U˚pX0q

ff1{2
`

ERU e
´U˚pX0q

˘1{2

by Cauchy-Schwarz inequality. As
ˆ

dR

dRU

˙2

“

ˆ

dm˚
dmU

pX0q Z
pβq

˙2

“

ˆ

dm˚
dmU

pX0q

˙2

Z
p2βq
T exp

ˆ
ż

r0,T s

|βt|
2
a dt

˙

ď exp
`

T sup |β|2a
˘

ˆ

dm˚
dmU

pX0q

˙2

Z
p2βq
T

where Zp2βq is a RU -supermartingale, we obtain

ERU

«

ˆ

dR

dRU

˙2

e´3U˚pX0q

ff

ď exp
`

T sup |β|2a
˘

ż

Rn

ˆ

dm˚
dmU

˙2

e´3U˚ dmU

“ exp
`

T sup |β|2a
˘

ż

Rn
e´U˚ dmU ,
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showing that

ERe
´2U˚pX0q ď exp

`

T sup |v˚|
2
g{2

˘

ż

Rn
e´U˚ dmU

ă 8

and completing the proof of
´8 ă HpP |Rq ă 8

when m˚ is given by (6.18).

‚ Relaxation of (6.18). Let us extend this property to any m˚ satisfying (6.12). As for
any positive function r on Rn we have

HpP |rpX0qRq “ HpP |Rq ´ EP log rpX0q,

one can extend our previous result from R to rpX0qR provided that EP | log rpX0q| ă 8.
Simply requiring that | log r| ď κp1 ` U˚q for some κ ě 0 so that EP | log rpX0q| ď

κp1`EPU˚pX0qq ă 8, permits us to extend our result from m˚ “ eU˚ mU to m˚ “ reU˚ mU

with supt| log r|{p1` U˚qu ă 8, which is the assumption (6.12). �

Remarks 6.20. (a) In the case where RU , hence mU , is a bounded measure, one can choose
U˚ “ 0 because it verifies

ş

Rn e
´U˚ dmU ă 8. Moreover, the assumption (6.11) simpli-

fies as
ş

Rn e
2U0´2U˛0 dmU ă 8 and (6.12) becomes sup | logpdm˚{dm

Uq| ă 8.
(b) One can always choose m˚ “ mU in (6.12).
(c) There is some freedom in the choice of mU because the initial measure R0 does not

appear explicitly in the Feynman-Kac equation (FK) and it is erased by the conditional
expectation in the representation of the solution (1.1). A possible choice is

mU
“ e´2U0 Leb.

In this case, the hypotheses (6.11) become
ż

Rn
e´2U˛0 dLeb ă 8,

ż

Rn
U˚e

´2U˛0 dLeb ă 8,

ż

Rn
e´2U0´U˚ dLeb ă 8,

and when
ş

Rn e
´2U0 dLeb ă 8, taking U˚ “ 0, a possible choice for U˛ is

U˛pt, xq “ U˛0 pxq “ γ log
a

1` |x|2, with γ ą n{2

to ensure
ş

Rn e
´2U˛0 dLeb ă 8. It gives

U˛pt, xq “
γp2` γq|x|2apt,xq ´ γ tr apt, xqp1` |x|2q

2p1` |x|2q2
.

(d) Because for any ε ą 0 and 0 ă q ď 1, there is some cpεq ě 0 such that

a` logp1` a`q ď a` εaq` ` cpεq, @a P R,
for the upper bounds (6.13) to hold, it suffices that there exist ε ą 0, 0 ă q ď 1 and
c ě 0 such that

ϕ0 ` εrϕ0s
q
` ď U0 ´ U

˛
0 ` c,

ψT ` εrψT s
q
` ď UT ´ U

˛
T ` c,

V ` εV q
` ď U ´ U˛ ` c.

Roughly speaking, the hypothesis (6.13) imposes that V should not grow faster than
the opposite of the confinement potential U associated to RU . It implies in particular
that V is locally upper bounded because U is continuous. Next result presents a set of
hypotheses where this is relaxed.
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Kato class. It is known since the article [22] by Khas’minskii that if for some τ ą 0,

sup
xPRn

sup
0ďsăs`τďT

EQ

ˆ
ż

rs,s`τ s

|W |pX tq dt | Xs “ x

˙

“: α ă 1,

then

exppΛpτqq :“ sup
xPRn

sup
0ďsăs`τďT

EQ

„

exp

ˆ
ż

rs,s`τ s

e|W |pXtq dt

˙

| Xs “ x



ď
1

1´ α
.

The Markov property of Q is essential to prove this result. On the other hand, the Markov
property also implies that τ ÞÑ Λpτq is subadditive. Consequently, the finiteness of Λpτq
for a small enough positive τ implies that there exists c ą 0 such that Λptq ď c ` ct for
all 0 ď t ď T, proving that

sup
xPRn

EQ

„

exp

ˆ
ż

r0,T s

e|W |pXtq dt

˙

| X0 “ x



ď ec`cT . (6.21)

Definition 6.22 (Kato class). A measurable function W : r0, T sˆRn Ñ p´8,8q belongs
to the Kato class JpQq of the Markov measure Q P MpΩq if

sup
xPRn

EQ

ˆ
ż

r0,T s

|W |pX tq dt | Xs “ x

˙

ă 8

and

lim
hÓ0

sup
xPRn

sup
0ďsăs`hďT

EQ

ˆ
ż

rs,s`hs

|W |pX tq dt | Xs “ x

˙

“ 0.

We say that W is in J˚pQq if the function W ˚ defined by W ˚pt, xq :“ W pT ´ t, xq,
pt, xq P r0, T s ˆ Rn, is in JpQ˚q where Q˚ is the time reversal of Q.

It follows from the above considerations that any W in JpQq verifies (6.21) and we see
immediately that JpQq contains all the bounded functions.
Let us introduce the Feynman-Kac operators

Supxq :“ EQ

„

exp

ˆ
ż

r0,T s

e|W |pXtq dt

˙

upXT q | X0 “ x



, x P Rn, (6.23)

and

S˚upyq :“ EQ

„

upX0q exp

ˆ
ż

r0,T s

e|W |pXtq dt

˙

| XT “ y



, y P Rn,

defined for any measurable function u : Rn Ñ R such that the above conditional ex-
pectations are meaningful. Note that Su is defined Q0-a.e. and S˚u is defined QT -a.e.
Of course, if Q is reversible and W does not depend explicitly on the time variable, i.e.
W pt, xq “ W pxq, then S˚ “ S.

Lemma 6.24. Let Q P MpΩq be a Markov measure and W : r0, T s ˆ Rn Ñ p´8,8q a
measurable function in the Kato class JpQqXJ˚pQq. Then, for any 1 ď p ď 8, the linear
operators S : LppQT q Ñ LppQ0q and S˚ : LppQ0q Ñ LppQT q are bounded.

Proof. By (6.21), S : L8pQT q Ñ L8pQ0q is a bounded operator with }S}8,8 ď ec`cT .
Similarly, as W P J˚pQq, we see by time-reversal that S˚ : L8pQ0q Ñ L8pQT q is a
bounded operator with }S˚}8,8 ď ec

˚`c˚T . For any g P L1pQT q,
ż

Rn
|Sg| dQ0 ď

ż

Rn
S|g| dQ0 “

ż

Rn
|g|S˚1 dQT ď }S

˚
}8,8 }g}L1pQT q,
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proving that S : L1pQT q Ñ L1pQ0q is a bounded operator with }S}1,1 ď }S˚}8,8. The
term Sg in the first integral is justified a posteriori by the finiteness of the second integral.
The equality follows from the properties of the conditional expectations of nonnegative
functions.
By the Riesz-Thorin interpolation theorem it is also true that for any 1 ď p ď 8,
S : LppQT q Ñ LppQ0q is a bounded operator, and a similar proof works with S˚. �

It is uneasy to obtain practical sufficient conditions for a function to belong to JpQq
except when some upper bound for the transition kernel is known. Of course, the Gaussian
case is well understood, corresponding to Q being the law of a Brownian or an Ornstein-
Uhlenbeck process. For a clear exposition of the properties of the Kato class and the
semigroup of Feynman-Kac operators of the Wiener measure, see [6, Ch. 3]. In particular,
when Q is the Wiener measure Wε of the reversible Brownian motion with diffusion
coefficient ε ą 0, that is

Wε
“ MPpεId, 0; Lebq,

with Markov generator ε∆{2 and the Lebesgue measure as its initial marginal, we know
that Wε “ pWεq˚ and W : Rn Ñ R is in JpWεq if and only if

lim
αÓ0

sup
xPRn

ż

|y´x|ďα

|gpy ´ xqW pyq| dy “ 0 (6.25)

where g is related to the Green potential and defined by

gpzq :“

"

|z|2´n, n ‰ 2;
logp1{|z|q, n “ 2.

A variant of Theorem 6.10. We are now ready to prove another criterion forHpP |RUq ă

8 with a possibly locally unbounded potential V.
Taking U “ 0 in the definition of RU , we obtain a law R0,a “ MPp∆a{2q “ MPpa, 0q of a

Markov Brownian martingale with diffusion matrix a, whose generator is A0 “ Bt`∆a{2.
In this section we prefer looking at the law

Ra
“ MPp∇¨pa∇ rq{2; Lebq

of the Markov process with initial measure Ra
0 “ Leb and generator ∇¨pa∇ rq{2 in diver-

gence form. When a does not depend on time explicitly, it is reversible with Lebesgue
measure as reversing measure; in particular J˚pRaq “ JpRaq. In the more general case
where a depends on t, Ra is not reversible anymore but its marginal flow remains con-
stantly equal to Leb.

Theorem 6.26. Let

R “ MP
´

pvU ` v˚q¨∇`∇¨pa∇ rq{2¯
with a, U and v˚ satisfying the Hypotheses 6.1. Let h0, hT and U˚ be nonnegative mea-
surable functions on Rn such that

p1` U˚qh0 P L
p
pLebq, hT P L

p1
pLebq, (6.27)

with 1 ď p ď 8, 1{p` 1{p1 “ 1, and
ż

Rn
e´U˚´2U0 dLeb ă 8. (6.28)
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We assume that R0 is absolutely continuous and satisfies

sup
| logpdR0{dLebq ` 2U0|

1` U˚
ă 8. (6.29)

Let f0, gT and V verify (5.2)-(c) and suppose that there exists a measurable function

W P JpRa
q X J˚pRa

q

such that

f0 ď eU0 h0, gT ď eUT hT , V ` logp1` V`q ď U `W. (6.30)

Then P defined by (5.1) can be normalized as a probability measure and the relative entropy
HpP |Rq is finite.

Proof. As in the proof of Theorem 6.10, the announced estimate EP log`pdP {dRq ă 8
implies that dP {dR is finite, hence (5.2)-(a,b) is satisfied.

‚ Proof of EP log`
dP
dRU

ă 8. In this proof we change a little bit the path measure

RU
“ MPpvU ¨∇`∇¨pa∇ rq{2;mU

q, mU
“ e´2U0 Leb. (6.31)

We replace ∆a by ∇¨pa∇ rq but keep the same notation RU .
Clearly (6.30) implies

f0 log` f0 ` f0 ď 3eU0 h0, gT log` gT ` gT ď 3eUT hT ,

V ` logp1` V`q ď U `W.
(6.32)

As in the proof of Theorem 6.10 we obtain
dRU

dRa
“
dmU

dLeb
pX0q exp

ˆ

UpX0q ´ UpXT q ´

ż

r0,T s

UpX tq dt

˙

and with (6.32) we see that

EP log`
dP

dRU
ď ERU exp

ˆ

log
dP

dRU
` log

ˆ

1` log`
dP

dRU

˙˙

ď ERU exp

ˆ

logA` ϕ0pX0q ` ψT pXT q `

ż

r0,T s

V pX tq dt

˙

ď 9ERU

#

ˆ

dRU

dRa

˙´1

h0pX0qhT pXT q exp

ˆ
ż

r0,T s

W pX tq dt

˙

+

“ 9ERa

"

h0pX0q exp

ˆ
ż

r0,T s

W pX tq dt

˙

hT pXT q

*

“ 9ERa th0pX0qrShT spX0qu ,

where the notation A is used at (6.14) and S is the Feynman-Kac operator associated
with Ra and W P JpRaq X J˚pRaq. We conclude with Lemma 6.24 under the assumption
(6.27) that EP log`

dP
dRU

ă 8.

‚ Proof of EP log´
dP
dRU

ă 8. By Proposition 4.2, under the assumption (6.27) it suffices
to prove that EPU˚pX0q ă 8. Proceeding as above

EPU˚pX0q “ ERU

„

U˚pX0q exp

ˆ

ϕ0pX0q ` ψT pXT q `

ż

r0,T s

V pX tq dt

˙

ď 9ERa tU˚h0pX0qrShT spX0qu
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and we conclude with Lemma 6.24 under the assumption (6.27) that EPU˚pX0q ă 8.

‚ Proof of the rest. Already done at Theorem 6.10. �

Remarks 6.33.
(a) Since any Kato class contains all the bounded functions, in (6.30) it is valid to choose

W “ c.

(b) Again, if
ş

Rn e
´2U0 dLeb ă 8, taking U˚ “ 0 in (6.27) and (6.28) is all right.

Corollary 6.34 (Classical cases).
(a) Brownian motion. When R “ MPpε∆{2; Lebq with ε ą 0, for the relative entropy

HpP |Rq to be finite, it suffices that for some 1 ď p ď 8,

p1` log` | r|qf0 P L
p
pLebq, gT P L

p1
pLebq,

sup
tPr0,T s

V´pt, rq P L1
locpLebq, sup

tPr0,T s

V`pt, rq verifies (6.25).

(b) Ornstein-Uhlenbeck process. When R “ MP
´

´ kx¨∇` ε∆{2;Nε{p2kq

¯

with ε, k ą 0,
for the relative entropy HpP |Rq to be finite, it suffices that for some 1 ă p ă 8 and
some W verifying (6.25)

f0 P L
p
pNε{ppkqq, gT P L

p1
pNε{pp1kqq, sup

tPr0,T s

V´pt, rq P L1
locpLebq

sup
tPr0,T s

V`pt, xq ď
k2

2ε
|x|2 ´ 2 log` |x| `W pxq, @x P Rn,

where Na stands for the normal distribution with zero mean and variance aId.

Proof. ‚ Proof of (a). Apply Theorem 6.26 with v˚ “ 0, U “ 0, U˚ “ pn` 1q log` | r|, and
remark that a Kato class is a vector space which is stable by the lattice operations. The
assumption about V´ implies (5.2)-(c).

‚ Proof of (b). Apply Theorem 6.26 with v˚ “ 0, Upxq “ k|x|2{p2εq, Upxq “ k2|x|2{p2εq´
nk{2 and U˚ “ 0. Remember that a Kato class is a lattice vector space which contains
the constants, and take advantage of: @a, b ě 0, a ď b´ logp1` bq ùñ a` logp1`aq ď b,
applied to a “ supt V`. The assumption about V´ implies (5.2)-(c). �

Remarks 6.35.
(a) In both cases R is chosen to be reversible.
(b) By time symmetry, (a) also holds if the hypothesis on f0, gT is replaced by

f0 P L
p
pLebq, p1` log` | r|qgT P Lp1pLebq.

Appendix A. Carré du champ

Lemma A.2 below is a simplified version of [2, Lemma 3.9], which was used during the
proof of Lemma 4.30. For the confort of the reader, we give its detailed proof which is
slightly simpler, but essentially the same as [2]’s one.

Let Q P MpΩq be a conditionable path measure. Its forward carré du champ is defined
by

ΓQpu, vq :“ LQpuvq ´ uLQv ´ vLQu, 0 ď t ď T,

for any functions u, v in domLQ such that their product uv also belongs to domLQ.
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The quadratic covariation rupXq, vpXqs is aQ-semimartingale. We denote by xupXq, vpXqyQ
its bounded variation part, i.e.

drupXq, vpXqst “ dxupXq, vpXqyQt ` dM
Q,ru,vs
t , Q-a.e.

where, here and below, MQ, r orM r stands for any local Q-martingale. As next lemma in-
dicates, we are interested in situations where the bounded variation process xupXq, vpXqyQ
is predictable (as a continuous process). Therefore, in the whole article xupXq, vpXqyQ is
the usual sharp bracket (sometimes called conditional quadratic variation) of stochastic
process theory.

Lemma A.1. For any u, v P domLQ such that uv P domLQ, the process xupXq, vpXqyQ
is absolutely continuous Q-a.e. and

dxupXq, vpXqyQt “ ΓQpu, vqpt,Xr0,tsq dt, Q-a.e.

Proof. As a definition of the forward generator dpuvqpX tq “ LQt puvqpt,Xr0,tsq dt ` dMuv
t .

Comparing this expression with (4.23), the Doob-Meyer decomposition theorem gives the
announced result. �

We say that a process Y can be localized as a bounded (resp. integrable) process if there
exists a sequence of stopping time pσkq tending almost surely to infinity and such that for
each k, the stopped process Y σk is bounded almost surely (resp. integrable).

Lemma A.2. For any conditionable path measure Q P MpΩq, almost every t P r0, T s,
and any locally bounded functions u, v P domLQ such that uv P domLQ, and MQ,ru,vs

as defined at Lemma A.1 can be localized as an integrable Q-martingale, there exist an
increasing sequence pτkq of Q-integration times of u and v, and a sequence phnq of positive
numbers such that limkÑ8 τk “ 8, Q-a.e., limnÑ8 hn “ 0 and for each k we have

ΓQpu, vqpt,Xr0,tsq

“ lim
kÑ8

lim
nÑ8

1

hn
EQ

”

tupX
τk
t`hnq ´ upX

τk
t qutvpX

τk
t`hnq ´ vpX

τk
t qu | Xr0,ts

ı

, Q-a.e.

Proof. Since u and v are assumed to be locally bounded, upXq and vpXq can be localized as
bounded processes. Furthermore, the processes

ş r
0
|LQupt,Xr0,tsq| dt and

ş r
0
|LQvpt,Xr0,tsq| dt

can also be localized as bounded processes. It follows that the local martingales Mu,M v,
(where Mu

t :“ upX tq ´
şt

0
LQups,Xr0,ssq ds) can also be localized as bounded processes.

Localizing as in the proof of Proposition 3.14, it is enough to show that

lim
hÑ0`

EQ

ż T´h

0

ˇ

ˇ

ˇ
EQ

“

h´1
tupXt`hq ´ upXtqutvpXt`hq´vpXtqu | Xr0,ts

‰

´ ΓQpu, vqpt,Xr0,tsq
ˇ

ˇ

ˇ
dt “ 0,

(A.3)

and we can assume that all the above mentioned processes are bounded.
For each 0 ď t ď T ´ h with 0 ă h ď T,

rupXt`hq´upXtqsrvpXt`hq ´ vpXtqs

“

”

ż t`h

t

dMu
s `

ż t`h

t

LQupXsq ds
ı”

ż t`h

t

dM v
s `

ż t`h

t

LQvpXsq ds
ı

“Aht `B
h
t ` C

h
t `D

h
t , Q-a.e.,



44

where

Aht “

ż t`h

t

dMu
s

ż t`h

t

dM v
s , Bh

t “

ż t`h

t

LQupXsq ds

ż t`h

t

dM v
s ,

Ch
t “

ż t`h

t

LQvpXsq ds

ż t`h

t

dMu
s , Dh

t “

ż t`h

t

LQupXsq ds

ż t`h

t

LQvpXsq ds.

Let us control Aht . Denoting Ut,s :“Mu
s ´M

u
t and Vt,s :“M v

s ´M
v
t ,

Aht “

ż t`h

t

dpUt,sVt,sq

“

ż t`h

t

Ut,sdM
v
s `

ż t`h

t

Vt,sdM
u
s `

ż t`h

t

dMQ,ru,vs
s `

ż t`h

t

dxMu,M v
y
Q
s ,

and with Lemma A.1

h´1EQrA
h
t | Xr0,tss “ h´1

ż t`h

t

EQrΓ
Q
pu, vqpXsq | Xr0,tss ds. (A.4)

Remark that the boundedness properties obtained above by localization, together with
the extra assumption thatMQ,ru,vs is integrable, justify the cancelation of the expectations
of the martingale terms.
Let us control Bh:

h´1EQ

ż T´h

0

|Bh
t | dt ď EQ

ż T´h

0

h´1
ˇ

ˇ

ˇ

ż t`h

t

LQupXsq ds
ˇ

ˇ

ˇ
|M v

t`h ´M
v
t | dt

“ EQ

ż T´h

0

ˇ

ˇ

ˇ
kh ˚ pLQuqpX tq

ˇ

ˇ

ˇ
|M v

t`h ´M
v
t | dt

“ ohÑ0`p1q,

where we took kh :“ h´11r´h,0s as our convolution kernel. The last identity is a conse-
quence of Lemma 2.11 under the assumption LQupXq P L1pQq (because

ş r
0
|LQupt,Xr0,tsq| dt

is bounded), the uniform boundedness and right-continuity ofM v and the dominated con-
vergence theorem.
Similarly, limhÑ0` h

´1EQ
şT´h

0
|Ch

t | dt “ 0.

The control of Dh is analogous:

h´1EQ

ż T´h

0

|Dh
t | dt ď EQ

ż T´h

0

ˇ

ˇ

ˇ
kh ˚ pLQuqpX tq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ż t`h

t

LQvpXsq ds
ˇ

ˇ

ˇ
dt

“ ohÑ0`p1q,

thanks to the uniform boundedness of
ş

r0,T s
|LQvpXsq| ds.

Putting everything together, we obtain

lim
hÑ0`

EQ

ż T´h

0

ˇ

ˇ

ˇ
EQ

“

h´1
tupXt`hq ´ upXtqutvpXt`hq ´ vpXtqu | Xr0,ts

‰

´ h´1

ż t`h

t

EQrΓ
Q
pu, vqpXsq | Xr0,tss ds

ˇ

ˇ

ˇ
dt “ 0.

On the other hand, with Corollary 2.16 we obtain

lim
hÑ0`

EQ

ż T´h

0

ˇ

ˇ

ˇ
h´1

ż t`h

t

EQrΓ
Q
pu, vqpXsq | Xr0,tss ds´ ΓQpu, vqpt,Xr0,tsq

ˇ

ˇ

ˇ
dt “ 0.

The limit (A.3) follows from these last two limits. �
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Appendix B. About Nelson velocities

This section refers to the diffusion measure Q of Section 4. Its content is not used
directly in this article. We propose it to the reader to stress the importance for our
purpose of considering the relative momentum field βQ|R rather than the absolute velocity
vQ.
Denoting by Id the identity mapping on Rn, we see that the vector field vQ appearing
in the martingale problems satisfy vQ “ LQrIds. Because of the identification LQ “ LQ

which was obtained at Section 2, one suspects that vQ should satisfy

vQt “ LQt rIds “ lim
hÑ0`

EQ

´Xt`h ´Xt

h
| Xr0,ts

¯

,

whenever this expression is meaningful. The r.h.s. of this identity is the forward Nelson
velocity of Q. But in general it is not well defined, due to a possible lack of integrability.
In order to give sense to limits of this type in a general setting, one must introduce
integration times and work as in Proposition 3.14. Next result presents a situation where
integration times can be avoided.

Proposition B.1. Under the hypothesis (4.9), suppose that a is bounded from above.
Then, the limit

vQ|Rpt, ωq “ lim
hÑ0`

EQ

´Xt`h ´Xt

h
´

1

h

ż

rt,t`hs

bpXsq ds | Xr0,ts “ ωr0,ts

¯

, pt, ωq P Ω,

takes place in L2pQq.

Proof. Under (4.9), we know that EQ|βQ|R|2a ă 8. Because of the assumed upper bound-
edness of a, this implies that EQ|vQ|R|2 ă 8, where vQ|R :“ aβQ|R. Rewrite the assertion:
Q P MPpa, b` vQ|Rq as:

Xt`h ´Xt ´

ż

rt,t`hs

bpXsq ds “

ż

rt,t`hs

vQ|RpXsq ds`M
Q
t`h ´M

Q
t ,

where MQ is a local Q-martingale. The assumption EQ|vQ|R|2 ă 8, expressed with the
Euclidean norm | r| rather than the Riemannian norm | r|g, permits us to apply the
convolution Lemma 2.11 to v “ aβ componentwise with p “ 2. The critical step where
this is used is Jensen’s inequality right below (2.12). With this at hand, proceeding as in
the proof of Proposition 2.18 leads us to the announced result. �

Remarks B.2.
(a) In the setting of this proposition, if the Nelson velocity LRrIds is ill defined because

ER
ş

r0,T s
|bt| dt “ 8, it might happen that LQrIds is also ill defined. Nevertheless,

we have:
ş

r0,T s
|bt| dt ă 8, R-a.e., and Q P MPpa, vQq where vQ “ b ` vQ|R satisfies

ş

r0,T s
|vQt | dt ă 8, Q-a.e.

(b) Requiring that the diffusion matrix field a is upper bounded is not a strong restriction
for the applications, because in general temperature is upper bounded.

(c) If a is only locally bounded, then there exists a sequence phnq of positive numbers
such that limnÑ8 hn “ 0 and the limit

vQ|Rpt, ωq “ lim
kÑ8

lim
nÑ8

EQ

´Xτk
t`hn

´Xτk
t

hn
´

1

hn

ż

rt,t`hns

1tsďτkubpXsq ds | Xr0,ts “ ωr0,ts

¯

holds Q-a.e., where for each integer k ě 1, τk :“ inftt P r0, T s : |Xt| ě ku. The proof
of this statement is similar to Proposition 3.14’s proof.
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