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TIME REVERSAL OF MARKOV PROCESSES WITH JUMPS UNDER
A FINITE ENTROPY CONDITION

GIOVANNI CONFORTI AND CHRISTIAN LEONARD

ABSTRACT. Motivated by entropic optimal transport, time reversal of Markov jump
processes in R™ is investigated. Relying on an abstract integration by parts formula
for the carré du champ of a Markov process recently obtained in [2], and using an en-
tropic improvement strategy discovered by Follmer [5, 6], we compute the semimartingale
characteristics of the time reversed process for a wide class of jump processes in R™ with
possibly unbounded variation sample paths and singular intensities of jump.
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1. INTRODUCTION

The time-reversed of a Markov process remains a Markov process. Consequently, the
problem of finding its Markov generator arises. The answer to this problem is given by
the so-called time reversal formula.

To our knowledge, results in terms of semimartingale characteristics of time-reversed
Markov processes with jumps in a continuous time setting are not available in the liter-
ature. Other types of results are known, for instance one identifies in [12] a large class
of semimartingales built upon Lévy processes which remain semimartingales once time-
reversed. Of course, the intuition for the expression (1.1) below of the jump intensities of
the time reversal of a process with jumps is strong. It appears at the very beginning of
the story in [15, Eq. (7)], and any theoretical physicist writes it without hesitating. Nev-
ertheless, a complete proof for rather general processes with jumps was not done. The
present article provides such results.

Besides being an interesting topic in its own right, last years have seen a renewed inter-
est in time reversal because of its applications to entropic optimal transport (Schrodinger
problem) and functional inequalities. We refer to the recent articles [3, 8, 14, 4, 1| where
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2 CONFORTI AND LEONARD

time reversal is invoked to study entropic optimal transport. Regarding functional in-
equalities, the logarithmic Sobolev and HWTI inequalities, and the Bakry-Emery criterion
are recovered by means of time reversal in [7, 17, 9, 14].

All these contributions take place in a diffusion setting. Their analogues in presence of
jumps remain to be explored. This article is intended to be a first step in this direction.

Main results of the article. Our main results are Theorems 2.8 and 5.7.

Let us briefly present the content of Theorem 2.8 skipping its detailed hypotheses, in the
simple case where the sample paths have bounded variation. Its proof is partly based
on the abstract time reversal formula of Theorem 5.7. Consider a Markov process with
generator defined for any function u in C!(R"), by

%

F(t,2)-Vu(o) + [ fuly) - o)) Toaldy), (t.2) € 0.7) xR
Ry

where b is a vector field and the jump kernel 7 satisfies Jen(ly — x| A1) 7t7x(dy) < 00

for any t,z to assure that the integral in the expression of the generator is well-defined.

This also implies that the sample paths have bounded variation.

Then, under some hypotheses, its time-reversed process admits the Markov generator
defined by

B (T = t,2)-Vu(z) + / [uly) - u(a) Troealdy), (t.z) €[0,T] x R",

with
%
t=—"by

and the backward jump kernel 7 is the unique solution of the flux equation
%
pe(dy) T 1 (d) = pu() 7 1), (L1)

where the known coefficients are the forward jump kernel 7 and the marginal p;: the law
of the forward process at time t.

Formula (1.1) remains valid when the sample paths only assumed to have bounded qua-
dratic variation. This happens when

/Rn(’y — > A1) 7t7$(dy) < oo, (t,z)€[0,T]xR"

In this wider setting, the expression of the generator requires some truncation technicali-
ties from which we stay apart during this introduction, see (2.2) below.

Typically, Theorem 2.8 is proved assuming that b is a regular vector field, but no
regularity is required for the jump kernel except some “entropic integrability” (see Corol-
lary 2.16) allowing locally unbounded intensities of jumps. It also states that if the time
reversal formula holds for some reference Markov measure R, then it also holds for any
Markov measure P such that its relative entropy

H(P|R) := Eplog(dP/dR) < oo
with respect to R is finite. This is precisely what is needed for entropic optimal transport
where no a priori regularity is known except this finite entropy estimate.
These results are consequences of
(1) the abstract time reversal formula of Theorem 5.7 which permits to obtain at

(2) Theorem 6.2 a first time reversal formula under the hypothesis that the jump
kernel is regular, and then to extend it to singular kernels using
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(3) the entropic improvement Lemma 7.11.

Literature. As already alluded to, the literature on this topic is poor. The time reversal
formula (1.1) is similar to the one obtained for random walks on graphs in [2] which is a
paper whose main concern is to extend already known time reversal formulas for diffusion
processes [5, 6, 19, 10, 18] to a wide class of diffusion processes with singular drifts, again
with entropic optimal transport in mind. For a little more about the literature on time
reversal of Markov processes, one may have a look at the introduction of [2].

As in [2], the idea of the entropic improvement at Section 7, leading us in the present
framework to hypotheses allowing singular intensities, is fully credited to Follmer [5, 6].

Outline of the article. Our results rely on an integration by parts (IbP) formula for
the carré du champ of a Markov process which was proved by Cattiaux, Gentil and the
authors in [2|. This IbP formula which is recalled at Section 4 serves us to prove at Section
5 the abstract time reversal formula of Theorem 5.7. At Section 6, we apply this abstract
result to prove the time reversal formula of Theorem 6.2 in the the case where the jump
kernel is regular. This result is extended at Section 7 where the proof of Theorem 2.8 is
completed by means of an entropic improvement.

The main time reversal formula of this article and the sets of hypotheses are stated at
next Section 2. Examples are displayed at Section 3 to illustrate the generality of our
assumptions.

Notation. The set of all probability measures on a measurable set A is denoted by P(A)
and the set of all nonnegative o-finite measures on A is M(A). The push-forward of a
measure q € M(A) by the measurable map f: A — B is fxq(e) :==q(f € +) € M(B).

Relative entropy. The relative entropy of p € P(A) with respect to the reference measure
re M(A) is

H(plr) = / log(dp/dr) dp € (—o0, ]

if p is absolutely continuous with respect to r (p < r) and [, log_(dp/dr)dp < oo, and
H(p|r) = +oo otherwise. If r € P(A) is a probability measure, then H(p|r) € [0, 0o]. See
[2, App. B] for details.

Path measures. The configuration space is a Polish space X equipped with its Borel o-
field. The path space is the set 2 := D([0,T], X) of all X-valued cadlag trajectories on
the time index set [0, 7], and the canonical process (X;)o<i<r is defined by X;(w) = wy
for any 0 < ¢t < T and any path w = (ws)o<s<r € 2. It is equipped with the canonical
o-field o(Xjo,r)) and the the canonical filtration (a(X[M);O <t<T ) where for any
subset 7 C [0,7T], X7 := (X, t € T) and o(X7) is the o-field generated by the collection
of maps (X, t € T).

We call any positive measure @Q € M(2) on Q a path measure. For any 7 C [0,7],
we denote Q7 = (X7)xQ. In particular, for any 0 < r < 5 < T, X g = (X¢)r<i<s,
Qs = (Xpg)#Q, and Q; = (X3)4Q € M(X) denotes the law of the position X; at time
t. If @ € P(Q) is a probability measure, then @Q; € P(X).

The time-space canonical process is

X, = (t,X;) € [0, T|x X,
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and for any function u : [0,T]xX — R, we denote u(X) : (t,w) = u(t,w;). We also
denote

Q(dtdw) := dtQ(dw), dtdw C [0,T] x Q,

q(dtdz) := dtQq(dx), dtdr C [0,T]x X.

2. MAIN RESULT. HYPOTHESES

Basic definitions. Before describing the hypotheses and stating our main result at The-
orem 2.8, we recall some basic definitions.

Conditionable path measure. A path measure ) such that @, is o-finite for all ¢ is called
a conditionable path measure. This notion is necessary to define properly the conditional
expectations Eg(e | X;), Eg(e| Xp4) and Eg(e| Xym), for any t. If @ has a finite mass,
then it is automatically conditionable.

Ezxtended forward generator. Let () be a conditionable measure. A measurable function
won [0,7]x X is said to be in the domain of the extended forward generator of () if there

exists a real-valued process ?Qu(t,X 0,4) which is adapted with respect to the forward
filtration such that f[o 7 |?Qu(t, Xjo,q)| dt < 0o, Q-a.e. and the process

M= u(X,) —u(Xo) — [ L£ls, Xog)ds, 0<t<T,
[0,]
is a local @-martingale. We say that ?Q is the extended forward generator of Q). Its
domain is denoted by dom L.

Reversing time. Let Q € M(Q)) be any path measure. Its time reversal is

Q" = (X7)xQ € M(Q?),
where

Xt* = limy, o+ X7_tip, 0<t<T,
X = Xo, t=T,

is the reversed canonical process. We assume that @) is such that Q(Xr- # X7) =0, i.e.
its sample paths are left-continuous at t = T". This implies that the time reversal mapping
X* is @Q-a.e.one-one on (2. We introduce the backward extended generator

- * ok g% *
Lult, X)) = L9 (", Xy ), (2.1)

where u*(t*, wy 1) == u(t, wy,r), with t* == (T' — )", w*(t) = w(t*), and 79 stands for
the standard (forward) generator of Q*.

Markov measure. A path measure @) € M(2) is said to be Markov if it is conditionable
and for any 0 <t < T, QX1 € » | Xpog) = QX € o | Xy). It is known that Q* is
also Markov and its extended generators at time ¢ only depend of the present position Xj.
Therefore it is possible to consider the sum and difference of the forward and backward
generators: they remain functions of the present position.

Jump process on R". Let us recall basic notions about jump processes on R".
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Generator. The generator of a general Markov jump process on R™ without diffusion is
Lau(e) =8 (t.0)-Vul@) + [ [ule +6) ~ ula) - Vula) (€ Kud), (22)
Ry

where K is a measurable field of nonnegative measures on the jump set R? := R™ \ {0}
such that

/ (7 A1) Koo(d€) < 0o, ¥(t,2) € [0,T] x R”, (2.3)
R?
b is a locally bounded measurable vector field,

1£]%:=0, when § = 0;

LfJ(S = 1{|§|S5} &, when § > 0,

and u belongs to the class C?(R") of twice continuously differentiable functions with a
compact support in R”.

The truncation |£]° with § > 0 appears for the integral in the definition of £,u to be
well defined under the assumption (2.3).

Variation of the sample paths. Under (2.3) the sample paths have almost surely bounded
quadratic variation. If (2.3) is reinforced by

/Rn(|5| A1) Koa(d€) < 00, V(t,2) € [0,T] x R”, (2.4)

then the sample paths have bounded variation. In this case, one chooses 6 = 0 in the
expression of £, leading to the meaningful formula

Liu(z) = b(t,z)-Vu(zr) + /Rn [u(x + &) — u(z)] Kt (d€), (2.5)
with the simplified notation
b= b"=0.

When (2.4) fails, the integral on the right hand side of (2.5) is undefined and we have to
take § > 0, for instance § = 1. Under (2.4), we see that b =0 — [5,[£]° K ,(d€) for any

§ > 0, showing that b° is an artefact which is only necessary when (2.4) fails.

Martingale problem. We say that the path measure @@ € M(Q2) solves the martingale
problem

Q € MPs(q0, b°, K)

when Qg = qo, and for almost every ¢ and any v € C%(R"), dom ?? contains C?(R") and

@y = Lyu, see (2.2). When K satisfies (2.4), we choose § = 0.
When the time interval is [¢,, T with 0 <t, < T, we write

-
Q[tO,T] € MPto,5(qt07 b 57 K)v

meaning that @, = q;, and B?u = Efu for almost every t € [t,, T] and lue C%(R™).
For simplicity, we write @ € MP;_s5( b, K) instead of Q € MP;, 5(Q;,, b°, K).
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Kernel in terms of jumps or positions. The jump kernel K, ,(df) which is expressed in
terms of the jump £ can equivalently be expressed in terms of the position y after the
jump, leading to

Laua) = ¥(t,2) V(o) + [ [uly) = uta) = Vulo)-Ly = al7) Juli)

where the kernel J is defined for any ¢ and = by

fr+ 9 Kenld) = [ S sl ¥ € G (o)
R \{z
Our main results: Theorem 2.8 and its Corollary 2.16, require some regularity and/or
integrability properties of the drift field, the jump kernel and also the time marginals of
the Markov measure.

Ry

Hypotheses. Their hypotheses are built with some properties which are picked up from
a list labeled from (2.18) to (2.36) that is postponed after the statements of these results,
for a better readability because this list is rather long.

Hypotheses 2.6.

(a) General hypotheses. The drift field T s locally bounded: (2.18), the jump kernel K
satisfies (2.19) and the path measure satisfies (2.20).
(b) One of the following hypotheses is fulfilled.
1- Large jumps 1. Assumption (2.22).
2- Large jumps 2. Assumption (2.23).
(c) One of the following sets of hypotheses is fulfilled.
1- Bounded variations. Assumptions: (2.24), (2.25).
2- Unbounded variations. If (2.26) holds, assume: (2.27), (2.28)-(2.29)-(2.30)-(2.31)-
(2.32)-(2.33) for the small jumps, and (2.35) for the marginal flow.
(d) One of the following hypotheses is fulfilled.
1- Close to reversibility. Assumption (2.34).
2- Marginal flow. Assumption (2.36).

3- For any u € C%(R"™), Lu is bounded.
There are twelve chains of hypotheses: {a} x {b1,02} x {c1, 2} x {d1,d2,d3}.

Time reversal formula. Take a reference Markov measure R € M({2) solving R €

MP(;(?R"S, 7R) and satisfying the Hypotheses 2.6. Then, consider another Markov prob-
ability measure P € P(£2) with a finite entropy with respect to R: H(Py, 11| R, ) < o0,
for some 0 < ¢, <T. Next results give time reversal formulas for the restriction Py, 7} of
P to the o-field o(Xp, 17)-

We require in addition that R is the unique solution to its own martingale problem in
the following sense

(R < Rand R € MPs(Ry, b "9, J®)] — R' = R. (2.7)

For instance, it is known that (2.7) is satisfied when R is the law of the unique strong
solution of an SDE, see [11].

Theorem 2.8. Assume that R € M(Q) solves
%
R e MPs(T R, T
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and satisfies the Hypotheses 2.6 and (2.7). Suppose also that for some 0 < t, < T,
P € P(Q) has a finite entropy with respect to R on the time interval [t,, T):

H(Py, 11| Rz, 1) < 00 (2.9)
Then,
%
Py, € MP; 5( b7, 7P)

for some jump kernel 713, with

TPy = D) + / y— )’ (70— TR)(dy)

. ’ A (2.10)

*

(t,x) € [t,, T] x R", p-a.e.

%
Moreover, for almost every t € [t,,T], any u € C2(R™) is in dom L} and

CPu(z) = b P(z) - Vau(z) + / [uly) = ul@) = Vu(@) - |y — 2] TP (dy),

(2.11)
(t,x) € [t,, T] x R", p-a.e.
where 7{3 is the unique solution of
TP Wi
pe(dy) J ¢, (dx) = pe(x) J . (dy), (2.12)
and the backward drift TP"s s given by
B4 b)) = [ ly—al (TE4TLd), (o) pae. (213)

where the right hand side of this identity is well defined and p-integrable.
In particular, if (2.9) holds for every t, > 0, the above results hold for almost every
0<t<T.

Proof. Tt is an immediate corollary of Theorem 5.7, Theorem 6.2 which is invoked at

Lemma 7.5, and Lemma 7.11. O
Remark 2.14. With (2.10), (2.13) gives
— —
B8+ D) = [ Lyl (T84 TE ().
Of course, when § = 0 we see that
GP ="

Let us introduce the function
aloga—a-+1, ifa>0,
h(a) :=<¢ 1, ifa =0, (2.15)
0, if a < 0.

%
Corollary 2.16. Assume that R € M(Q) solves R € MPs( b R’5,7R) and satisfies the
Hypotheses 2.6 and (2.7). For any 0 < t, < T and any nonnegative measurable function
Jilte, T] X R x R? — [0, 00) such that

sup /n (j(t, z,y) )7R (2.17)

to<t<T,z€R™
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define

Vi) = bRy + [ Ly -Gt ey) — 1) TR

Rn

7tx(dy j(t, z,y) 7R

-
where 6 = 0 if R satisfies (2.24) (in whicicase b =0b"%) and § =1 otherwise.
Then, the integral in the expression of b° is well defined and for any p;, € P(R™) such

that H(py,|r:,) < oo, the martingale problem MPy, s(ps,, b°, J) admits a unique solution
Py, . This means that

%
‘Pto:pto7 bt’ = bg, 7f:7t7 tE[tO,T]
Furthermore, H(Py, r1|Ry,m) < 00, and for almost every t € [t,, T| we have CZ(R™) C
%
dom J P, and the time reversal formula (2.11)-(2.12)-(2.13) is verified.

Hypotheses. List of properties. Let us state now the list of properties which enter
the set of Hypotheses 2.6.

General hypotheses.
e Growth of the drift field. The drift field

—
b? is locally bounded. (2.18)

o Integrability of the jump kernel. Next estimate
sup / (1€ A1) Ko (d€) < 00, ¥p >0, (2.19)
0<t<T,|z|<p JRZ

implies that the sample paths have a finite quadratic variation with finitely many
large jumps (with an amplitude larger than 1, say), almost surely.
o Local boundedness of the marginals. The Markov measure @ € M((Q2) verifies

q({(t,2) : [z < p}) <00, Vp=0. (2.20)
Of course this holds when @) is a probability measure.
Large jumps.
e Large jumps 1. We define the range of jumps at € R™ by

A (z) := inf {A > 0; sup Ko.({€ € R%:|¢] > A)) = 0} e [0, o). (2.21)

t€[0,T]
The hypothesis on K and @ € M(€Q) is

Ak is a locally bounded function and

2.22
/ L{je|<p le/>1} Ge(d) Ky o (dE)dt < 00, Vp = 0. (2.22)
[0,T]xR" xR?
e Large jumps 2. Here ( is assumed to be bounded:
Q € P(Q) and / 1{|§‘21} dtqt(dx)Kt@(dﬁ) < 0. (223)
[0,T]xR™xR7

Bounded variation sample paths.
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o Small jumps.

0 [ Ll Kialdg) < e, 0 (224)
0<t<T|z|<p JRP
This strengthening of (2.19) implies that the sample paths have a finite variation
almost surely.
e Continuity of the jump kernel.

(o) = | FOOAEDKiald) €y, VS e GR). (2:25)

Unbounded variation sample paths. The following hypotheses hold under (2.19) but when
(2.24) fails, that is when

sup / Lgei<y |€] Kt 2(d§) = 0o, for some p, > 0. (2.26)
Ry

0<t<T,|z[<po
Some sample paths (if not all) might have an unbounded variation. In this case we have
to specify the small jumps mechanism.
o Continuity of the jump kernel.
(tx) = [ FEOANEP) Kia(dS) €CLY, VfeG(RY). (2.27)
R?

o Small jumps. The forward jump kernel K of the process satisfies

Lei<oo(ahy Kea(d€) = 1(ei<s,eny Fra(§) (1) A (dE) (2.28)

for some
— positive function 4, : [0,00) — (0, 1],
— positive function &k : [0,7] x R" x {£ € R? : [¢] <1} — (0, 00),
— measure space (A, A) with A a positive measure,
— mapping ¢ : [0,7] x R" x A — R,
We assume that & is in COb1([0,T] x R™ x {€ € R? : €] < 1}) and satisfies

su [ g (e OIEF + VhG O

te[0,7),2€B, (2.29)
+ |Vek(z, OIEP°] [(fra)pAl(dE) <00, Yp>0.
We also assume that ¢ is measurable and for all (t,z,a) € [0,T] x R™ x A,
Gra(a) = Vipra(z), (2.30)
where 1 is a numerical function on [0,7] x R"™ x A which is C’g 2 and satisfies
. 2 o
te[o,T],lanet;\,xean Vra(r) > —1d, (2.31)
sup |Vipyo(x)] < 00, (2.32)
te[0,T],cc A, z€R™
2
sup NV ¥a(@)] < oo, Vp=>0. (2.33)

te[0,T],acAzeB, (V)i alx)|
Here and below, V stands for the gradient V, with respect to x.

Close to reversibility.
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o Defining m(dxdy) := qi(dz)J;.(dy), and its symmetrized 7 (dzdy) = m(dydx),
we assume that

i
sup{ Telrgt € 0.T)aslel S pyeR b <o pzoo (230)

Control of the marginal flow.

e Positive reqular density. There exist 0 < t, < T such that q,(dx) < dz for all
t € [ty,T] and

daq;

is positive and in C%'([t,, T] x R™).
e There exist 0 < t, < T such that

dq;
sup —(z) < o0, Vp >0, (2.36)
t€(to, T],x:|x|<p,E€supp K¢ & dq;

where ¢ := T;q with 7¢(z) := 2 + £, x € R, the translation by the jump ¢ € R™.

Remarks 2.37 (About the Hypotheses 2.6).

(i) About (2.32). This requirement is not a restriction because ¢ = V1) represents a
small jump.
(il) About (2.30) — (2.33). One of the simplest functions 1 satisfying (2.31), (2.32) and

(2.33) is

Uio(z) = -2
with « € A = {a € R}, |a| < 1}. Choosing A(da) = da gives [(¢r.)xA](dE) = dE
and (2.28) is K, (d€) = ki .(€) d€ in restriction to |£] < d0,(|x]).
(i) About (2.34) and (2.36).

- Under the Hypotheses 2.6-a-b-c, one of the assumption 2.6-d1 or 2.6-d2, i.e. (2.34)
or (2.36), implies 2.6-d3, i.e. <Zu is bounded, see Lemmas 7.5 and 7.8.

- About (2.34). If the path measure is reversible then @ = 7, in which case the
quantity in (2.34) is equal to 1 for all p. Hence this quantity measures some
proximity to reversibility of the jump mechanism.

- About (2.36). It is proved at Proposition 5.4 that the time reversal formula implies
that q¢ < q for any "admissible" jump &. The only restriction in this hypothesis
is the local boundedness of the derivative dq®/dq.

3. EXAMPLES
We look at families of examples where no assumption is required on the marginal flow.

Example 1. The easiest setting corresponds to P € P(€2) with bounded variation sample
paths. The assumptions are

— —
- the drift field b € Cg xl is such that there exists some ¢ > 0 such that b,(z) -2 <
c(1+ |z|?) for all (t,z) € [0,T] x R™
- the jump kernel K allows for bounded variation sample paths:
sup / (€] A1) K0 (d€) < 00, ¥p >0,
0<t<T\|z|<p JRZ

its range A is locally bounded, recall (2.21), and it is continuous in the sense of (2.25).
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Proposition 3.1. Under these assumptions, for any initial distribution py € P(R™), there
exists a unique solution P € MP(py, 7, ).

For almost every t € [0,T] we have C?*(R") C dom %f and the time reversal formula
(2.11)-(2.12)-(2.13) is verified.

Proof. The existence result is standard, and the time reversal statement is a direct corol-
lary of Theorem 6.2. O

Extending this result with the entropic improvement (Theorem 2.8) requires a control
of the marginal flow as in (2.36). As shown by next illustration, this control (if available)
must be done on [t,,T] for any t, > 0. But this is enough to recover the time reversal
formula on (0, 7.

Poisson process with parameter X > 0. This corresponds to the state space N, pg = dy,

b =0 and ?m = A\, for all t,z. As py(k) = e M(At)¥/k!, we see that the time reversal

formula p;(k) Jt k(k—1) =pi(k — 1)7 1(k) implies that

— =k/t, k>1.
SR

Remark that it does not depend on A. On the other hand, the density in (2.36):
e M)/ (k—1)! k.
e MOADE/K M

&
Jip(k—1) =

dT;E Pt
dpy
explodes as t tends to zero.

(k) =

Example 2. We prove the time reversal formula for some Markov measure without drift
whose jump kernel is absolutely continuous. More precisely,

T raldy) = e VOVE2 (1 p yg)o(ly — o) dy,
where it is assumed that
V:R" - Ris C* and infV > —o0,

and o : (0,00) — [0, 00) is a continuous function which is differentiable on (0, 7,) for some
ro > 0 satisfying

@ swp [ gesege (e de < oo, 20,

wlal<p JR

O [ A VO] dads < o0,
Pl (3.2)

(c) / a(r)r"tdr < oo,
(0,70)
(d) / o' (r)r"tdr < oo,
(0,75)
and the initial marginal py € P(R™) is absolutely continuous and satisfies
dpo
/R 1{dpo/dm>0}<10g (o ")+ V(e )) Po(dx) < o0. (3.3)

The measurable function j : [0, 7] x R™ x R™ — [0, 00) is such that

sup / h(j(t, 2, 5)) eV OV@I2 51y — 2]} dy < oo,

0<t<T,z€R"
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or more generally
/ h(i(t,z,y)) eV VN2 o (ly — al) dip,(da)dy < oo, (3.4)
where h is defined at (2.15).

Proposition 3.5. The martingale problem MPs(py, 0, 7) admits a unique solution P €
P(Q). It satisfies H(P|R) < oo, and more precisely H(P|R) < oo if and only if (3.3) and
(3.4) are satisfied.

For almost every t € [0,T] we have C*(R") C dom <Zf and the time reversal formula
(2.11)-(2.12)-(2.13) is verified.

Proof. 1t is a direct consequence of Corollary 2.16 with Lemma 3.9 below. There exists a
unique solution to the martingale problem because our assumptions imply that H(P|R) <
oo and a fortiori that P < R, where R is the unique solution of its martingale problem
by Lemma 3.9. See [11] for this powerful argument. O

A reversible jump process. Consider the equilibrium measure r € M(R") defined by
r(dz) == e V@ d,
and the jump kernel
Jf(dy) — o~ Vy)-V(x)]/2 s(x,y) dy

where s is a nonnegative measurable symmetric (s(z,y) = s(y,z)) function defined on
(R™)? minus its diagonal, such that

/{ }(1 Aly —z?) e VOV@I2 (5 4 dady < oo, (3.6)
Ay
and for any p > 0,

sup / Lio<jy—al<1}|y — z|* s(z,y) dy < oo,

z:|z|<p JR

s(x — & 1) B )
S mag = T Ol EER

For any v € C?(R") and any x € R",

(3.7)

?Ru(m) = /n[u(:r; + &) —u(z))e VEHOV@I2 g5 2 4 ) de

is well-defined with an abuse of notation but without introducing any truncation |£]°.
To see that this is true, control the small jump contribution by writing the integral with
respect to £ as its half sum with the same integral after the change of variables £ — —¢,
use the symmetry of s and conclude with (3.7).

Proposition 3.8. If the solution of the martingale problem R € MP(r,0, J%) exists, then
it is reversible, that is:
LR=T"

Proof. A direct computation using the symmetry of s shows that the formal adjoint
(roughly speaking: in L?*(Leb)) L£%* of LT annihilates e™" : Lhue
that r is a stationary measure.

On the other hand, the estimate (3.6) implies the hypothesis (5.8)-b of Theorem 5.7 which

V' = 0. This proves
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tells us that it remains to verify that the flux equation (5.3) is valid in this situation, i.e.
r(dy)J}(dz) = r(dx)Jf(dy). But this amounts to

e VOHV@L2 gy 2y dady = e VOV (3 0 dady,
and is true because s is symmetric. O
Let us go back to a function s of the form s(z,y) = o(|ly — z|).

Lemma 3.9. The r-reversible path measure R € MP(r,0, J®) erists and it satisfies (2.7)
and the Hypotheses 2.6-a-b2-c-d1.

Proof. The jump kernel writes as
K (d§) = k(z, &) ds,  k(x,6) = e” VOO (g]).

The existence of a solution to the martingale problem follows from the existence of a
unique strong solution due to the regularity and integrability of the the kernel, plus
Yamada’s theorem, see [11]. Furthermore in this case (2.7) holds trivially.

The first requirement of (3.7) becomes [p,, Lyjgj<13|¢[* o(|€]) d§ < oo, which amounts to

(3.2)-(c) and the second one is trivially satisfied. The control of large jumps is done by
(2.23) which is finite by (3.2)-(b).
In view of Remark 2.37-(iii), to control the small jumps it remains to verify (2.29):

sup [ Ly e, OIEF + [VhG@ OIS + [Veh(a. EF] ds <0, Vp20.

z€B,

Because V is C!, the contribution of the first two terms in the integrand is finite by
(3.2)-(c). Similarly, the contribution of the third term is finite by (3.2)-(d). Finally,
Hypothesis-d1 is trivially satisfied because R is reversible by Proposition 3.8. OJ

The proof of Proposition 3.5 is twofold: (1) obtain TR = ?R for a reversible reference
Markov measure R, (2) then extend the time reversal formula to P such that H(P|R) <
0o. The main advantage of this strategy is that we do not have to suppose any a priori
reqularity of the marginals of P, and this works for a vast family of Markov measures.

Example 3. A limitation of Example 2 is that the support of the jump kernel K is
symmetric, i.e. £ € supp K & —¢ € supp K®. Of course, the density j may vanish at
some places, allowing for asymmetric jumps for P. But the entropic price to pay for
such a killing is f[O,T]X(Rn)z Lag—ope VWV 20(ly — z])p,(dz)dydt, which might be
infinite if there are too many small jumps. In this subsection, we look at examples with
not necessarily diffuse kernels and possibly asymmetric small jumps. The jump kernel is

K a(d€) = k(t, 7, €) A(dE)

where the nonnegative measure A on R? verifies
| anigh e <o
Ry
and the measurable function k : [0, 7] x R™ x R — [0, 00) is such that

sup /R" h(k;(t,x,&)) A(d€) < oo,

0<t<T,z€R™

or more generally

/ h(k(t,z,€)) dtpi(dz)A(dE) < oo, (3.10)
[0,T]xR™ xR®
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where h is defined at (2.15).
The initial marginal p, € P(R") is absolutely continuous and satisfies

d
/ 1 {dpo/dz>0} 108 (%) Po(dz) < oo. (3.11)
R™ x

Proposition 3.12. The martingale problem MPs(py, 0, ?) admits a unique solution P €
P(Q). We have H(P|R) < oo, and more precisely H(P|R) < oo if and only if (3.10) and
(3.11) are satisfied.

Furthermore, C?(R") C dom ff for almost every t € [0,T], and the time reversal formula
(2.11)-(2.12)-(2.13) is verified.

Proof. 1t is a consequence of Theorem 2.8 with Lemma 3.13 below. This lemma states
that R € M(Q) is the law of a stationary process with independent increments, and the
unique solution to its martingale problem. uniqueness and (2.7). Note that although R
do not meet the hypothesis 2.6-b about the large jumps, the result of Theorem 2.8 is still
valid because a direct inspection shows that £fu is bounded. Consequently we do not
need Lemmas 7.5 and 7.8 which require this assumption and whose purpose is to obtain
this boundedness.

The path measure P is also the unique solution to its martingale problem because our
assumptions imply that H(P|R) < oo and a fortiori that P < R, where R is the unique
solution of its martingale problem. O

A stationary jump process. The forward generator of the reference measure R is defined
for any u € C?(R") and = € R™ by

Lu(a) = b-Vu(w) + [ fule+€) = ule) = V(o) €] Alde)
with b € R" a vector and a jump kernel
K{(d€) = A(dE), Y(t,x) € [0,T] x R",

which do not depend on (¢, x). This is the generator of a process with stationary indepen-
dent increments. The initial marginal of R is Lebesgue measure: Ry = Leb.

Lemma 3.13. The path measure R € M(R2) is the unique solution of MPs(Leb,b, A). It
is the law of a Leb-stationary process. Its time reversal R* € M(Q) is also the law of a
Leb-stationary process with independent stationary increments, and is the unique solution

of MPs(Leb, —b, A*) with
A" =ngA,
where n(&) = =&, £ € RL.
Proof. As in Proposition 3.8’s proof, we rely on Theorem 5.7.
Suppose for a while that A has a bounded support. Using this assumption, in particular
to show that for any u € C?(R"), Lhuel'n L?(Leb), a direct computation shows that
the adjoint of Lhis given by
L7 u(z) = ~b- V() + / [u(z + &) — u(w) — Vu(z) - [€]°] A" (dE).
RY
By a standard argument, this shows that R is Leb-stationary. We are now in position

to apply Theorem 5.7 under the assumption (5.8)-a, with q = Leb. Therefore, R* €
MPgs(Leb, —b, A*).
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To extend the result to the case where A has an unbounded support, consider for any k >
1 its restriction A* := 1p,_A to the ball of radius k in R?. We have just shown that R¥ €
MP;s(Leb, b, A¥) satisfies R** € MPs(Leb, —b, A¥*) with A®* := nyuA* = 15 A*. Clearly
limy,_,o A®* = A* for the weak topology defined by the continuous test functions ¢ on R”
such that supgcgs [@(€)|/(1 A |§]*) < oo. It follows that limy_,. R** € MPs(Leb, —b, A*)
for the narrow topology, see [13].
On the other hand, limy_,., R** = R*, because for the same reason lim;_,., R* = R, and
time reversal is continuous. We have proved that R* € MPs(—b,0, A*), as announced. [

Another expression of Lemma 3.13 is
<_

Erula) = ~b-Vu(o) + [ [ulo+) — ule) = Vula) - [¢]°]A°(de).

Adding a drift term. This is a remark about a remaining difficulty which is not over-
come in this paper. Adding a drift term, that is considering MPs(po, b, }_()) instead of

MPs(po, 0, K) in Proposition 3.12, would require to adapt standard proofs of existence of
flows of diffeomorphisms so that one can incorporate random jumps, and also to build syn-
chronous couplings to try to obtain some control of the regularity of the time marginals.
In any case, this does not seem to be an easy improvement to achieve.

4. INTEGRATION BY PARTS FORMULA

Our time reversal results rely on an integration by parts (IbP) formula for the carré
du champ which was proved by Cattiaux, Gentil and the authors in [|2]. Before stating
this IbP formula at Theorem 4.4, let us recall the definitions of Markov measures and
extended generators.

Carré du champ. Let ) be a path measure on ). Its forward carré du champ is the
forward-adapted process defined by

F?(u,v) = ??(uv) - u?,?v — v??m (u,v) € dom ??, 0<t<T,

where dom ?? = {(u, v); u,v,uv € dom ??} :
We introduce a class U of functions on X such that
U C dom £2 1 Cy(X)

for all 0 < t < T and any path measure @) of interest, where C,(X) is the space of all
bounded continuous functions on X'. We assume that U is an algebra, i.e. u,v € U implies
uv € U. In particular,

u,v €U = (u,v) € dom ?tQ (4.1)

We shall mainly consider functions in ¢/ and make an intensive use of their carré du
champ. In each setting, this algebra will be chosen rich enough to determine a Markov
dynamics, i.e. to solve in a unique way some relevant martingale problem. We shall see
that U = C?(R") is a good choice.

Remark 4.2. The requirement that U is an algebra (it is necessary that wv belongs to

dom £9 to consider ?Q(uv)), is strong. Let us say that a semimartingale whose bounded
variation term is absolutely continuous is “nice”. The product of two semimartingales is a
semimartingale, but the product of two nice semimartingales might not be nice anymore.
In general, a martingale representation theorem is needed to verify the stability of the
product of nice semimartingales.



16 CONFORTI AND LEONARD

Next result is the cornerstone of the proofs of time reversal formulas. We introduce the
class of functions

U = {u e U; 2Qu e LY( ?Q } (4.3)

Theorem 4.4 (IbP of the carré¢ du champ, [2]). Let Q € M(Q2) be any Markov measure.
Take two functions u,v in US.

(a) If
wedom L9 and L9ue L'(q), (4.5)

then for almost every t
/ {(??u + %)+ T4, 0) bda, = 0. (4.6)

(b) Suppose that
(t,x) — ??(u,v)(w) is continuous, (4.7)

the class of functions UP determines the weak convergence of Borel measures on X,
and the linear form

weU? o T (u, w;) () dtqq(de) (4.8)
[0,T]xR™
onU® = {we C([0, T]xX); w(t,s) €U?, YO <t < T} defines a finite measure on
0,T]x X.
Then, (4.5) and (4.6) are satisfied.

Remarks 4.9.

(a) Statement (4.8) is an IbP formula for the carré du champ when T is regular, while
(4.6) extends it to a non-regular setting under the weaker condition (4.5).
(b) The backward carré du champ is defined by

??(u, v) = <Z?(uv) - u%?v — v%?u,

for any 0 < ¢ < T and (u,v) € dom ?tQ As we shall see, in general for a jump path
measure (), contrary to continuous diffusion processes, we have: ?Q £ ' 9. However,

we see with the IbP formula (4.6) that: [, ? (u,v)day = [ ? (u,v)dqy, for u,v
in U9, as soon as u verifies (4.5).

5. ABSTRACT CHARACTERIZATION

In this section, the IbP formula of Theorem 4.4 is used to obtain at Theorem 5.7 an
abstract characterization in a general setting for the validity of a time reversal formula
for a Markov jump process on X = R". In next Sections 6 and 7, we work out explicit
assumptions which verify this criterion, and therefore warrant the time reversal formula.

Jump process on R”. Let us recall basic notions about jump processes on R".
Test functions. By Itd’s formula, under our boundedness hypotheses, for any Markov

measure Q € M(Q) with generator (2.2), we have: C?(R") C dom £L® and £L? = L in
restriction to C*(R™). This is a good reason for choosing U = C?(R"™).
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Carré du champ. The carré du champ is
[y(u, v)(x) = /Rn [u(z + &) — u(@)][v(z + &) — v(2)] Kea(d€), u,v € CHRT).

Remark that & = C?(R") is an algebra, as required by the hypotheses of the IbP formula.

Statement of the time reversal formula. The time reversal formula is easier to grasp
when written with J rather than K. The path measure Q € M(€2) is such that for any
function u in U,

7u(z) = T2() - Vulz) + / fu(y) — u(@) — Vula) - ly — 22| TO(dy).  (5.1)

n

In the simple case where (2.4) holds, the forward generator 79 (2.5), that is

Z%(x) = Bu(x) - V() + / fu(y) — u(z)] T, (dy). (5.2)

Fluz equation. In analogy with (2.12), we introduce the flux equation FE(q, 7) ;

a(dy) 7, (dx) = a(x) T w(dy). (5.3)
where the unknown is the kernel J = {J,,y € R"} and the known coefficients are the
positive measure q and the forward kernel 7 We shall see at Theorem 5.7 that under
some additional hypotheses, () admits a time reversal formula if and only if the equation

FE(q,, ? ) admits a solution for almost every t. By next Proposition 5.4, if it exists,
this solution is unique. The jump kernel part of the time reversal formula states precisely

that the backward kernel .J £ is the solution of FE(q;, 7?)
Next proposition gives an if-and-only-if condition for the existence of a solution to

FE(q, J) and asserts its (already announced) uniqueness.
For any measurable nonnegative function o : (R")? — [0,00) and any q € M(R"), define

the measure [07]q on R™ by
o Tele) = [ o TL)alie),

where [O’7]$(dy) = 0(x,y)7m(dy).
Proposition 5.4. The equation (5.3): FE(q, 7) admits a solution if and only if
0 7]q < q, (5.5)

for some measurable positive function o : (R")? — (0,00) such that [07]q(R") < 00.

If this holds for one function o, then it holds for all measurable positive function o satis-
fying [0 T ]o(R") < oo.

Moreover, the solution J of FE(q, 7) is unique and

R d[ig]‘* )

» (5.6)
= /R %(y) oly—&y) Ky eldS), Yy qae

where q¢ = Tsiq with 78(z) == x + &, * € R", the translation by the jump & € R™. The
identity (5.6) is valid even if o vanishes at some places.
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It is part of the result that, when (5.5) is satisfied, the Radon-Nikodym derivative
[dq® /dq](y) is well-defined for almost every (y, &) with respect to the measure qa?(dy, dg) ==

q(dy)o(y — &, y)?y—s(dﬁ)-

Next theorem is the main result of this section.

Theorem 5.7 (Time reversal formula). Under the Hypothesis 2.6-a, suppose that (2.3)
1s replaced by the stronger requirement

@ 2 wd | Lien (1A IE2) auldn) B2, (dg)dt < o0, ¥p > 0,

0,T]xR™xR7
(0,77 *

or (5.8)
(b) / (1A JEP) qu(da) K&, (de)dt < oo,
[0,T]xR™xR7?
Assume also that Q € M(Q) is such that
C2(R") = U =U".

(a) Then, any u € C2(R™) C dom 9 s such that L %u is q-integrable.
(b) Moreover, the three following statements are equivalent:

(1) uedom €9 TPuelLl(q), VueCARY; (5.9)
(2) FE(qq, 7?), see (5.3), admits a solution for almost every t € [0,T];  (5.10)

(3) [a?]tqt L q, for almost every t, (5.11)
where o > 0 verifies / o(z,y) qt(dx)7?z(dy)dt < 0.
(0.7 (Rr)? ’

The estimate (5.8) implies that the function o in (5.11) can be chosen of the form
o(z,y) =a(x)(1L Ay —z|*), for some positive function & : R™ — (0, 00).
(c) In this case, L? is given by

LPu@) = D) Valo) + [ fuly) = o) = Vula) -y — o) Thldy), (.12

<_
where for almost every t, JtQ is the unique solution of FE(q,, 7?), that s

F
Qi(dy) J ¢y(dz) = qt(x)7t,x(dy>a (5.13)
and the backward drift ?‘5 15 given by
—s —
B+ 9t = [ ly—af (T&+ T ). aac (5.14)
Rn

where the right hand side of this identity is well defined and g-integrable.
Remarks 5.15.
(a) Roughly speaking, (5.11) implies that
supp( 7Q ) C supp(q¢), V(t,x) g-a.e.

and also that if q; is a diffuse measure on some subset A C supp(q,), the jump
mechanism is not allowed to “create” singular structures such as “Dirac or Cantor
masses” in A. It is likely that this must hold for a large class of non-pathological
Markov processes.
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(b) When the sample paths have boinded V(_ariations, i.e. under hypothesis (2.4), one
chooses |y — z]° =0, and writes b and b without delta, so that (5.14) is simply

T+ =0

In the general case, this still holds in average :
s
JRCER IS

for almost all ¢, because

/}(gf+f5$d%=i/nw-ﬂ5%@mﬂ7}Adw-%7}Adw]
= /n ly —z)° [qt(d$)7t,x(dy) + Qt(dy)7t7y(dm)]
— [ (y=al + Lo~ y)*) adn) T ali) =,

where we used (5.13) and |y — x]° + |2 — y]° = 0.

Identity (5.13) expresses the equality of the forward and backward instantaneous fluxes
at each time ¢t and between any pair of locations (dz, dy). This property which is intuitively
expected when playing the movie backward, is widely used without proof in theoretical
physics. Nevertheless, it appears that finding a large set of regularity assumptions on the
path measure for this identity to be verified is not as easy as it seems. The aim of next
Sections 6 and 7 is to identify some assumptions which are more explicit.

Proof of Proposition 5.4. Let us denote
v(dzdy) == o(x, y)q(dx)jx(dy),
p(dedy) = o(z,y)a(dy) T, (dz).

By assumption, v is a finite measure. Hence, its marginals are finite measures (without

the boundedness of v implied by the introduction of the function o, the marginals of
q(dw)?x(dy) might take infinite values). In particular its y-marginal is

n(dy) == v(R" x dy) = [0/ Jo(dy).

Multiplying both sides of equation (5.3) by the non-vanishing function o, gives the equiv-
alent equation
v = .

Suppose that (5.3) admits a solution J. Then p = v is a finite measure and its y-
marginal m(dy) := u(R™ x dy) is well defined. By definition of u, m < q and taking the
y-marginal of v = y, we obtain n = m and see that (5.5) is satisfied.

Conversely, suppose that (5.5) holds, that is: n < q. Then

v(dedy) = n(dy)(de | y) = j—j@mdwu(dx 4),
showing that
7,(dr) = a<x,y>—1fl—j<y>u<daz B

solves (5.3) uniquely. This implies the first equality in (5.6) because v(dx | y) is a
probability kernel.
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Let us prove the convolution expression of (5.6). For all bounded measurable function f
on R”,

[ 1) Tl = [ ot i atan Ko

= [ ) ald) o)) R ).

We see that [0/ ]q(dy) = [ 0y — & 9) K ,-e(d€) a(dy). With (5.5): [0 ]q < q, this
implies that q¢ < q for almost every & with respect to the ¢-marginal qa?(}(R” x d€) of
qa?(dy, d¢) = q(dy)o(y — &, y)[?y,g(dé), and the second equality in (5.6) follows. [

Proof of Theorem 5.7. It is mainly the consequence of two preliminary results: Lemmas
5.16 and 5.21 below.

e Statement (a) is an immediate consequence of the local boundedness of B0 and
estimate (5.8).

e Statement (b): [(5.10) <= (5.11)] is already established at Proposition 5.4,
[(5.10) = (5.9)] is proved at Lemma 5.16 whose proof uses stochastic calcu-
lus, and [(5.9) = (5.10)] is proved at Lemma 5.21 which relies essentially on the
IbP formula of Theorem 4.4.

e Statement (c) is part of Lemma 5.16.

It remains to state and prove Lemmas 5.16 and 5.21.

Lemma 5.16. Suppose that ?5 is locally bounded, (5.8) holds and the flux equation
FE(q, 7?) written at (5.3) admits a solution for almost every t.

Denote this solution by 7? and define %‘5 by (5.14).

Then, the right hand side of (5.14) is well defined, and any v € C*(R™) is in dom%Q
with f?u given at (5.12), and both ?Qu and %Qu are q-integrable.

Proof. For any 0 < r < s <t <1 and any bounded measurable function f on R", we put

1—r

A= B [f(){uXin) —uXa = [ B V(X ar ]
— g [fux) — ) + [ 2V asf 500 (5.17)
and

B = Eq, [f(Xl_t){ /H [u(z) — u(X,) — Vu(X,) - |z — X, '] 71_T7XT(dx)dT}]

= 5o [{ [ luto) = () = Du(x) - Lo = XY T d)is | 1060

<_
J
6 %
= [u(z) = uly) = Vuly) - [z = y]°]f(2) Jsy(dx)as(dydz)ds
[rt]x (R")3
It will be seen during the proof that A and B are well defined integrals. We have to prove
A= B.
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Because f(X;) depends on the future of the remaining terms of the integrands in Eg, we
are in a bad shape to attack this problem with martingale technics. In fact, we shall rely
on Itd’s formula

u(X) = u(X) = Y [u(X,) - u(Xe-) = Vu(X,-) - [ X, — X,- ]
el t (5.18)
%
+/ b2(X,) - Vu(X,) ds, Q-a.e.,
which is an almost sure identity. If the sample paths have bounded variations, the series
ZSE[T,t] -+ is defined in the usual sense. In the general case, it is a stochastic integral
whose compensator with respect to () is

t
[ 1) = u(Xe) = VulXeo) - Ly = X 7 T ().
With (5.13) one obtains
— — v
S sy(dr)qs(dydz) = J sy (dr)as(dy)aidz | Xs = y) = qs(dz) J 5o (dy)a:(dz | Xs =),
which transforms 757y(da:)qst(dydz)ds whose meaning is obscure, into the meaningful (at
least when J (R") < 00) expression
Q.(d2) 7 oa(dy)auldz | X, = y)ds
~ Q(Xsf € dx, there is a jump x — dy during (s, s + ds|, X; € dz).
This leads us to

B = /[ﬂ (Rn)S[U(x) —u(y) — Vu(y) - [z —y)°)f(2) qs(dflf)?s,x(dy)qt(dz | X, = y)ds

(5.19)

and proves that B is a well defined integral under our integrability assumption (5.8).
Let us force the appearance of Vu(z) in place of Vu(y). With (5.13) again, we see that

/[t] (Rn)2{vu<y) = Vu(@)}- [y — =)’ qS(dx)7s,x(dy)ds

_ /[ o V) ) ad)ds (65:20)
where we set |
o) = [ o= ol [Ty + Tolda).

Note in passing that ¢ is well defined and integrable with respect to g, because the integral
on the left hand side is finite. It follows that

B=— /[ ) (Rn)g[u(y) () — V() - |y — 2 °1f(2) qo(da) T o0 (dy)andz | X, = y)ds
_ /[ . Vau(y) - es(y) f(2) as(dy)ai(dz | X, = y)ds

- E, [{ 3 [ulX,) —u(X,-) — Va(X,-) - [X, — XS—J‘S}f(Xt)}

sE[r,t]

~ Eq[ ) [ Vu(x) (X ds)
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where the main idea for last identity is (5.19), but it is valid even when the jump frequency
is infinite. With It6’s formula (5.18), we arrive at

B =t [{ux) —ux) + [ e = T Vaxyas) 1]

Going back to the expressmn (5.17) of A, we see that the desired identity A = B is
realized once b + b = = ¢, which is (5.14). O

Recall that Theorem 4.4 states that any function u in Y% such that v € dom EQ
Loue L*(g), verifies the IbP formula (4.6) for almost every t:

%
[(?tQu + L) + ??(u, v)]dq, =0, YvcU©.
Rn
Lemma 5.21. Assume that QQ € M(Q) is Markov and U® is measure determining.
Then, for any u € U? Ndom L such that EQu € L'(q), the backward generator writes
as
o —
L J

Pule) = 52(w)-Vula) + [ [u(y) — ule) = Vu(o)-ly - 2]

where J solves equation (5.13) and XR7 defined by (5.14).

t,x (dy)a

Proof. Let us start the calculations in the simplest case where there is no drift and the
sample paths have bounded variations:

Eulw) = [ [uly) ~ ula)) T.(dy).

where we dropped the time subscript ¢ for simplicity. By Theorem 4.4 the IbP formula
holds:

/ <Zuvalq = —/ ?uvdq — ?(u, v)dq (5.22)
—— [ ) ~ u@lel@)a(dn) Totdy) - [ fuly) - u(@)o(w) - v alde) To(dy)
— [ 1) = u(@)o(y) a(d2) T ()

for all u,v € U®. Hence,

Cu(r)q(dr) = / fuly) — u(z)] qldy) 7 ,(dx) (5.23)

R’I’L

= ([ 1)~ utetasto)) e
dz

y) = q(dy)7 (dx) = r(dx)k(dy|z) with k(dy|z) a probability kernel.
(z), g(x) := [pn[u(y) — u(z)] K(dy|x), this identity writes as

f(x)a(dx) = g*(x)r(dz).

Because 1,u4r < ¢g%r = f'q < q, we can write f*q = ¢g"(1guxor) = g*
that

where we set x(d

xd
Setting f“(x) := T

d(1 g :
%q, showing

d(1 e
fu — ( 2#00 gu’ q_a.e'
q
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Beware, we look for a formula f* = ag" where the function @ does not depend on w.
However, for a countable subclass U of U®, the set S = U,eg19" # 0} is measurable,
1sr < g, and
d(1gr)

dq -
This proves that for any u € U, <Zu(yg)q(clyc) = Jon Janlu(y) — u(@)] a(z)k(dy|z)q(dz),
which gives

f“=ag", qae, Yuc ZZ where o =

Lu(x) = /n[u(y) —u(x)] 7x(dy), Vz gq-ae., Yuel,

- “
with J ,(dy) = a(z)r(dy|r). The martingale problem associated to ( £ ,U%) is completely
specified by its restriction to a large enough countable subclass U of U?, because the o-

field on 2 is countably generated. It follows that the above expression of L u extends to
any u in U%. With (5.23) we arrive at

/ v Cudq = / [u(y) — u(@)]o(z) a(dy) T, (dz)
(Rm)2 (Rn)2

7

B /< L) = (@) a(d) Tl

This leads us to the flux identity (5.13) because the collection of all functions (x,y) —
[u(y) — u(z)]v(z) when u and v describe U is measure-determining on (R")? outside the
diagonal.

We now look at the case where

Lu(a) = (@) ula) + [ [uly) = u() To(ay)

n

%
where b is locally bounded and the sample paths have b_o>unded variations. The only
difference with previous computations is the addition of b (z)-Vu(z). Going back to
Y- - ,
(5.22), we see that we }ﬁve to_r)eplace Lu by Lu+ b-Vu, leading us to the same flux
identity (5.13), and to b = —b..

In the general case where ? is given at (5.1), one completes the proof proceeding as in
previous calculations and reasoning as in the proof of Lemma 5.16 at (5.20). O

6. REGULAR JUMP KERNEL

Time reversal without IbP. Next result is a time reversal formula which does not rely
on the IbP formula.

Proposition 6.1. Suppose that Q € M(Q) satisfies (5.8), U? = C?(R"™), and ?f, ?tQ
are in C} for all t > 0.

Suppose also that q; is absolutely continuous for allt > 0 and the flow of densities (t, x)
q(x) :=dq;/dx is in C’tlgc1

F
Then, the flux equation FE(qy, 7?) written at (5.3) admits a solution J for allt > 0,
and the time reversal formula (5.12)-(5.13)-(5.14) is valid.

Proof. By Proposition 5.4 and Lemma 5.16 which do not rely on the IbP formula, it is
sufficient to show that (5.11) holds for all ¢ > 0 : we have to prove

Q@A) =0 = [0 )10, (A4) =0,



24 CONFORTI AND LEONARD

for all t > 0. The evolution of g; is governed by the weak equation

Gwa) = [ ) Val (o) do

[ )~ ute) = Va(o) - Ly = oV laa) da 7. (dy)

_>
for any u € C*(R™). Since ¢;, b? and ? are assumed to be differentiable in space, inte-
grating by parts we obtain

lwa) == [ u@) V(@ T da
4 [ ) B x ) — (i x B + 908 (o) )

where v;(dzdy) = q,(dz 7m (dy). Tt is understood that under the assumption fRn(l A
€) R (d€) < 00, 8% i= f,, |€)° K (d€) and

v(R" x dx) — v(de x R") = v(|dz]® x dx) — v(dz x [dz]°)

with [dz]® := {R" \ dz} (remark that the diagonal is not charged, as desired). Under
the general hypothesis [,(1 A [£]?) ?(df) < 00, this expression must be compensated
by the contribution —V - zqtﬁ‘s) of the small jumps appearing in the ill-defined integral

= ng |£]° K (d€). In this case, none of each separate terms of [v,(R" x dx) — v;(dz x

R") + V- (¢:3°)(x) dx] is meaningful, contrary to the whole expression.

This equation extends to any integrable measurable test function v with a bounded
support. In particular, with « = 14 the indicator of a bounded measurable subset A
satisfying q;(A) = 0, we obtain

d
afh(A) = m(A),
with n.(A4) = 1 (R™ x A) > 0. To see this, remark that for q;-almost every x in A, we
have ¢;(z) = 0 and V¢, (z) = 0 since ¢ is assumed to be differentiable and ¢;(z) = 0 is a
minimal value. Hence, the divergence integrals vanish: [, V- (qv)(x)dz = [, Vvdq, +
J4Vq; - v(z)dr = 0. On the other hand, 14(A x R") = 0 because v;(s x R") < q;. Hence
the only remaining term in the right hand side is v,(R" x A) =: n,(A).

Supposing ad absurdum that n.(A) > 0 implies that q5(A) < 0 for some 0 < s < t, a

contradiction. Therefore, n;(A) = 0, which in turns implies that [07]t’qt(A) = 0 for any
positive o. 0

The hypotheses of Proposition 6.1 are rather restrictive. In particular, any Poisson
process starting from a Dirac mass is ruled out by the requirement that the time marginals
are absolutely continuous with respect to Lebesgue measure.

In contrast Theorem 6.2 below offers us more handy sets of assumptions for the time
reversal formula. Unlike previous Proposition 6.1, its proof does not rely on Lemma 5.16
and the resolution of equation (5.13), but on the IbP formula. Moreover, the existence of
a solution to (5.13) is obtained as a corollary.
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A time reversal formula based on Theorem 4.4-(b). Let us prove a time reversal
formula based on the IbP formula of Theorem 4.4-(b) when the forward jump kernel is
regular enough for the carré du champ I'? to verify (4.7) and (4.8).

Theorem 6.2. Suppose that Q) € M(Q) satisfies the H&notheses 2.6-a-b-c.
Then, any u in C%(R™) s in the domains of ZQ and L9, the equation (5.13) admits a
solution J 9 and L9 is given by (5.12) with b° defined by (5.14).

Remarks 6.3.

(a) Hypothesis 2.6-d is not required here. It will be necessary for the proof of Theorem
2.8.

(b) The assumptions of Theorem 6.2 are less restrictive than those of Proposition 6.1. This
is obvious when the sample paths have finite variation. Otherwise, when the sample
paths have infinite variation, the assumed t-differentiability of ¢ in Proposition 6.1 is
replaced by some z-differentiability of the jump kernel which is easier to verify.

(c) Instead of the full statement (2.35) of Hypothesis (c2) which requires that ¢ is C’g !
the proofs of Theorem 6.2 and its preliminary Lemma 6.17 only rely on: ¢; is C! for
all ¢.

Proof of Theorem 6.2. This result is a direct corollary of Thm. 4.4 and Lemma 5.21. All
we have to do is to make sure that the hypotheses of Thm. 4.4-(b) are verified.
[t is easy to see that under the general assumptions of the proposition: (2.19), (2.20) and

[(2.22) or (2.23)], we have (5.8) and U? = U, that is: Lo e L'(g) and ?Q(u) € L'(q) for
any u € U := C?(R"), recall (4.3). Note that C?(R") determines the weak convergence of

Borel measures on R”, as desired. It is also clear that (4.7) holds, i.e. (t,z) — ??(u, v)(x)
is continuous, under the regularity assumptions (2.25) or (2.27).
It remains to verify (4.8), that is: For any u € C%(R"™), the linear form

w e CH([0,T] x R")
++Aww=4¥qWRgmw+5wwmwmmx+@—m@ﬂ%w@?&wow (6.4)

is a finite signed measure on [0,7] x R™. Denoting the measure
u(dtdde) = [u(x + &) — ula)|ay(de) K 2, (de)dt
and the mapping
T(t7 xz, 5) = (ta T+ 57 _€>
on [0,7] x R™ x R?, we see that
l(w) = / w(t, ) [rpp — pl(dtdzdS) = / w(t, z) [rpp — pl(dtde x RY),
[0,T]xR" xR?

[0,T]xRn

where these identities are formal. Indeed, when ?Q(Rf) = 00, the term [Ty p — p](dtdx x
R?”) might not even be defined as a measure. To complete the proof of the proposition,
we have to show that under our assumptions,

[Typ — p](dtdz x RY)

is a finite measure on [0, 7] x R™.
Each assumption (2.22) or (2.23) implies that p([0,7] x R™ x Bf) < oo and also that
T40([0,T] x R™ x Bf) = pu([0,T] x R™ x Bf) < oo (remark that —B{ = BY).
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Bounded variation case. Under the assumptions (i) corresponding to the bounded varia-
tion case, we see that u([0,7] x R® x By) < oo because u(z + &) —u(z) is close to Vu(x)-£
for small jumps ¢ and that Vu is bounded. Again, we have 7.u([0,7] x R" x By) =
u([0, 7] x R* x By) < 0.

Unbounded variation case. Under the assumptions (c2) it is proved at Lemma 6.17 below
that ¢ is a bounded measure. O

The proof of the remaining Lemma 6.17 relies upon the preliminary Lemma 6.6 below.
By hypothesis, the jump

gbt,a(x) = T;f,a(x> — T = Vet,a(l‘) — T = v¢t,a($)a
writes as a displacement from x to T} ,(z) with T} , = V6, for some function
Or.0(7) = |212/2 + Yy.0(2), r € R,

which is strictly convex and differentiable, by assumption (2.31). This the well-known
framework of quadratic optimal transport where x — T}, is a Brenier mapping, see [20].
Let us fix t,« for a while and drop the indices t,a. Under the above assumption the
Brenier mapping 7' is invertible and

y="T(z)=Vb(z) <= v=T"(y) = VO'(y)
where 0* is the convex conjugate of 6. Therefore
y—z=¢(x)=Vi(),  ¢(z)=0()—|z[*/2,
r—y=0(y) = Vi), by =0 - yI*/2

We interpret ¢(z) as the forward jump from z to y, and ¢(y) as the backward jump from
y to z. The regime we investigate is ¢(x) close to zero. We assume that the function
is C2, and satisfies

Vi(z) #0, VxreR", and V%* >cId for some ¢’ € R.
Let us give a name to the bounds on the derivatives of :

sup [V(a)| = €', sup [V*| = CL,

reR™ BerC/

where B, := {z € R";|z| < r} denotes the ball centered at zero with radius r > 0.

(6.5)

Lemma 6.6. Assume that ¢’ > —1 and C' < oo.
Then, for any x € R™,

O(@) = =l + 2), (6.7)
Vo(x) = Vo(x + 2). (6.8)
where z, is the unique solution of
2e = —(x + 2,). (6.9)
Moreover, for any p > 0 and all x € B,,
0<14e < PO gy . (6.10)
()]

Suppose that in addition, for all p > 0, there exists c, < 0o such that
(Vo(z)| < e,lo(z)], Vo € Byior. (6.11)
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Then, for any p > 0 and all x € B,,

6(2) + d(a)| < LEEC )

(1 + C//)2

The hypotheses ¢’ > —1, ¢ < oo and (6.11) correspond to the hypotheses (2.31),
(2.32) and (2.33).

Proof. With (6.5)
b(x) = 0"(x) — |2*/2 = sup {y-2 — 0(y)} - |z /2
= sup {y-w—vly) = lyP/2 = |2l*/2} = —inf {|z = yI*/2 + ¥(y)}
= —irzlf{|z|2/2+¢(x-|—z)}
= —¢(z) — inf {|2*/2 + [ (z + 2) — ¥(2)]} .

Since V) > ’Id > —Id, the function z — |2]*/2 + [(z + z) — ¥ (z)] is strictly convex
and it achieves its unique minimum at z,, solution of (6.9): z, = —Vi¢(x + z,). This
implies that

|o() . (6.12)

|2.] < C, Vr e R" (6.13)
with €’ < oo by hypothesis, and
V(@) +(e) = —inf - = V(e + 2)2/2 — [¥(@ + 2) — ().
Differentiating once more
o(x) + o)
= Vi(z) + Vi (z)

= (1 + 2)TV2(a + 2) Vi (x + ) — [(Id 42TV (a + 2,) — V()
= —V2(x + 2,)VY(x + 2,) — V(2 + Z,) 22
— 2 V(a + 2) — 2] V(2 + 2,) V(2 + 2,)
= —V2(2 + 2)V(z + 2,) + V(2 + 2) Vi (2 + z,)
— 2PNz + 2,) — 2 V(3 + 2,) V(o + 2,)
=Vo(r + z;) oz + z)
— Vo(x + 2)p(x + 2) — 2 (1d+ V(o + 2,))o(x + 2)

for some z, € [0, 2,] because v is assumed to be C%. The derivative z, of x > 2, exists
by local inversion, because ¢’ > —1 implies that Id + V2 = Id + V¢ is invertible, and

2= —(Id+ Vo(z + 2.)) ' Vo(z + 2,). (6.14)
This gives
— 2 (Id+Vo(z + 2,))
— |Vo{1d+ Yo} {1d + Vol 6| (@ + 2) = Vo(a + 2) ol + 2).
Hence

~

o(x) + ¢(x) = Vo(r + Z,) d(z + 22). (6.15)
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On the other hand,
d(r+ 2p) — d(x) = Vo(r + 2;) 2, = —Vo(x + 2;) d(x + 2)
with the same z, € [0, z,] as above. Comparing with (6.15) proves (6.7), which in turns
implies (6.8) because
Vo(z) = —Vé(x + z,) (Id + 2})

(6.14)

1Y Té(x + 2) (Id — (Id+ Vo(z + Zm)))‘l Vo(r + 2) = Vol + z,).
To prove (6.10), we see with (6.7) and (6.15) that

~

d(x) + ¢(x) = —Vé(z + %)0(z) <= —¢(z) = 1d+ Vo(z + 2,))(x).  (6.16)
It follows that for all x € B,,

[¢(2)| , p

A Id c”.
S S0 S el I+ Vo)l <146

It remains to prove (6.12). Again, the starting point is (6.16). On the other hand, using
our assumption (6.11)

1+ < / inf ||(Id_|_v¢(x/))*1”_1 <

(6.11) (6.11)
IVo(r+2)| < clop(r+z)| = clo(x) +Volr+2) 2 < clo@)|+clo(r+2)]|Z]
2 v (6.7),(6.9) 211 ] (6-10) 2 v m—1
< cplp()| + A0 |z =TT eplo(x)| + EC ()] < (e, +CT A+ )T o)
and finally

. (6.16

) A (6.10)
6(z) + 6(2)] < |[Vo(a+Z)lo@)] < [Vl + 2)I(1+ ") o)l
< (Cp—l-CiC/(l —i—CH)_l)(l +CI/)_1’¢(1’)‘2,
which is (6.12). O

Lemma 6.17. Under the Hypotheses 2.6-a-b-c2 in the unbounded variations case where
(2.26) holds, for any v € C*(R™) the linear form ( defined at (6.4) is a finite signed
measure on [0,T] x R™.

Proof. The large jump contribution of (6.4) integrates by parts directly. We focus on the
small jump contribution. Fix t for a while and drop it as an index. We want to integrate
by parts the integral

/R"an Xs(&)[w(x + &) — w(z)|[u(x + &) — u(z)] q(dr) K, (df)

[ oo +9) - wl@))Ale. ) Kuld)ds
R” xR?
where we denote for a better readability
Ko (d€) = [$a] 4 A (€)
Az, &) = a(z, §k(z,§)q(x), a(xz,§) = Xs(§) [u(z + &) — u(x)]
with Xs is a smooth version of the indicator of Bg, that is: Xs; is C! and it satisfies:

i <
0<Xs<1,X5(& = { (1): g Ei N 27/2’ and sup |[VXs| < 4/5. We take

0<0=0,(pu) <1, (recall (2.28)) with  p, = max |z]+ 1 < oo,

rESUpPp U
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to take fully account of the small jump contribution in (6.4).
Since

/ w(@) Az, €) K, (d€)de = / w(z)A(z, da(2)) Alda)d
R” xR7? R x A
and

Jog 0+ DA Bl = [ e+ onla) Al 0le) M

- /Rn " w(y)A(y + an(y), _an(y)) | det(Id + VQASO[) ‘ (y) A(da)d%

we obtain the integration by parts formula

Alw) := / [w(z +€) — w(@)| A, §) Ky (d€)du
o : ) (6.18)
— /Rn Aw(.r){A(x + ¢a(), —Pa(z)) (1 + (a(2) — Az, dalz)) } A(da)dx

where we set
| det(Id + V)| =t 1 + (. (6.19)

We need the first order expansion

A+ Ga(), =a(2)) (1 + Ca(@)) = A(w, @a(2)) = Balz) + Bi(x) + Bi()

where

Bao(x) = A(z + $a(), —Pa(2)) Calx)
(IL’) va(xasa,nga(I»'gga(x)
(:C) = _VEA('I’ (1 + ta,m)¢a(x) + toz,a:gzga(‘r)) . (gba(x) + an(x))

for some 0 < s, 4t0. < 1, which is valid because A is C’;; We have also

A(z,€) = alz, Ok(z, &)q(x),
Vo A(2,€) = aq(x, )Vak(x, ) + kq(x, §) Vaalz, ) + ak(z, §)Va(z),
VeA(z,§) = aq(x,§)Vek(x, ) + kq(z, §) Vea(z, §),

with
la(z,§)] < sup [Vu[1p,, (z) 1gg<s ],
Vaa(z, )] = Xs(§)|Vulz +€) — Vu(z)| < sup|VZu| 1p,, (2) Lygzsy €],
|Vea(z, &) = [Xs(§)Vu(r + &) + [u(z + &) — u(z)] VX5(8)
< Ssup [Vul 1, (2) /<o)

All what follows relies on Lemma 6.6 and we use its notation.
By our hypotheses (2.31) and (2.32), the constants ¢’ (a), Cj(a), ¢)(a), C) () attached to
U(a) for all a € A, are uniform:

= sup (t,a)< oo, )= sup (V2U(t, 2, )| < oo,
te[0,T],acA t€[0,T],2€Bpt1,0€A
c, = inf V.U (t,x,a)| >0, C) = sup V.U (t, x,a)| < oco.

t€[0,T],z€Bpt1,0EA te[0,T),z€By11,0€A
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(i) Control of B,. Let us start estimating ¢ defined at (6.19). We see with (6.8) that
Voa(z) = Vo(z + 2,). With C)/ < oo, this gives us
((w) = | det(Id + Va)|(x) — 1
< A?ﬂa(ﬂf + z:p) =+ Ran(vzwa(x + Z:v)) Z [31231/1a(:c + Zx)]Q, Vx € Bpua

?:7.]‘

where Rn_2(82-2j¢a; 1 <i4,j < n)is a polynome of order n — 2. Consequently, with
(6.10) and (6.11) we see that there exists some constant ¢ and a small §, > 0 such
that

|0a(7)] <0 = ((z) < clga(z)], VI € B,
Finally, we see that there exists C' < oo such that
By(z) < C1g, () Lga@)<s, () k(2 0a(2))q(z) [¢a(z)]?, Yz eR", ac A
Note that C' and ¢, do not depend on o because all the bounds ¢”, ¢}, ... are uniform
in a.

(ii) Control of BX. We obtain a similar estimate: There exists C' < oo such that for all
reR", ac A

Bi(z) < C1p,, (%) L{jpu@)<bn(leh} [ VEa(2, $a(@))]a(2) + (2, ¢a(w))a()
+ k(@ 6a(2))[Va(@)|] [¢a(z)]*.

We simply have to remark as above that |¢o| < 2|¢u| on B,,, whenever 8, > 0 is
small enough.

(iii) Control of B. We obtain a similar estimate: There exists C' < oo such that for all
reR" ac A

Bi(z) < C1p,, (%) jsu(@)i<s. (e} [| Vek (@, da(@))|q(@)|@a(@)* + k(z, ¢a())a(z) | da(2)[*].

This time the main estimate to invoke is (6.12).

Finally the absolute value of the integrand in the right hand side of (6.18) is upper
bounded by

Cp,, (%) Ljpa@)<so(la)) X
([, 6a(@) + [ Vhol, da())[}a(@) + k2, 60(2)) [ Va(@)]] [6a(2)]
+ [Vek(e, 6a(@))la(x) 6 ()]

for some constant C' and the identity (6.18) gives for any w; > 0,

M) £C [ wlts )1, (o) Lgeica o (6 + VR, E)a(o) 6P
+ k(@ )| Va(a) 16 + | Vek(z. Ola(x) €[] Koa(d€)do

<CD w(t,z)1p,, (z)dr
R
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with
Dim s [ oo [0+ VKD ata) € + 1z, ) Vata) €]
t€[0,T),2€By,, n
+|Vek(z, §)lq(x) €] Kia(d).
We see that
l(w) = / M(wy)dt < CD w(t,z)1p,, (z)dtdx
(0,77 [0,T]xR"

is a bounded measure because it is assumed at (2.29) and (2.35) that D < oo, and C' does
not depend on ¢ because all the bounds ¢”, ¢/, ... are uniform in ¢. O

7. ENTROPIC IMPROVEMENT

In this section, we extend the time reversal formula of Theorem 6.2 departing from the
assumed regularity of x +— 7t7$(dy).

Entropic improvement. The strategy of this improvement is a variation on a theme
by Follmer [5, 6]. We present it in an abstract setting. It splits into two steps.
We start from some reference path measure R € M(2) whose forward and backward

%
generators ?R and L% are known, for instance by means of Theorem 6.2. This strategy
is aimed at deriving a time reversal formula for any path probability measure P € P(Q2)
with finite entropy

H(P|R) < o0

with respect to R.

Step 1. Entropy, Girsanov and time reversal. Girsanov’s theory tells us that under this
finite entropy conditon,
P[RR gPR

and offers us an expression of ap 7. This term is not regular in general: it is a measurable

perturbation of L7 which satisfies some integrability condition (for the entropy to be
finite). This really extends the class of path measure P for which a time reversal formula
can be derived.

On the other hand, since the time reversal mapping is one-one, the time reversal P* and
R* of P and R satisfy

H(P*|R*) = H(P|R) < o,

SO thaL Girsanov’s theory applies as before, providing us with ?P C = ?R* + 5P IR
Since LF = LT, we arrive at

<— * | %
with Qf IR . ?f_LR . Note that this shows that P admits a backward generator, a
property which is not granted in general, see [21, 12].
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e
Step 2. IbP formula. At this stage, we only know the existence of G and its general

shape. We still have to relate it precisely to ap IE The finiteness of H(P*|R*) might
imply (it will, under some additional hypotheses) that

%
/ | L Pu|dp < .
[0,T]xR™

This is precisely the specific assumption of part (a) of Theorem 4.4 which gives us the
IbP formula, i.e. an explicit expression of the backward generator in terms of the forward
generator and the carré du champ.

Girsanov theory. Let R € M(2) be such that
LRy = R+ / u(y) — u(z) — Vu(z 1V TR (dy), uweCARY).

In addition, it is assumed to be the unique solution to its martingale problem in the sense
of (2.7).

For any P € P(Q) satisfying H(P|R) < oo, we have: C%*(R") C dom ?P, and there
exists a measurable function j : [0,7] x R" x R™ — [0, c0) such that for any u € C*(R"),
and all 0 <t < T x € R",

Eru(e) = Efuto) + [ fuly) - u(@)i(t.:9) - 1) T (r.)

*

and

H(P|R) = H(Py|Ro) + /[ e NPT < o (7.2)

where p7R (dtdzdy) := dtp(dz) 73 , and h is defined at (2.15). For detailed proofs,
see [16]. The function

O(a) :=h(la] + 1) = (Ja] + 1)log(|a| + 1) — |al, (7.3)

is a Young function satisfying 0(a) = a*/2 + 04-0(a*) and limj,_,o 0(a)/(]a|log |a]) = 1.
Therefore, the Orlicz space LY is equal to L? N Llog L. Since §(a) < h(a+ 1), the estimate
(7.2) implies that

j—1le L9(57R).

This justifies that the integral in (7.1) is well-defined for any u € C?(R"). Otherwise
stated, (7.1) means that

D) =B + [ ly—2)® Gty — 1) TR
R (7.4)

7P (dy) —yt:cy?R

We see m_;aartlcular that when the sample paths have bounded variations, taking 6 = 0,
we have b7 = b R Only the jump kernel is modified.
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Preliminary estimates. From now on, we assume that R € M({)) satisfies the Hy-
potheses 2.6.

So far, we used only Hypotheses 2.6-a-b-c. The supplementary Hypotheses 2.6-d are
designed for next lemmas to hold true.

Lemma 7.5 (Control of %R). Let R satisfy the Hypotheses 2.6.
Then,

sup / (1AEP) ?R (d€) < 00, Vp>0. (7.6)
|z|<p JRY

te(to,T],x:
Proof. By Theorem 6.2, R satisfies the flux identity (5.13).
Under Hypothesis (d1). Since

7R 7, 2.34
Th () = S @ty = ey Thlay) < ) Ty, el <.

dry

where ¢(p) := sup {d’” (z,y);t €0, T),z:|z| < p,y € R”} , we obtain (7.6) directly be-

cause
sup / AED KR (dE) < elp)  sup / A€ KT (d .

tel0,T],x:|z|<p tel0,T],x:|z|<p

Under Hypothesis (d2). By (5.6) with o(x,y) = 1 A |y — x|*, we have to verify

dr$
sup / drt (1A)EP) ?fy ¢(d§) < oo, Vp=>0. (7.7)
telto, Tly:ly|<p JRy ATt
: : dr; R
Our assumption (2.36) is ¢(p) = sup —(y) < oo. It implies

telto Ty lyl<p.|e1<A(p) ANt

dré
sup / t (1A \£| ?fy {

t€[to,T],y:ly|<p J R drt
<clp)  sup / AA[ER) RE _(d
telto, T]y:lyl<p
which is finite by hypothesis (2.19). O

Remark that for the proof of Lemma 7.5, it is enough in the unbounded variations case
that r is continuous, rather than C’g ! as in (2.35).

%
Lemma 7.8 (Control of b°). Assume that R satisfies the Hypotheses 2.6-a-b-c.
Then,

%
sup |b0(t,x)] < oo, Vp>0. (7.9)
tE€[to, T, z:|z|<p
F
Proof. If the sample paths have finite variation, the result is immediate because b° =
b% = —b and b is assumed to be locally bounded.

—
Let us suppose now that (2.26) holds. Since b? is assumed to be locally bounded, and r
is assumed to be continuous and positive, it is sufficient to show that

sup r(t,x)|?5(t,x) + %5(t,x)| <oo, Vp=>0. (7.10)

tE(to, T, z:|x|<p
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By (5.6) and (5.14),

ré
rit) (B4 B)(tn) = r(teo) [ 16 (Rialae) = G 0) Rromeld))

*

= r(t,z) /R ¢ 19 (?m(dg) - Ti"étjxf) ?t,ﬂ(dé))

- /Rn L5J5<r(t, )R 10(d€) — r(z — 5)?,5@,5(%))

- /A {T(t, 2)[¢r2(@)]’ = r(2 = Pra(a)) L¢t,zf¢t71(a)(a)J6} A(da);

Denoting r(z) = r(t,z), w = = — ¢ a(a), p(x) = |ra(@)]’, ¢(x) = [drz(a)]® and
P(w) = [ro—pr.(e(a)]’, the 1ntegrand is

r(@)p(r) = r(w)p(w) = r(z)p(e) + r(w)p(z)
= r(@)lp(@) + o(@)] + [r(w) —r(@)]H(z)
= r(x)lp(z) + &(@)] + Vr(z)-(w — ) ¢(x)
= r(@)lp(x) + o(2)] + Vr(z)-o(z) p(z)
for some € [w,z], where we used (6.7), (6.9) and our hypothesis (2.35). With (6.10)

and (6.12), this gives

[r(2)p(x) —r(w)p(w)] < ¢, |o(@)]*, Vo € By,

for some finite constant c, cooked up with sup,cp 7(z), ¢,, C), and C}. Finally

- A 2
@80+ D 000) < 6 [ (60,01 Mda) =, [ ISP Rialde)
We conclude with the assumption (2.19) that (7.10) is true. O

Applying the entropic improvement. Next lemma asserts that, when H(P|R) < oo
the backward jump kernel of P is

- -

JP — ]* JR

for some function j*, and also that P meets the hypotheses of Theorem 4.4-(a). This
lemma completes the proof of Theorem 2.8.

If (2.34) holds, i.e. under assumption (d1), we put ¢, = 0. Otherwise under assumption
(d2), t, is the same as in Hypothesis (2.36).

Lemma 7.11. Assume that R € M(?) satisfies the Hypotheses 2.6, (2.7) and that in re-
striction to [t,, T'| for some 0 < t, <T, P € P(Q) has a finite entropy: H(Py, m|Rp,m) <
0.

(a) Then, C2(R") C dom TP and there e{msts some measurable function j* : [t,, T] x R™ x
R™ — [0, 00) satisfying j* — 1 € L(p JR) and such that for any u € C*(R")
- . . -
Erute) = (o) + [ fuly) = uw))5*(t.ai9) - DT (dy),

ty<t<T,zeR",

(7.12)
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and

H(Poy | Rymy) = H(Prl Re) + / h(5*) d[p T H] < oo.
[to, T]xXR"™

&
(b) Moreover, L' is integrable with respect to 1y, 1/p.

Last estimate (b) is the main assumption of Theorem 4.4-(a). The additional Hypothe-
ses 2.6-(d) on R are introduced to allow its proof.

Proof. e Proof of (a). As H(P*|R*) = H(P|R) < oo, the existence and integrability of
7%, as well as the expression of the relative entropy follow from Girsanov theory.

%
e Proof of (b). It remains to prove the integrability of the backward generator L Fu.

Lemmas 7.5 and 7.8 show that £%u is a bounded function on [t,,T] x R™, which is
Hypothesis 2.6-d3. Hence, we are left with controlling

[ 1) = w5t~ ) T ),

This is done by means of Young’s inequality: |ab| < 6(a) + 0*(b), where 0 is given at (7.3)
and 6*(b) = el’l — |b| — 1 its convex conjugate. For any z,y |u(y) — u(z)| < c,Dy(z,y)
where ¢, := max(2sup |u|,sup |[Vu|) and D,(z,y) := Lappu(z)(1 A |y — z|). By Young’s
inequality,

. Ars
[ )~ @) () - Dpudn) TE )i
[to,T]x (R™)?
<cu [ Duly =1 dpT"
~ —
<af [@)apT+ [0 - 0dpT}.
The last integral is finite because [60(j* — 1)d[|3<7R] < 3fh(j*)d[|3<7R] < 00, as a

consequence of the finite entropy assumption H(Py, 71| Ry, 11) < 0o.
Let us prove that the remaining integral is also finite. We have

/0*(Du) d[;‘)?R] <Tsup | 0°(D,) dTE

t,x
t.x JRn

<_
< sup / (A Jy—2?) TE (dy)

(t,)€[to,T]xsupp u

where ¢ > 0 is a large enough constant such that: 6*(1 A d) < ¢(1 A d?), for all d > 0,
(note that 6%(b) = b*/2 + 0y_0(b?)). We conclude with (7.6). O
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