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Abstract

Most current numerical simulations on sloshing impact loads do not take into

account the possibility of evaporation and condensation of the fluid. Our goal

is to develop a numerical model able to simulate a wave impact with phase

change in order to evaluate the influence of phase change on sloshing impact

loads. The proposed model describes compressible multiphase flows with sep-

arate phases and non-equilibrium interfacial phase change. In this paper, the

liquid-vapor interface is discretized using the interface reconstruction scheme of

[1]. Implementation of a phase change model in such a framework is presented.

In particular, the agreement of the model with the Second Law of Thermody-

namics is discussed. The discretized model is first tested using simple return to

equilibrium test cases. Then the model is applied to the one-dimensional piston

problem that models the behavior of a compressed gas pocket during a breaking

wave impact.

1. Introduction

Currently, one of the main technologies used to store and transport Liquefied

Natural Gas (LNG) is a membrane containment system, which keeps LNG at

ambient pressure and cryogenic temperatures. However, the motion of the ship

may cause significant movement of the tank liquid, which can induce violent
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impacts on the containment system. To ensure that the design of such a con-

tainment system is safe, Gaztransport & Technigaz (GTT) has to ensure that

no damage is caused by these impacts during the working life of the floating

structure. Sloshing assessment is usually based on small scale tests (typically

at scale 1:40) using a model tank filled with water and a heavy gas (keeping the

same gas-to-liquid density ratio) placed on a six degrees of freedom hexapod

platform. Impact pressure is measured by many sensors placed in the impact

areas. The probability of failure for any limit state of the containment system is

then derived using a complex methodology based on a long-term approach [2].

However, some of the physical aspects found in real wave impacts are not

captured in these small scale experiments. In this work we are particularly in-

terested in the change of phase (evaporation and condensation) that could occur

in the LNG when the liquid is in thermodynamic equilibrium with its gaseous

phase. This paper is part of a series of articles dedicated to the numerical

simulation of wave impacts with phase change, where further understanding is

sought on the role of phase change in LNG tank sloshing impacts.

Sloshing tests have been performed with boiling water and vapor in con-

ditions close to the phase boundary [3]. The pressure at the impact wall was

found to be statistically smaller with water and vapor than with water and non-

condensible gases. This pressure reduction has been attributed to phase change.

Moreover, at each time a vapor pocket was entrapped between the liquid and

the wall, pressure oscillations that are typically observed with non-condensible

gases were absent. The vapor pockets seemed to behave like punctured balls

without any stiffness.

Simulating a wave impact with phase change adds a new layer of difficulty

to an already complex problem, since the numerical model with phase change

should already include complex properties of the two fluids, for example their

compressibility [4, 5]. Furthermore, it is impossible to directly validate such

simulations because experimental results of wave impact tests (or sloshing tests

with a single impact) show a high variability in local pressure measurements.
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This variability is due to the development of free surface instabilities triggered by

the escaping gas flow, even when the global wave shape is accurately reproduced.

The surface tension that drives these instabilities is often neglected in state-of-

the-art works on wave impacts. Its modelisation is out of the scope of this paper.

More details on the physics of wave impacts can be found in [6].

Among the several numerical methods used in the last years for the simula-

tion of wave impacts, this paper will focus in particular on the Finite Volume

method for two non-miscible compressible fluids of Braeunig et al. [1, 7]. It

has been applied to the simulation of an idealized wave impacts problem [4] in

a benchmark study organized within the ISOPE conferences in 2010 and 2013.

Since then, several improvements have been made in the code [8, 9, 10, 11] and

other applications to wave impacts without phase change have been presented

[12, 13]. The main advantages of this code for the simulation of wave impacts

are its ability to model two compressible phases with any equation of state and

its sharp representation of the interface limiting the mitigation due to numerical

diffusion. The goal of the present work is the introduction of phase change in

these simulations.

The only other attempts (to our knowledge) to simulate an impact with

phase change have been made by [14] for the idealized scenario of [4] and by [15]

for two single impact waves obtained by sloshing model tests (without experi-

ment as a reference). Their results seem to be in line with those observed by [3]

for sloshing tests with boiling water and vapor, assuming the thermodynamical

equilibrium at any time.

An isothermal Volume-Of-Fluid-type model for the simulation of impacts

with phase change has been presented in [16, 17]. Preliminary results show an

increase in pressure at the wall: when phase change occurs, vapor contained in

the gas cushion between the liquid and the wall condenses and does not slow

down the liquid motion. However, this result has several shortcomings, mainly

concerning the isothermal hypothesis, which will be removed in the present

paper.
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The present question on the role of phase change in sloshing wave impacts

is related to the problem of the influence of sloshing on boil-off evaporation in

cryogenic tanks. The contents of a cryogenic tank is slowly warmed by steady

heat flow passing through the tank walls, thus leading to some liquid evapo-

ration. This phenomenon is affected by the motion of the tank, as discussed

in e.g. [14]. The spatial scale of this problem is the size of the tank and the

time scale is hours or days. However, the spatial scale of our problem is a single

impact and its time scale is the duration of the impact. These two problems

thus require different modeling approaches.

References in the literature involving phase change are numerous and diverse.

(The reader is referred to [18] and [19], for instance.) The two-phase CFD

models can be sorted by the characteristic size and duration of the studied

problem.

A microscopic problem would involve a liquid-vapor interface described as an

intermediate zone of finite thickness (e.g. [20]). At a larger scale, the interface

would be represented as a sharp discontinuity between two pure phases (e.g. [21]

and [22]). For complex flows, the location of the interface would be averaged in

a mixture model, such as the one described in [23]. Different interface models

require different phase change modeling.

For the description of wave impacts, the interface is usually modeled as a

sharp discontinuity between two pure phases (as in [4]). The possibility of a

complex flow involving bubbles and droplets caused by free surface instabilities

is then neglected for the sake of simplicity. This same hypothesis will be made

in this paper.

Typical models for slow evaporation and condensation are based on the

Stefan model [24]. In such a model, the mass flow rate can be seen as a Lagrange

multiplier ensuring the instantaneous equilibrium condition p = psat(T ) at the

interface. However, a wave impact is a very brief and violent phenomenon and

it is undesirable to make an equilibrium hypothesis at the interface. Instead,

the mass flow rate will be derived in the framework of linear non-equilibrium
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thermodynamics. The main reference on this topic is [25]. We will also refer the

reader to [26], [27] and [28] for an application of this framework to liquid-vapor

interfaces.

In this paper, only phase change at the interface between liquid and gas is

discussed. We do not expect nucleation, which is the appearance of new droplets

in the gas or new bubbles in the liquid, to be necessary for the understanding

of the influence of phase change on wave impacts [16, 29].

The numerical simulation of liquid-vapor phase change presents several chal-

lenges. First, the low gas-to-liquid density ratio causes a velocity discontinuity

at the interface (due to conservation of the mass flux ρu). Fluid that is chang-

ing phase needs to contract or expand to adjust to its new density, which leads

to pressure variations. Moreover, the latent heat released or captured during

phase change can lead to large variations in temperature around the interface,

as also discussed in [30], which means that the resolution of the heat diffusion

equation cannot be completely decoupled from the rest of our study. Rigorous

integration of all of this phenomena into a numerical code is a difficult task.

The main goal of this paper is to present and validate our solutions to these

challenges.

In the next section, mathematical equations that describe two-phase flow

with non-equilibrium phase change are presented. Emphasis is placed on the

evaluation of phase change mass and energy fluxes that are compliant with the

Second Principle of Thermodynamics.

In the following section, the equations have been discretized using a Finite

Volume framework with the interface capturing Roe-type scheme of [1]. Again

the fulfillment of the Second Principle of Thermodynamics is discussed, this

time in a discrete framework.

Finally some numerical results are presented. First, a simple return to equi-

librium test case is discussed. Then the code is applied to the one-dimensional

piston problem [31], which models a simple wave impact that forms a gas pocket.

The code will be validated by comparison with the surrogate models of [32, 16].
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The present work is part of a series on the modeling of wave impacts with

phase change. It has been presented in [16] along with a diffuse interface model

(presented in [17]) and a surrogate model that is an update of the model pre-

sented in [32]. These different works explore different approaches and shed light

on different aspects of phase change modeling. A summary of the models and

partial physical conclusions are presented in [33].

2. Physical model

In this section a mathematical description of a two-fluid flow with interfacial

phase change will be discussed. Only the one-dimensional case will be discussed

in this paper.

2.1. Eulerian model

The two phases are described with the help of an order parameter χ(x, t)

associated with the local phase (χ = 1 for the gas and χ = 0 for the liquid).

When there is no phase change this parameter is simply advected by the material

velocity of the fluid. However, occurrence of phase change means that χ changes,

even when both fluids are at rest. Let us denote ω as the evolution velocity of

the liquid-vapor interface, that is

∂tχ+ ω∂xχ = 0. (1)

By integrating the mass conservation equation around the interface, ω can be

linked to the mass flow rate across the interface [16]. Then (1) can be rewritten

as

∂tχ+

(
u− J

ρ

)
∂xχ = 0, (2)

where J denotes the interfacial surface mass flux, which is positive in the left

to the right direction. The mass flux J can be related to the evaporation mass

flux Jl→g (positive from liquid to gas) by

J =

Jl→g if the liquid is on the left and the gas on the right,

−Jl→g if the gas is on the left and the liquid on the right.
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This equation can be combined with the usual compressible Euler conserva-

tion equations, as follows:

∂tρ+ ∂x(ρu) = 0, (3a)

∂t(ρu) + ∂x(ρu⊗ u+ p I) = 0, (3b)

∂t (ρE) + ∂x ((ρE + p)u+ q) = 0, (3c)

∂t(χρ) + ∂x(χρu)− J∂xχ = 0, (3d)

where ρ, u, p, and E = e+ |u|2/2 denote respectively the density, the velocity,

the pressure and the specific total energy of the fluid. Equation (3d) has been

obtained by combining (2) with (3a).

The diffusive heat flux q is given in general by Fourier’s law. As mentioned in

[30], the problem is not physically meaningful without heat conduction. Indeed,

the latent heat for steam and water (or methane and liquid methane) is relatively

high and thus significant temperature gradients might appear near the interface.

More terms can be added on the right-hand side of (3) to describe, for

instance, gravity, inertial accelerations or molecular diffusion. In this paper, we

focus only on the hyperbolic part of the equations (including the phase change

term J∂xχ).

2.2. Lagrangian form

The numerical scheme used for simulation of (3) can be derived from the

Lagrangian form of the conservation equations, as we will see in Section 3.2.

The balance laws (3) can be rewritten in the following Lagrangian form:

dut τ − ∂xu = 0, (4a)

dut u+ ∂xp = 0, (4b)

dutE + ∂x(p u) = −∂xq, (4c)

dut χ− J∂xχ = 0, (4d)

where τ = 1/ρ is the specific volume and

dut = ρ∂t + ρu · ∂x (5)
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is the material time derivative in the frame of the fluid, moving at velocity u.

However, the velocity of interface ω is in general different from the material

velocity u. In the reference frame of the interface, moving at velocity ω, these

equations can be rewritten as

dωt τ − ∂xu+ J∂xτ = 0, (6a)

dωt u+ ∂xp+ J∂xu = 0, (6b)

dωt E + ∂xpu+ J∂xE = −∂xq, (6c)

dωt χ = 0, (6d)

with

dωt = ρ∂t + ρω · ∂x. (7)

The non-conservative terms in (6) correspond to the flow of volume, momen-

tum and energy exchanged during phase change. Without phase change ω = u

and J = 0, and thus the usual Euler equations in Lagrangian form are retrieved.

The boundary conditions at the interface (such as the velocity jump and the

pressure jump [34]) are implicitly included in the conservation equations (3) or

(6). They are not explicitly implemented in the code but will be fulfilled as a

consequence of the fulfillment of the discrete conservation laws.

2.3. Mass flux and entropy balance

We have introduced one more variable J in the equations, thus it is necessary

to have one more relation to close the system. This will take the form of a kinetic

relation between J and the local thermodynamical state near the interface. In

this section, we will derive such a relation for J that is consistent with the

Second Principle of Thermodynamics.

The entropy balance across the interface (see [16] or [34]) reads

Jl→g(sg − s l ) +

(
qg
Tg
− q l
T l

)
· νl→g ≥ 0 , (8)

where Jl→g is the evaporation mass flux, sg, s l , Tg, T l , qg and q l are the

entropy, temperature and heat flux respectively on the gas side and liquid side
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of the interface, and νl→g is the unit normal vector oriented from the liquid side

to the gas side of the interface.

Using the energy jump condition across the interface, we can introduce the

total energy flux across the interface as

Ql→g = Jl→g

(
hg +

|ug − ω|2

2

)
+ qg · νl→g,

= Jl→g

(
h l +

|u l − ω|2

2

)
+ q l · νl→g,

(9)

where ug, u l , hg and h l denote respectively the velocity and the specific en-

thalpy on the gas and liquid sides. With this relation, the entropy condition (8)

can be rewritten as

−Jl→g
(
µg + 1

2 |ug − ω|
2

Tg
−
µ l + 1

2 |u l − ω|
2

T l

)
+Ql→g

(
1

Tg
− 1

T l

)
≥ 0, (10)

where µg and µ l are the chemical potentials of the gas and the liquid. For

a pure species the chemical potential is identical to the specific free enthalpy

g = h− Ts. Both magnitudes will not be distinguished in this paper.

We assume the existence of relations between the flux and the local states

near the interface:

Ql→g = Ql→g(p l , T l , pg, Tg), Jl→g = Jl→g(p l , T l , pg, Tg). (11)

The closure relations Ql→g and Jl→g will be expressed in the framework

of linear non-equilibrium thermodynamics. (The reader is referred to [26], [27]

and [28] for an application of this framework to liquid-vapor interfaces.) The

main philosophy of this approach is to assume that a flux is proportional to a

measure of the corresponding non-equilibrium. The entropy creation rate will

be used to identify pairs of flux and non-equilibrium. Thus ensuring fulfillment

of the Second Principle of Thermodynamics.

Close to equilibrium and for small mass flux Jl→g, it can be shown [16] that

the closure relations

Ql→g = Gq(Tl − Tg) + hg(pg, Tg)Jl→g, Jl→g = Gm
µl(pl, Tl)− µg(pg, Tl)

Tl
,

(12)
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where Gm ≥ 0 and Gq ≥ 0 are constant relaxation rates, respect the entropy

condition (10).

Note that relation (12) could have been written symmetrically for the liquid

instead of the gas as

Ql→g = Gq(Tl − Tg) + hl(pl, Tl)Jl→g, Jl→g = Gm
µl(pl, Tg)− µg(pg, Tg)

Tg
,

(13)

The choice of such an asymmetry is based of physical hypotheses. Considering

that the liquid has a larger thermal diffusivity coefficient than the gas, it is often

assumed that phase change at the interface occurs at temperature Tl. This is

implicitly stated by (12): the phase change non-equilibrium measure µl − µg is

evaluated at Tl. However, it could be evaluated at any temperature (such as Tg

in (13)), the Second Principle only imposes that a corresponding expression for

Ql→g has to be chosen.

The mass flux from (12) can be linearized [16] to retrieve an expression close

to the well-known Hertz-Knudsen relation:

Ql→g = Gq(Tl−Tg)+hg(pg, Tg)Jl→g, Jl→g = −Gm
τg(p

sat(Tl), Tl)

Tl

(
pg−psat(Tl)

)
.

(14)

3. Discretization

The model will be discretized using the FVCF-IC scheme that is presented in

this section. We refer to [1] [7], or [9] for full details. Note that a similar strategy

could be applied to other types of Arbitrary Lagrangian-Eulerian schemes to

model phase change.

3.1. Scheme without phase change

3.1.1. Presentation

Figure 1 presents the different steps in the management of an interface by

the code. First, the mixed cells and the neighboring cells are fused into a set

of layers of pure fluid called condensate during the reconstruction step. These
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Reconstruction

Evolution

Projection

Figure 1: Diagram of the different steps of the scheme in 1D for a simple condensate (with

two layers).

layers evolve according Lagrangian principles during a time step ∆t. Finally, the

condensate is projected onto the initial Cartesian mesh. The rest of the domain

is resolved using an usual Finite Volume scheme in the Eulerian framework.

The word condensate has been introduced by [7] to denote layers of liquid

and gas without phase change. In this work, this work will be extended to

include phase change and thus the word condensate could instead refer to the

fluid having changed phase from gas to liquid. However, we have chosen to keep

the wording of [7] in this paper: condensate will always denote layers of liquid

and gas disregarding whether phase change is happening or not.

The scheme can be extended to higher dimensions using a directional time

splitting approach. The reconstruction and projection phases in higher dimen-

sions are independent of phase change modeling and thus they will not be dis-

cussed here, and instead we refer the reader to the previously cited works.

φL−1/2 L

ψint

∆xL

R

∆xR

φR+1/2

Figure 2: Notation for a simple condensate

The numerical evolution of the interface can be expressed using the La-
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grangian formalism of the Euler evolution equation

dut v + ∂xF = 0, (15)

where

v =


τ

u

E

 , F =


−u

p

pu

 ,

The numerical flux approximating F at the Lagrangian interface is written in

the form:

ψint =


−uint
pint

uintpint

 . (16)

where

uint =
ρLcL uL + ρRcR uR

ρLcL + ρRcR
+

pL − pR
ρLcL + ρRcR

, (17a)

pint =
ρLcL pL + ρRcR pR
ρLcL + ρRcR

+ ρLcL ρRcR
uL − uR

ρLcL + ρRcR
. (17b)

Subscripts L and R respectively denote left and right as presented in Figure 2.

Besides, the flux at the exterior boundaries of the condensate is expressed

with the usual numerical flux in the Eulerian framework:

φL−1/2 = φ(vL−1, vL), φR+1/2 = φ(vR, vR+1).

Finally, the fluxes will be used to update the volume, mass, momentum and

total energy of each layer of the condensate:

∆xn+1
L = ∆xnL −∆t ψτint, (18a)

(∆xρ)n+1
L = (∆xρ)nL + ∆t φρL−1/2 , (18b)

(∆xρu)n+1
L = (∆xρu)nL −∆t

[
ψuint − φ

ρu
L−1/2

]
, (18c)

(∆xρE)n+1
L = (∆xρE)nL −∆t

[
ψEint − φ

ρE
L−1/2

]
, (18d)

and similarly for the right hand side R. In the above equation, ψτ denotes the

component of the Lagrangian flux describing the variation of specific volume, φρ

denotes the component of the Eulerian flux describing the variation of volumic

mass, and so on.
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3.1.2. Entropy balance

We now check that the numerical flux (16) fulfills the Second Principle of

Thermodynamics. This result is analogous to Proposition 11 of [7] with a slightly

different discrete entropy condition.

The physical entropy condition can be rewritten with the help of the system

of conservation laws (15) as:

0 ≤ dut s =
∂s

∂v
dut v = −∂s

∂v
∂xF.

It can thus be integrated in the neighborhood of an interface as follows:

−
∫ R

L

∂s

∂v
∂xFdx '

(
∂s

∂v

)
L

(FL − ψint) +

(
∂s

∂v

)
R

(ψint − FR) . (19)

Using the fact that

∂s

∂v
=

1

T


p

−u

1

 ,

we can check that the numerical flux (16) is entropic in the sense of(
∂s

∂v

)
L

(FL − ψint) +

(
∂s

∂v

)
R

(ψint − FR) ≥ 0.

3.2. Scheme with phase change

3.2.1. Presentation

In the following, an extension of this scheme for the simulation of phase

change at the interface will be proposed. For this, we will use the “upwind-l”

FVCF scheme, as defined in [16] and [17]. It is a variant of the FVCF scheme

presented in [35].

Let us notice that the magnitudes of (17) can be seen as the numerical flux

for the isentropic Euler equations in Lagrangian form:

dut v + ∂xF = 0, (20)

where

v =

τ
u

 , F =

−u
p

 .
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when they are discretized with the “upwind-l” FVCF scheme. It is proposed

that phase change is included in the simulation by computing the numerical

flux associated with system (6) using the same numerical method.

The non-conservative terms that include the mass flow J will be approxi-

mated by a constant value around the interface, which gives the following ap-

proximate conservative system:

dωt τ + ∂x(−u+ Jintτ) = 0, (21a)

dωt u+ ∂x(p+ Jintu) = 0, (21b)

dωt E + ∂x(pu+ JintE) = 0, (21c)

dωt χ = 0. (21d)

For instance, with the formalism of (11), Jint might read

Jint =

Jl→g (pL, TL, pR, TR) if the liquid is on the left,

−Jl→g (pR, TR, pL, TL) if the gas is on the left.

For readability, the approximate flux Jint will be written as J in the following.

System (21) can be written as the following system of conservation laws

dtv + ∂x(F +G) = 0,

where

v =


τ

u

E

χ

 , F =


−u

p

pu

0

 , G = J


τ

u

E

0

 .

The associated Jacobian matrix reads

A =
∂(F +G)

∂v
=


J −1 0 0

pρΓ− ρ2c2 −ρuΓ + J ρΓ ρpχ

u(pρΓ + ρ2c2) p− ρu2Γ ρuΓ + J ρupχ

0 0 0 0

 , (22)
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where c is the speed of sound, Γ is the Grüneisen coefficient and pχ is defined

as

pχ =
1

ρ

(
∂p

∂χ

)
ρ,e

.

With the help of symbolic computation software, the eigenvalues and eigen-

vectors of this system can be computed. The eigenvalues are J−ρc, J, 0, J+ρc,

which are respectively associated with the left sonic wave, the contact disconti-

nuity, the phase change interface and the right sonic wave.

The right eigenvectors are:

R =



1

ρc
1 pχ − 1

ρc

1 0 Jpχ 1

u− p

ρc

ρc2

Γ
− p (Ju− p)pχ u+

p

ρc

0 0 ρ2c2 − J2 0


. (23)

The associated left eigenvectors are:

L =



1

2

(
ρc− pΓ

c

)
1

2

(
1 +

uΓ

c

)
−1

2

Γ

c

1

2
pχ

1

ρc− J
pΓ

ρc2
− uΓ

ρc2
Γ

ρc2
0

0 0 0
1

ρ2c2 − J2

−1

2

(
ρc− pΓ

c

)
1

2

(
1− uΓ

c

)
1

2

Γ

c

1

2
pχ

1

ρc+ J


. (24)

The Lagrangian numerical flux can then be computed as

ψint(vL, vR) =

FL +GL + FR +GR
2

+ sgn
(
Ã(vL, vR)

) FL +GL − FR −GR
2

(25)

where Ã is the upwinding matrix approximating A as defined in [16] and [17].

The sign matrix of a matrix A = Ldiag(λj)R is defined as the matrix sgn(A) =

Ldiag(sgn(λj))R. The above definition of ψ may be ambiguous when J = 0,

but in this case the flux (16) can be used.
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To describe heat exchange between two layers of the condensate, a heat flux

term qint can be added to ψint. It will be seen in the next section that this could

be necessary for the entropy condition in the case of phase change.

In the same way as for (18), the scheme reads

∆xn+1
L = ∆xnL −∆t ψτint, (26a)

(∆xρ)n+1
L = (∆xρ)nL −∆t

[
J − φρL−1/2

]
, (26b)

(∆xρu)n+1
L = (∆xρu)nL −∆t

[
ψuint − φ

ρu
L−1/2

]
, (26c)

(∆xρE)n+1
L = (∆xρE)nL −∆t

[
ψEint − φ

ρE
L−1/2

]
, (26d)

and symmetrically for the right hand side cell R. By construction, we have

χn+1
L = χnL and χn+1

R = χnR.

3.2.2. Entropy balance

In this section, a discrete entropy balance will be written to validate the

fulfillment of the Second Principle of Thermodynamics by J . The scheme we

propose here does not allow an easy study of this entropy balance as in Sec-

tion 3.1.2. Nonetheless, an expression for J can be proposed by studying the

entropy balance in a particular case in which only the phase change plays a role.

Let us suppose

pL = pR = p, uL = uR = 0. (27)

The numerical flux ψint satisfies(
∂s

∂v

)
L

(FL +GL − ψint) +

(
∂s

∂v

)
R

(ψint − FR −GR) = J
hL − hR
TK

,

where

TK =

TL if J < 0,

TR if J > 0.

Following the example of Section 3.1.2, the entropy condition is:

0 ≤ dut s = (dωt s− ρ(ω − u)∂xs)

=
∂s

∂v
dωt v + J∂xs

= −∂s
∂v
∂x(F +G) + J∂xs.
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This can be discretized in the form of∫ R

L

(
−∂s
∂v
∂x(F +G) + J∂xs

)
dx '(

∂s

∂v

)
L

(FL +GL − ψint) +

(
∂s

∂v

)
R

(ψint − FR −GR) + J (sR − sL) .

(28)

With hypothesis (27), the discrete entropy condition (28) is

Jl→g

(
sg − sl +

hl − hg
Tk

)
≥ 0, (29)

where

Tk =

Tg if Jl→g < 0,

Tl if Jl→g > 0.

Let us compare (29) with the entropy balance in Section 2.3. The latter can

be rewritten as

Jl→g(sl − sg) +
Jl→ghl −Ql→g

Tl
− Jl→ghg −Ql→g

Tg
≥ 0.

The term with the enthalpies in (29) can be understood as the entropy creation

term for an energy flux of the form

Qscheme
l→g =

Jl→ghl if Jl→g < 0,

Jl→ghg if Jl→g > 0.

This energy flux at the interface depends on the sign of the mass flux, which is

a natural consequence of the use of an upwind scheme. However, we assumed

in (12) that the exchanged enthalpy is the one of the gas. The expression of the

heat flux should be adapted to compensate this numerical artifact. The flux

qint =

Jl→g(hl − hg) if Jl→g < 0,

0 if Jl→g > 0.

Jl→g = Gm
µl(pl, Tl)− µg(pg, Tl)

Tl
,

(30)

with Gm ≥ 0, respects the discrete entropy condition. Indeed, it is equivalent

to (12) with Ql→g = Qscheme
l→g + qint and Gq = 0.

In the following section, the return to equilibrium test case will allow nu-

merical validation of this result.
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4. Validation test case: return to equilibrium

In this section, several variants of the same test case will be presented. We

will study how a liquid-vapor interface that is initially out of equilibrium returns

to liquid-vapor equilibrium. A similar problem has been presented in [17] with

an isothermal hypothesis. We will see here that temperature gradient and heat

diffusion play a major role in the relaxation.

4.1. Description

Liquid Gas

Z

zg,0

Figure 3: Initial conditions of the test case.

We consider a tube of section S and length Z that is closed at both ends.

The tube is initially filled with a volume S × zg,0 of gas and S × (Z − zg,0) of

liquid (see Figure 3). Initially, the pressure p0 = pref = 1 bar and temperature

T0 are uniform throughout the domain. Two initial temperatures T0 = 100 K

and T0 = 120 K are considered that are respectively lower and higher than the

saturation temperature Tref = T sat(pref) = 111 K.

The gas and liquid phases follow respectively the ideal and stiffened gas

equations of state, which are:

ρg(p, T ) =
p

(γg − 1) CvgT
, ρl(p, T ) =

p+ p∞l
(γl − 1) CvlT

, (31a)

hg(T ) = γgCvg(T − Tref) + L, hl(T ) = γlCvl(T − Tref), (31b)

where ρk denotes the density of phase k (k = g or l), hk = ek + p/ρk its specific

enthalpy, Tref is a reference temperature and L the latent heat of the substance

at Tref . The values of the thermodynamical coefficients γk, p∞k and Cvk used in

this work are presented in Table 1.
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The saturation pressure can be estimated using Clapeyron relation:

psat(T ) ' pref exp

(
L

(γg − 1) Cvg

(
1

Tref
− 1

T

))
, (31c)

where (pref , Tref) is a reference point on the saturation curve.

Gas (g) Liquid (l)

γ 1.4 3.3

p∞ (Pa) 0 2.55× 108

Cv (J·kg−1·K−1) 1500 2000

L (J·kg−1) 5× 105

pref (Pa) 105

Tref (K) 111

Table 1: Thermodynamical coefficients used for the stiffened gas equation of state (31). These

values roughly approximate the characteristics of methane at around 111 K and 1 bar.

A simplification of (30) will be used for the interfacial heat and mass flux.

As in (14), the mass flow rate Jl→g will be written as a pressure difference in

the form:

Jl→g = −A
(
pg − psat(Tl)

)
(32)

where A is a relaxation coefficient that is taken as constant with arbitrary value

A = 10−5 s m−1.

4.2. Numerical diffusion only

For this first test case, no physical heat diffusion will be modeled. Only the

numerical diffusion of the finite volume scheme will come into play. Its effect

on the resolution will be illustrated by the used of several grids with different

refinements.

The evolution of total gas mass and total entropy have been plotted in

Figure 4 for the initial condition T0 = 100 K. After a certain period of time the

state of the system becomes stable: the total gas mass has diminished and the

total entropy has grown. The final state is always a local equilibrium state at
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the interface, as represented in Figure 5. However, this local equilibrium is the

local equilibrium in one cell and depending of the size of the mesh, it will be a

different state.

The temperature profile after the relaxation has been plotted is shown in

Figure 6. Variation in the gas temperature is solely due to the variation in

pressure caused by condensation. The temperature of the first liquid cell at the

interface changes because of the latent heat released by condensation. Due to

the kinetic relations (30), it is the temperature in this cell that set the liquid-

vapor equilibrium (T = T sat(p)). The entropy condition imposes a heat flux

such that the same cell receives the latent heat. Depending on the size of the

cell, the temperature evolves differently for a given amount of energy.

This mesh dependent results can be interpreted as a dependence on heat

diffusion, which appears here under the form of a numerical artifact. The need

for physical thermal diffusion has been mentioned in Section 2. Otherwise, this

limiting result might not be physical when the size of the cells goes to 0.

Figure 7 presents the evolution of the total mass of gas and of the total

entropy for the initial condition T0 = 120 K. The initial total mass of gas is

lower than in the condensation case: since the initial temperature is different

(and the pressure is the same), the initial gas density is different.

Although it is barely visible in Figure 7, the variation of total entropy is not

strictly monotone. This can be explained by the numerous approximations that

have been made to obtain the expressions for Jl→g and q.
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Figure 4: Evolution of the total mass of gas and of the total entropy as a function of time for

the condensation test case (T0 = 100 K) for various meshes.
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Figure 5: Evolution of the state of the first liquid cell at the left of interface in a (T, p) diagram

for different mesh sizes.
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Figure 6: Temperature profile at the end of the simulation for the condensation test case

(T0 = 100 K) for various mesh sizes. The temperature of the gas on the right evolved due to

the pressure variation. The released latent heat is in the first liquid cell at the interface.
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Figure 7: Evolution of the total gas mass and the total entropy as a function of time for the

evaporation test case (T0 = 120 K) for different mesh sizes.
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Figure 8: Evolution of the state of the first liquid cell to the left of the interface in the form

of a (T, p) diagram for different mesh sizes.
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Figure 9: Profile of temperature at the end of the simulation for the evaporation test case

(T0 = 120 K) for different mesh sizes.
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4.3. Convergence with thermal diffusion

Let us now introduce heat diffusion into our computations. The heat diffu-

sion and the rest of the flux will be resolved separately using a time splitting

approach.

The computation of the heat flux is carried out in two steps:

• First, taking β as the thermal diffusivity, the linear heat equation

∂tT = β ∂2xT,

is discretized implicitly under the form

Tn+1,∗
j = Tnj +

∆t

(∆x)2

(
−βj−1/2

(
Tn+1,∗
j − Tn+1,∗

j−1

)
+ βj+1/2

(
Tn+1,∗
j+1 − Tn+1,∗

j

))
.

The temperature Tn+1,∗ can be computed by solving a tridiagonal linear

system.

• The evolution of T found by the previous formula may not respect the

conservation of energy. Thus, the temperature field Tn+1,∗ will be used

to compute heat fluxes qn+1,∗,

qn+1,∗
j+1/2 = −

kj+1/2

∆x

(
Tn+1,∗
j+1 − Tn+1,∗

j

)
.

where k is the heat conductivity. These fluxes can be used to compute

new conservative variables:

vn+1
j = vnj +

∆t

∆x

(
qn+1,∗
j−1/2 − q

n+1,∗
j+1/2

)
.

We will now check the convergence of the solution when the mesh is refined

and heat diffusion is present. For the sake of simplicity, the heat conductivity is

the same in the gas and the liquid. Its value (k = 102 W m−1 K−1) is high with

regard to the physical values for water or methane, in order to easily distinguish

the heat diffusion from the relatively high numerical diffusion. Actually, three

time scales are involved in this problem: the time scale of the energy processing

at the interface given by A, the time scale of the energy supply by physical
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diffusion (set by k) and numerical diffusion (set by the mesh coarseness). In

this paper, A has been kept constant, whereas k and the mesh coarseness vary.

In Figures 10 and 12, the evolution of total gas mass and of the total entropy

is plotted as a function of time. This evolution can be decomposed into two

phases:

• First a relaxation to local equilibrium at the interface, as observed in the

results of the previous section.

• Then a steady state regime of phase change dominated by thermal con-

duction. The complete return toward global equilibrium in the domain is

relatively long and has not been computed.

For the finest mesh sizes, small jumps can be seen in Figures 11 and 13,

which are due to shifting of the condensate to the next cell in the scheme (see

Figure 1). The cells used for the reconstruction are different when the interface

moves from one cell to the next. For instance, for evaporation the condensate

is one third liquid and two thirds gas at one step and it becomes two thirds

liquid and one third gas by the next step. The inclusion of a new liquid cell

(with a different temperature) slightly perturbs the evolution near the interface.

However, this phenomenon is negligible and not visible on the evolution curves

of Figures 10 and 12.

It does not appear for the coarser meshes because the total displacement of

the interface is less than a single cell of the mesh. It is also expected to disapear

when the size of the cell goes the zero: although the interface will more often

reach a new cell, the quantitative effect of each perturbation should be lower.

Using an higher order discretization could also attenuate this effect.

The convergence of the scheme can be checked on Figure 14. The error l1

with respect to the finer mesh (3200 cells) is plotted as a function of the number

of cells in the mesh. As expected for a first order scheme, all the curves have

slopes in logarithmic scale between −0.9 and −1.1 (the dashed gray line is the

reference line with slope −1). The error is lower for cases where the physical

thermal diffusion is higher. A possible explanation is that the main source
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Figure 10: Evolution of the total gas mass and of the total entropy as functions of time for

the condensation test case (T0 = 100 K) for different mesh sizes, with heat diffusion.
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of error is the numerical thermal diffusion and it is less significant when the

physical thermal diffusion is higher.
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Figure 11: Evolution of the state of the first cell of liquid to the left of the interface in a (T, p)

diagram in the condensation test case with heat diffusion for different mesh sizes.
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Figure 12: Evolution of the total gas mass and of the total entropy as functions of time for

the evaporation test case (T0 = 120 K) with heat diffusion for different mesh sizes.

31



112 113 114 115 116 117 118 119 120 121

T (K)

1.0

1.2

1.4

1.6

1.8

p
(b

ar
)

200 cells
400 cells
800 cells
1600 cells
3200 cells
Saturation curve
Initial state

Figure 13: Evolution of the state of the first cell of liquid at the left of the interface in a (T, p)

diagram in the evaporation test case with heat diffusion for different mesh sizes.
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Figure 14: The l1 error on the temperature profile at the end of the simulation as a function

of the number of cells in the mesh in logarithmic scale. The error is computed with respect

to the mesh with 3200 cells for the four coarser meshes between 200 and 1600 cells. The

different curves correspond to different initial temperatures (condensation in shades of blue,

evaporation in yellow and red) and different physical thermal diffusions. The dashed gray line

is the y = x−1 line, given as a reference.
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4.4. Role of thermal conductivity

Finally, the influence of thermal conductivity k on relaxation towards the

local equilibrium will be studied.

The mesh is made of 1600 cells. According to the previous results, this mesh

does not correspond to a completely converged case. It is nonetheless sufficient

to observe the influence of the physical thermal diffusion.

Results are presented in Figures 15, 16, 17 and 18. As already seen by

studying the role of the numerical diffusion, a higher thermal diffusion leads to

a higher phase change mass flow. The evolution of the thermodynamic state

near the interface is closer to the isothermal return to equilibrium.
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Figure 15: Evolution of the total gas mass and total entropy as a function of time for the

condensation test case (T0 = 100 K) for different thermal conductivities.
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Figure 16: Condensation test case state evolution in the first cell of liquid to the left of the

interface on a (T, p) diagram for different thermal conductivities.
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Figure 17: Evolution of the total gas mass and of the total entropy as functions of time in the

evaporation test case (T0 = 120 K) for different thermal conductivities.
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Figure 18: Evolution of the state of the first cell of liquid to the left of the interface on a (T, p)

diagram in the evaporation test case for different thermal conductivities.
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5. Application to a piston problem

In this last section, the model and its implementation will be applied to

a simple problem, useful for the understanding of gas pocket impacts. This

problem was first introduced by Bagnold in [36]. It has been studied in 0D with

phase change in [32] and [16] as well as in 1D without phase change in [31]. The

following is an extension of these works to 1D with phase change.

A few comparisons between the 0D and 1D models with phase change will

first be presented. The purpose is to validate the numerical scheme presented

above. More details on how various parameters relating to phase change influ-

ence the maximal pressure in the gas pocket can be found in [16] and [33].

5.1. Description

A schematic of the piston problem is shown in Figure 19. In a closed con-

tainer, a piston with an initial velocity u0 compresses a gas pocket and bounces

on it.

In this paper the piston is simulated as a compressible liquid, though for

the range of parameters considered the compressibility is almost negligible. The

role of liquid compressibility has been discussed in [29] and [31].

Gas pocket Piston Ullage gas
x

0 z(t) z(t) + L(t) Z

χ = 1 χ = 0 χ = 1

u(x, t)

Figure 19: Schematic of the piston problem. Symbols z, L and Z are used to respectively

denote the size of the gas pocket, the size of the piston and the total size of the domain, which

is constant.

The initial conditions of the problem are:

z(t = 0) = z0, L(t = 0) = L0 , (33a)
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∀x ∈ [0, z0], χ(x, 0) = 1, u(x, 0) = u0
x

z0
, (33b)

∀x ∈ [z0, z0 + L0], χ(x, 0) = 0, u(x, 0) = u0, (33c)

∀x ∈ [z0 + L0, Z], χ(x, 0) = 1, u(x, 0) = u0
Z − x

Z − z0 − L0
, (33d)

and besides

∀x ∈ [0, Z], T (x, 0) = T0, p(x, 0) = p0 = psat(T0) (33e)

Velocities have been chosen such that u = u0 in the liquid, u is continuous at

the liquid-gas interface and u = 0 at the walls. With the chosen orientation for

the x axis, the compression of the gas pocket corresponds to u0 < 0. We are

interested in the pressure at the wall pwall(t) = p(x = 0, t).

The same equations of state (31) as in the previous test case are used. A

dimensionless version of this problem with these equations of state has been

presented in [16]. The main dimensionless magnitudes are the impact number

S defined as

S =
ρl,0L0u

2
0

p0z0
,

which describes the violence of the impact (see [31]), and Ωm which is the inverse

dimensionless time scale for relaxation towards liquid-vapor equilibrium, defined

as

Ωm = Gm
p0

ρ2g,0T0

√
ρl,0L0

p0z0
. (34)

where Gm is the coefficient appearing in (30). When Ωm → 0, phase change is

too slow to have an influence on the compression of the gas pocket. On the other

hand, when Ωm → ∞, the local equilibrium at the interface is instantaneously

reached.

Unlike the 0D model previously mentioned, the solution of this 1D piston

problem is not necessarily periodic, even without mass exchange. Namely, the

piston can act as a wave maker by sending pressure waves into the ullage gas and

thus dispersing kinetic energy. This phenomenon has been described in more

details in [16]. To avoid this damping of the oscillations, we will only consider

geometries where the ullage gas pocket is relatively small.
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Only phase change at the interface between the gas pocket and the piston

will be taken into account. The mass flux between the piston and the ullage

gas has been arbitrarily set to zero to make the comparison with the 0D model

easier.

5.2. Numerical resolution

5.2.1. Isothermal problem

As mentioned in Section 4, the latent heat and its diffusion through ther-

mal conduction plays an important role in the process of phase change. Since

this phenomenon is purely 1D, it cannot really be reproduced by 0D surrogate

models. Thus, we will first consider an isothermal evolution.

In Figure 20 several simulations of the pressure evolution at the wall are

shown in an isothermal setting. The results of the present code are compared

with the 0D extended Bagnold model of [16, 32] and the 1D problem solved with

the isothermal diffuse interface model of [17]. There is a good match between

the results. Note that the interface reconstruction scheme allows use of a coarser

mesh than the diffuse interface method to achieve a similar level of accuracy.

5.2.2. Non-isothermal problem

Finally, we will discuss some non-isothermal results for the piston problem.

In Figure 21, the evolution of the pressure at the wall has been plotted for

several cases with the same impact number S and the same relaxation rate

Ωm. Both have been chosen to have relatively high values to observe the effect

of phase change on the impact pressure. A much higher relaxation rate has

led to instability in the numerical simulation: for this stiffer problem a more

robust discretization of the equations should be investigated (e.g. implicit time

discretization).

Dimensionless total heat capacity of the liquid layer was varied for the 0D

Bagnold model with phase change: for an infinite heat capacity the temperature

of the liquid is constant, while for a lower heat capacity the temperature of

the liquid layer returns more easily to thermodynamical equilibrium. In the
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Figure 20: Evolution of the pressure at the wall pwall as a function of time for 1D simulations

for impact numbers S = 10−1 and three different relaxation to equilibrium times Ωm 10−1 (in

blue) 1 (in red) and 101 (in yellow) for an isothermal evolution. The dashed lines are the 0D

Bagnold model [32], the round markers are for the present interface reconstruction scheme

(mesh size: 150 cells), the square markers are the diffuse interface model from [17] (mesh size:

300 cells).

latter case, the exchanged mass that is necessary to retrieve the liquid-vapor

equilibrium is lower and the effect of phase change on the pressure of the gas

pocket is weaker.

The fineness of the mesh was varied for the 1D simulations of the present

article. As we discussed in the previous section, this change can be seen as a

change in the numerical thermal diffusion. For a finer mesh, the layer of liquid

involved in phase change is thinner, which would equate to to a lower total heat

capacity in the 0D model.

There are some similarities in the behavior of the 0D and 1D models, but

there is never a perfect match, as is observed in the isothermal case. No 0D

model can capture exactly the 1D thermal diffusion over several cells, as is
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Figure 21: Evolution of the pressure p as a function of time for 1D simulations for impact

numbers S = 5 · 10−1 and relaxation rate Ωm = 2.3 with the 0D Bagnold model (dashed

line) and the 1D code (round markers). The 0D simulations have been computed for different

dimensionless liquid thermal capacities between 200 and ∞ (the latter meaning isothermal

liquid). The 1D simulations have been computed for several mesh sizes from 50 to 400 cells.

observed in 1D simulations.

In Figure 22, the profiles of pressure, density and velocity are shown during

the compression of the gas pocket near the beginning of the simulation.

The pressure in the gas pocket is lower when phase change occurs, due to

the condensation of some of the gas.

The density profiles with and without phase change are fairly similar. Phase

change barely affects the shape of the piston: even the condensation of a large

amount of gas does not significantly change the size of the piston. Moreover, at

this early stage of the simulation, the position of the piston has not yet been

affected by phase change.

Finally, note the velocity discontinuity at the gas pocket interface. Gas is

absorbed by the piston as it moves forwards meaning that the velocity in the

43



0.0 0.5 1.0 1.5 2.0 2.5 3.0

x

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Pressure with ph.ch.
Pressure without ph.ch.
Density with ph.ch.
Density without ph.ch.
Velocity with ph.ch.
Velocity without ph.ch.

Figure 22: Profiles of dimensionless pressure, density and velocity during the compression of

the gas pocket with phase change (Ωm = 1, plain lines) and without phase change (Ωm = 0,

dashed lines) for a 150 cell mesh, S = 10−1. The velocities are negative, while the piston is

moving to the left and compressing the gas pocket on the left side of the domain.

gas pocket is lower in absolute value. No phase change occurs and the velocity

profile is continuous for the liquid-vapor interface on the other side of the piston.

The velocity of the piston is also slightly higher (in absolute value) in the case

with phase change. Indeed the lower pressure in the gas pocket does not slow

the piston down as mush as without phase change.

These results are expected and correspond to observations of the 0D models

with phase change, as presented in [16, 32, 33].

6. Conclusion

In this paper, a model for two-separated-phase flow has been presented in a

Lagrangian framework focusing on the interface. The evolution equations have

been discretized and used with the interface reconstruction scheme of [1]. A
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special focus has been placed on respecting the Second Principle of Thermody-

namics.

Non-isothermal phase change depends on the thermal diffusion near the in-

terface. In most of our cases, the numerical thermal diffusion is high with respect

to the physical thermal diffusion. Phase change is thus artificially amplified. A

similar bias appears due to the shape of the condensate near the interface. Small

jumps in the phase change rate occur when the interface jumps from one cell to

the next.

The thermal boundary layer at the interface is small with respect to the

discretization of our domain. A possible improvement would be to model this

boundary layer with more complex boundary conditions (11) at the liquid vapor

interface. Then the numerical diffusion near the interface would not interfere as

much with the thermodynamical relaxation.

Only a 1D scheme has been implemented and tested, but in principle there is

no difficulty to extend the scheme to higher dimensions. The main challenge for

higher dimensional simulations is the reconstruction of the interface, and this

problem is independent of the phase change and has already been studied in [7]

and [9]. The implementation of phase change in a 2D version of the scheme is

the logical next step.

Another possible extension of the present work would be the modeling of

nucleation. The appearance of new droplets or bubbles in pure phases could be

modeled by the creation of new condensates in pure phase regions.

In the last section, results from the scheme have been compared with the

results from the 0D Bagnold model with phase change found in [32] and [16].

The results match well, even if the 1D model does not behave exactly as the

0D model does from the point of view of thermal diffusion. When phase change

is present, a reduction in the gas pocket pressure and a damping of the oscil-

lations can be observed. This result is qualitatively in good accordance with

the experimental results from [3]. However, for realistic wave impact problems,

the thermal diffusion is very slow with respect to the characteristic time of the

impact and thus only a very thin layer around the interface influences the phase
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change. Thus the quantitative effect of phase change is expected to be very low.

The role of the different parameters in the quantitative effect of phase change

is further discussed in [33].

In this paper, as in other related work, we only studied a pure fluid. LNG is

actually a mixture of several components: mostly methane, but also nitrogen,

ethane and some heavier hydrocarbons. The thermodynamics of a mixture is

more complex and so is the phase change modeling. When a condensible vapor

turns into liquid, a layer of the other non-condensible gases can be left near

the interface. This layer would isolate the rest of the condensible vapor from

the liquid-vapor interface, thus slowing phase change. Thus, only a slow flow

of condensible vapor, driven by molecular diffusion, would be able to change

phase. This effect would complement the thermal boundary layer discussed in

this paper and would present similar challenges.
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