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ABSTRACT: The most common surface hopping dynamics algorithms require velocity
adjustment after hopping to ensure total-energy conservation. Based on the semiclassical
analysis, this adjustment must be made parallel to the nonadiabatic coupling vector’s
direction. Nevertheless, this direction is not always known, and the common practice
has been to adjust the velocity in either the linear momentum or velocity directions.
This paper benchmarks surface hopping dynamics of photoexcited ethylene with
velocity adjustment in several directions, including those of the nonadiabatic coupling
vector, the momentum, and the energy gradient difference. It is shown that differences
in time constants and structural evolution fall within the statistical uncertainty of the
method considering up to 500 trajectories in each dynamics set, rendering the three
approaches statistically equivalent. For larger ensembles beyond 1000 trajectories,
significant differences between the results arise, limiting the validity of adjustment in
alternative directions. Other possible adjustment directions (velocity, single-state
gradients, angular momentum) are evaluated as well. Given the small size of ethylene, the results reported in this paper should be
considered an upper limit for the error caused by the choice of the velocity-adjustment direction on surface hopping dynamics.

I. INTRODUCTION

Surface hopping dynamics is often used for computational
investigations of nonadiabatic processes in photoexcited
molecules.1,2 In this method, hopping probabilities between
electronic states are evaluated, and a stochastic algorithm
decides on which surface the dynamics should be propagated at
each time step. An ensemble of surface hopping trajectories is
expected to reproduce the quantum nuclear wavepacket split
between different states due to nonadiabatic couplings.3

At the hopping time, the energy difference between the
potential energy surfaces is typically a fraction of electron volt.
To ensure energy conservation in independent-trajectory
surface hopping algorithmslike the popular fewest-switches
surface hopping4an equivalent amount of nuclear kinetic
energy is added (when hopping to a lower state) or removed
(when hopping to a higher state). The usual prescription in
surface hopping has been well established by short-time analysis
of nonadiabatic semiclassical propagation.5,6 It consists of
balancing energy by adjusting the nuclear velocity in the
direction of the nonadiabatic coupling vector between the
current (L) and target (J) electronic states4

= ⟨ |∇ ⟩J LhJL R (1)

Thus, the potential energy variation at the hopping event
translates into the work of a force acting on the nuclei in this
particular direction. This formulation stems from the semi-
classical Pechukas force7
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driving the molecular system from electronic state L to state J
along a stationary nuclear phase R̅(t) starting at t′ and ending at
t″. In the mixed quantum-classical formulation of Coker and
Xiao,8 the Pechukas force acting during one time step Δt
simplifies to
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where ĥJL = hJL/hJL is the unitary direction along the
nonadiabatic coupling vector, v is the nuclear velocity, and EJ
and EL are the potential electronic energies. In this case, the work
done by the Pechukas force during the nonadiabatic transitions
is approximately

′ · Δ = −t t E EF v( )LJ
P

L J (4)
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corresponding exactly to the potential energy gap between the
adiabatic states.
Nevertheless, there are implementations of surface hopping

where the nonadiabatic coupling vector direction is unknown.
For instance, this happens when the nonadiabatic coupling is

evaluated using the time-derivative coupling σ = ⟨ ∂
∂

J LJL t
,9

which is a scalar quantity. This time-derivative coupling became
a popular option in surface hopping because, while nonadiabatic
coupling vectors are unavailable for many electronic structure
methods, it can be computed from approximated wave function
overlaps.10−13 The nonadiabatic coupling direction is also
usually unknown when using local diabatization,14,15 in which
the nonadiabatic propagation is, as before, based on wave
function overlaps. Other surface hopping variants estimate
nonadiabatic transition probabilities based only on the top-
ography of the potential energy surfaces, as in the Zhu−
Nakamura16,17 and Belyaev−Lebedev (adiabatic Landau−
Zener) approaches.18−20

If the nonadiabatic coupling vector is unknown, it is usual to
balance energy by rescaling the nuclear velocity either in the
momentum or velocity direction. In Zhu−Nakamura surface
hopping,16 the adjustment is made perpendicular to the crossing
seam’s direction, which is estimated from the gradients of the
potential energy gap. Although such prescriptions do not match
the Pechukas condition, they all have been thought not to
introduce much of an error due to the small energy gaps at the
hopping time.
Nevertheless, there is cumulative evidence that the vibrational

energy redistribution in the direction of the nonadiabatic
coupling vector may play a bigger role than usually expected.
Fernandez-Alberti, Tretiak, and co-workers have shown for
several classes of systems that the vibrational energy relaxation
after a nonadiabatic transition is biased toward the nonadiabatic
coupling vector’s direction.21−23 Their analysis of vibrational
energy redistribution revealed that only a small subset of normal
modes with large overlap with the nonadiabatic coupling vector
actively contributes to the electronic relaxation process. Sellner
and co-workers24 have also shown that the exit direction from
the conical intersection may be the main driver for forming
specific photoproducts. All of these results imply that an
accurate description of the energy redistribution after hopping is
crucial for reliable nonadiabatic dynamics simulations.
The question that arises is how much impact on the dynamics

the velocity-adjustment direction has. A study by Plasser et al.25

based on surface hopping on analytical potential energy surfaces
indicated that adjusting the velocity either in the nonadiabatic
coupling vector or velocity directions led to different
quantitative outputs for the SO2 dynamics, although within
the statistical margin of error of their 200 trajectories. Moreover,
Ibele and Curchod26 have recently reported some significant
differences between surface hopping results for fulvene after
adjusting the velocity either in the nonadiabatic coupling vector
or velocity direction. Nevertheless, their trajectory ensemble
composed of 18 initial conditions repeated 10 times each does
not provide a definitive basis to draw reasonable statistical
conclusions.
In any case, this body of evidence pointing to a potential

impact of the velocity-adjustment direction on the dynamics is
worrisome. How reliable are all of those dynamics based on
methods like TD-DFT and ADC(2), invariably balancing
energy in directions other than that of the nonadiabatic coupling
vector?

I could not find a clear answer in the published studies. For
this reason, I decided to compute a benchmark of results
especially tailored to evaluate the impact of the velocity-
adjustment direction on surface hopping. This benchmark is the
subject of this paper, which I believe will help the many research
groups running nonadiabatic dynamics simulations.
Note that it is not my goal to discuss which direction is the

most adequate to make the velocity adjustment. This point is
clearly settled; it is the nonadiabatic coupling vector’s direction.
I want to address the following question: considering that actual
simulations based on on-the-fly electronic-structure calculations
are done with relatively small trajectory ensembles, are the errors
due to the velocity-adjustment direction statistically significant?
For the benchmark, I worked on ethylene, C2H4. Its small size,

ultrafast dynamics (<100 fs) through a conical intersection, and
massive conformational flexibility have made this molecule a
favorite system for benchmarks and testing method develop-
ments, including wavepacket dynamics on multidimensional
analytical surfaces,27 on-the-fly quasi-diabatic dynamics,28

multiple spawning on CASSCF,29 CASPT2,30,31 and approxi-
mated DFT32 surfaces, multiconfigurational Ehrenfest,33 surface
hopping on semiempirical,34,35 ΔSCF−Kohn−Sham,36,37 float-
ing-occupation CASCI,38 CASSCF,26 andMRCI39 surfaces, and
surface hopping with electron−nucleus correlation.40 The small
size of ethylene should also amplify any effects of the velocity-
adjustment direction, helping to detect them. Finally, the
excited-state surface topography near the crossing seam of
ethylene is a prototype for the conical intersections in many
other organic systems, even aromatic rings, where “ethylenic
intersections” are a recurrent pattern.41

II. COMPUTATIONAL DETAILS
II.I. Electronic Structure and Dynamics. All calculations

were done with the multiconfigurational self-consistent field
(MCSCF). The total active space was composed of five separate
complete active subspaces: the first subspace contained four
electrons and four orbitals (π, σ, π*, σ*), and each of the four
other subspaces contained two electrons in two orbitals (σ, σ*).
The rationale for using this [CAS(4,4)⊕ 4×CAS(2,2)] space is
that it allows describing the lowest singlet excited valence states
(ππ* and π*(2)) in the CAS(4,4) subspace, giving enough
conformational flexibility through the (σ,σ*) pairs in the
CAS(2,2) subspaces. Because excitations are restricted to within
the subspace, the total number of configuration state functions
(CSFs) is only 3012, much smaller than the 226512 CSFs of a
complete active space containing the same 12 electrons and 12
orbitals. Three states were computed with a state average
procedure (SA-3). The 6-31G* basis set was used.42 These
calculations do not account for dynamic electron correlation,
which is not a problem for this benchmark’s goals.
Dynamics was simulated with decoherence-corrected43 few-

est-switches surface hopping4 (DC-FSSH). The classical
equations of motion were integrated with a 0.1 fs time step for
a maximum of 200 fs. The quantum equations were integrated
with 0.005 fs steps, using interpolated electronic quantities
between classical steps. Decoherence corrections were applied
with the simplified decay of mixing approach,43 with the
standard 0.1 a.u. parameter. Frustrated hoppings and velocity
adjustment are reviewed and discussed in more detail in
subsection II.III.
Three sets of 500 trajectories each were run. The initial

conditions for dynamics were sampled from a harmonic
oscillator Wigner distribution of the nuclei. The corresponding
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absorption spectrum is shown in Figure 1. The bright ππ* state
was the S1 adiabatic state in all geometries sampled in this way.

Trajectories were started in S1 exclusively from a subset of
geometries constrained to the 9.30 ± 0.25 eV excitation-energy
window. Selection within this excitation-energy window yielded
1079 initial conditions, from which 500 were used to initiate the
trajectories. All trajectories used the same sequence of pseudo-
random numbers to feed the DC-FSSH algorithm.
The MCSCF calculations were done with Columbus (version

7, 09-Oct-2020).44,45 Dynamics was done with Newton-X
(version 2.2 build 12)46,47 interfaced to Columbus. All Newton-
X input and output files for the three sets of dynamics are
available for download.48

II.II. Data Analysis. For each set, the mean population of
electronic state I at time t was computed as

∑ρ = | |
=

t
N t

c t( )
1

( )
( )I

surv n

N

I
n

1

( ) 2
surv

(5)

where cI
(n)(t) is the complex time-dependent coefficient of the

electronic wave function for the state I of trajectory n. As
trajectories may end before the maximum time due to error in
the MCSCF calculation, the mean population at time t is
computed averaging over the Nsurv(t) surviving trajectories at
that time.
Another quantity of interest is the mean oscillator strength of

the current state, which is computed as

∑̅ =
=

f t
N

f t( )
1

( )curr
traj n

N

L
n

1
0

( )
traj

(6)

where f L0
(n)(t) is the oscillator strength between the ground state

(0) and the current excited state of trajectory n at time t (L = 1 or
2). If the current state is the ground state, f L0

(n)(t) is taken as zero
(which means that ground-state excitation is neglected). For
times after the trajectory’s ending time, f L0

(n)(t) is also assumed to
be zero. The average is computed over allNtraj trajectories in the
set.
The mean S1 populations and mean current state’s oscillator

strengths were fitted with the function

= + − −
−i

k
jjjjj

y
{
zzzzzf t N N N

t t
t

( ) ( )exp L

E
0 1 0

(7)

The lifetime is

τ = +t tL E (8)

and the margins of error for the sample average were computed
as

δτ τ= Z
Ntraj (9)

where Z is 1.96 for the 95% confidence interval and τ (the
exponential time constant) is also the standard deviation of the
distribution. Fitting the populations, N1 was fixed at 1. Fitting
oscillator strengths, tL and N0 were fixed at 0.
Structural analysis was done at the last step of each trajectory

and after 20 fs of (not necessarily consecutive) S0 dynamics. The
number η1 of hydrogen atoms bound to carbon C1 was
computed by counting the number of H atoms closer than 2 Å to
C1 and also closer to C1 than to C2. An equivalent definition
was applied to η2, the number of H atoms bound to C2.
Structures were classified as indicated in Table 1.

The proportion pi of each type of structure listed in Table 1 in
the trajectory ensemble was computed, and the margin of errors
for the sample proportion is

ε =
−

Z
p p

N

(1 )i i

traj (10)

As before, Z is 1.96 for the 95% confidence interval.
II.III. Conservation of Total Energy. In this section, I

review the standard way velocity is adjusted after hopping to
conserve the total energy. If a hopping event occurs from a state
L to a state J, through a potential energy gap ΔELJ = EJ − EL,
conservation of the total energy can be ensured by applying the
constraint that the variation of kinetic energy,ΔKLJ = KJ− KL, is
equal to the variation of potential energy

Δ =−ΔK ELJ LJ (11)

In practice, this constraint is imposed by changing the velocity
of the nucleus α as49

γ= +α α
α

αM
v v

uJ L
LJ

( ) ( )

(12)

Figure 1.Computed absorption spectrum of ethylene based on a 2400-
point nuclear ensemble. Initial conditions for dynamics were sampled
from the shaded area.

Table 1. Structure Definition According to the Number of
Hydrogen Atoms Bound to C1 (η1) and C2 (η2)

η1 η2 structure

2 2 ethylene
3 1 ethylidene
1 3
3 0 H dissociation
0 3
2 1
1 2
2 0 2H dissociation
0 2
1 1
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where uα is a vector indicating the direction along which the
change should be applied and Mα is the nuclear mass. With the
aid of eq 12, the kinetic energy variation should be

∑ ∑ γ γΔ ≡ − = +
α

α α
α

α αK M M a bv v
1
2

( )
1
2

( )LJ
J L

LJ LJ
( ) 2 ( ) 2 2

(13)

where

∑

∑
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·

≡ ·
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α α
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α α

a
M

b

u u

v u

1
2

( )L( )

(14)

If we replace eq 13 in 11, we obtain

γ γ+ + Δ =a b E 0LJ LJ LJ
2

(15)

which can be solved for γLJ. IfΔ ≡ b2− 4aΔELJ < 0, there are no
real solutions, and the hopping is frustrated. In the present
simulations, the momentum direction was not changed after
such a frustrated hopping. On the other hand, if Δ ≥ 0,

γ =

− + Δ − + Δ < − − Δ

− − Δ − + Δ ≥ − − Δ

l

m

ooooooo

n

ooooooo

b
a

if b b

b
a

if b b

2

2

LJ

(16)

Equation 16 is set to choose the minimum value of γLJ, thus
reducing the velocity-adjustment interference in the dynamics.
Alternatively, Polli, Weingart, and co-workers50,51 proposed to
choose the global sign of uα in such a way that this vector has a
positive overlap with vα

(L). With this choice, minimum
interference is achieved by selecting the second eq 16. In the
present work, I followed the former formulation, which is
implemented in Newton-X.
For the benchmark, I have run three sets of trajectories, each

one with the direction u defined as follows:

1. h-adjusted set: Velocity adjustment in the direction of the
nonadiabatic coupling vector hJL. This should be the
standard prescription for surface hopping whenever hJL is
available. In this case, uα = hJL,α, where hJL,α =⟨J|∇αL⟩. |L⟩
and |J⟩ are the electronic wave functions of the current (L)
and target (J) states.

2. p-adjusted set. Velocity adjustment in the direction of the
linear momentum p. This prescription is often used when
hJL is unknown. In this case, uα = pα, where pα = Mαvα.

3. g-adjusted set. Velocity adjustment in the direction of the
gradient difference vector gJL. The branching space
around a conical intersection is defined by hJL and gJL.

3

When hJL is unknown, gJL may be a good alternative for
velocity adjustment. In this case, uα = gJL,α, where gJL,α =
∇αEJ − ∇αEL.

III. RESULTS AND DISCUSSION
III.I. Ethylene Dynamics. MCSCF-based surface hopping

dynamics of ethylene has been discussed in detail before.39 The
results obtained here are equivalent to those in that previous
work, and I will just summarize the key points relevant to our
discussion of the velocity adjustment. In this subsection, I will
focus on the h-adjusted results, while in the next subsection, I
will compare them to the p- and g-adjusted ones.

Upon excitation into the 1ππ* (S1) state, the DC-FSSH/
MCSCF simulations predict that the depopulation of the S1
adiabatic state toward S0 follows an exponential decay pattern,
which starts 15 fs after the excitation, with an exponential time
constant of 99 fs. These values are obtained by fitting the mean
S1 population with eq 7. The fitting parameters are summarized
in Table 2. During the excited-state dynamics, the S2 state gets

about 20% of the population within the first 25 fs (Figure 2), but
it is quickly deactivated too. The S0 state is populated within 114
fs.

Time-resolved spectroscopy has shown that ethylene’s
internal conversion occurs in only 10−30 fs,52−56 making it
one of the fastest internal conversion processes known. This
time constant is much shorter than the 114 fs predicted by the
simulations. The reason for this discrepancy is that the
experimental time constant reflects diabatic features of the
excited states, as the probe process (usually) depends on
excited-state ionization or stimulated emission probabilities,
depending on the setup.31 Therefore, to estimate the diabatic-
state decay time constant, we can monitor the time evolution of
the current state’s oscillator-strength mean value (eq 6). This
quantity is plotted in Figure 3, and it decays exponentially with a
15 fs time constant (Table 2), in excellent agreement with the
experiments.

Table 2. Fitting Parameters (eq 7) of the Mean S1 Population
and Current State’s Mean Oscillator Strength for the Three
Sets of Trajectories

N1 N0 tL (fs) tE (fs) τ (fs)

Population
h set 1 0 15 99 114 ± 10
p set 1 0 14 106 120 ± 11
g set 1 0 14 116 130 ± 11

Osc. Strength
h set 0.44 0 0 15 15 ± 2
p set 0.42 0 0 17 17 ± 2
g set 0.42 0 0 17 17 ± 2
expt.52−57 10 − 30

Figure 2. Mean populations of the S0 (bottom), S1 (middle), and S2
(top) adiabatic states as a function of time for the three sets of
trajectories.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.1c00012
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

D

https://pubs.acs.org/doi/10.1021/acs.jctc.1c00012?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00012?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00012?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00012?fig=fig2&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.1c00012?rel=cite-as&ref=PDF&jav=VoR


The current state’s mean oscillator-strength evolution in
Figure 3 shows some damped oscillations with a period of
approximately 20 fs. Fast Fourier transform of this signal
revealed three frequencies, 500, 830, and 1300 cm−1 (±160
cm−1). These oscillations correspond to coherent classical
vibrational motions, which have also been observed in previous
wavepacket27 and surface hopping34,35 simulations. They have
been experimentally detected by Kosma and co-workers,56 who
reported frequencies of 631, 1113, and 1572 cm−1, and
Kobayashi et al.,57 who measured a revival in the photoelectron
intensity with an 18-fs period.
The energy gaps at the hopping time show a broad

distribution of values (Table 3). The S1 → S0 hoppings, for
example, are nearly exponentially distributed with a 0.65 eV
mean energy gap (Figure 4). The S2 → S1 hopping distribution
deviates from an exponential and peaks at 0.3 eV with a 0.39 eV
mean value. Hoppings may occur over some very large energy
gaps too. Themean value of the few S2→ S0 hoppings is 4.93 eV,
for instance. Such large gaps always correspond to the sample of
tiny random numbers in the stochastic hopping algorithm. For
instance, the 500 trajectories in the h-adjusted data set had eight
hoppings with anomalously large absolute energy gaps between
5 and 6 eV. They all occurred with probabilities smaller than 2 ×
10−6.
It may look surprising that the S1 → S2 and S1 → S0 hopping

counts in Table 3 differ between the three sets. This difference
arises from the fact that this count includes the first hopping and
occasional latter hoppings between the same states. For instance,

43% of trajectories in the h-adjusted data set undergo more than
one S1 → S2 hopping.
Compared to the total kinetic energy KL before hopping, the

distribution of energy gaps ΔELJ in Table 3 indicates that for a
molecule as small as ethylene, the velocity adjustment leads to a
considerable kinetic-energy change. For S1→ S0, S0→ S1, and S2
→ S1, |ΔELJ|/KL is distributed exponentially, with mean values of
0.30, 0.22, and 0.24, respectively (considering all trajectories in
the h-adjusted data set). For S1 → S2, the distribution peaks at
0.25 with a mean value of 0.29.
After returning to the ground state, ethylene transfers all

photon energy to the vibrational modes, and it tends to
dissociate. At the last step of the full trajectory ensemble, a third
of the population releases one H (31%) or two H (3%) atoms
(Table 4). Ethylidene isomer (CH3CH) is also a common
photoproduct (18%). Within the simulation time, ethylene is
still the most common structure, with 38% in the ground state
and 9% in the excited states.
Table 4 also reports the structural analysis after the system

remains for 20 fs in the ground state. Due to the large amount of
energy deposited in the ground-state vibrational modes,
ethylene also quickly reaches distorted geometries. When this
happens, the MCSCF calculation may either not converge or
radically change the active space, causing a total energy
discontinuity. Thus, many trajectories die before the maximum
termination time of 200 fs. For the h-adjusted set, 349
trajectories run in the ground state for 20 fs or longer.
Considering that 47 trajectories ended still in the excited state,
104 trajectories finished in S0 but without completing 20 fs there.
The structural distribution at 20 fs is qualitatively the same as at
the end of the trajectory. (Note that the 20-fs data do not
consider excited fragments in the fraction estimate.) Most of the
ground-state structures (43%) are CH2CH2. The amount of
ethylidene is 20%. Single and double H dissociations contribute
32 and 5% of the total, respectively.

III.II. Velocity-Adjustment Effect. The results of surface
hopping dynamics of ethylene adjusting the velocity in the p and
g directions yield the same picture as described in the previous
subsection, with the quantitative agreement within themargin of
errors computed for the 95% confidence interval, as we can
verify in Table 2 for time constants, Table 3 for hopping
distributions, and Table 4 for structural evolution.
Nevertheless, it seems that adjustment along p yields better

agreement with the reference h-adjusted set thanmaking it along
g. Note, for example, the adiabatic time constants in Table 2: the
p-adjusted value (120 ± 11 fs) compares much better to the h-
adjusted value (114± 10 fs) than the g-adjusted value (130± 11
fs).
To check quantitatively how good the agreement is between

two sets of trajectories, we can estimate the probability that they

Figure 3. Current state’s mean oscillator strength as a function of time
for the three trajectory sets.

Table 3. Number of Hoppings and Hopping Energy-Gap Absolute Mean Value and Standard Deviation for the Three Sets of
Trajectories

h set p set g set

count mean (eV) st. dev. (eV) count mean (eV) st. dev. (eV) count mean (eV) st. dev. (eV)

S2 → S1 259 0.39 0.28 252 0.43 0.32 255 0.41 0.32
S2 → S0 18 4.93 0.47 20 4.91 0.97 19 4.86 0.64
S1 → S2 281 0.63 0.43 285 0.62 0.42 277 0.62 0.44
S1 → S0 618 0.65 0.88 613 0.61 0.85 622 0.63 0.85
S0 → S2 2 2.12 0.29 6 1.88 0.19 5 1.88 0.14
S0 → S1 181 0.76 0.86 187 0.70 0.82 205 0.72 1.01
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will both yield overlapping results within the confidence interval
(Figure 5a). To do so, we proceed in the following way. First, we
determine the overlap interval [ωstart, ωend] between the same
observable x predicted by ensembles (1) and (2), comparing its
mean values μ and error bars ε

ω μ ε μ ε

ω μ ε μ ε

= [ − − ]

= [ + + ]

max ,

min ,

start

end

(1) (1) (2) (2)

(1) (1) (2) (2)
(17)

If ωend ≤ ωstart, the overlap is null.
The probability that the observable predictions in the two sets

fall in the overlap between the confidence interval is
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Solving these integrals results in

Figure 4. Probability distribution of potential energy gaps at the hopping times for the S2→ S1 (left) and S1→ S0 (right) transitions, for the three sets of
trajectories.

Table 4. Structural Analysis (%) of the Trajectories at the Last
Time Step and after Staying for 20 fs in S0

a

fragments (%) state h set p set g set

At the Last Step
CH2CH2 S2, S1 9 ± 3 12 ± 3 14 ± 3
CH2CH2 S0 38 ± 4 41 ± 4 42 ± 4
CH3CH S0 18 ± 3 15 ± 3 15 ± 3
C2H3 + H S0 31 ± 4 27 ± 4 26 ± 4
C2H2 + 2H S0 3 ± 1 3 ± 1 3 ± 1
Ntraj 500 500 500

After 20 fs in S0
CH2CH2 S0 43 ± 5 47 ± 5 46 ± 5
CH3CH S0 20 ± 3 21 ± 4 21 ± 4
C2H3 + H S0 32 ± 5 29 ± 5 29 ± 5
C2H2 + 2H S0 5 ± 2 4 ± 2 35 ± 2
Ntraj 349 326 316

aDissociation was considered with a 2 Å criterium.

Figure 5. (a) Illustration of an observable x ± ε predicted by two
trajectory sets (1) and (2). The shaded areas correspond to the
probabilities of this observable of falling within the overlap region
determined by the confidence interval. (b) Mean overlap score
Λ(1,2)over an ensemble of seven observables as a function of the number
of trajectories, comparing p- and g-adjusted sets to the h-adjusted set.
Λ(1,2) near unity means that the two sets yield statistically equivalent
results within a 95% confidence interval. Λ(1,2) near zero means that
results from the two sets do not match within the same interval.
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Naturally, Px
(1,2) = 0 if ωend ≤ ωstart. The maximum probability

occurs when both sets predict the same mean value and error
bars. In this case, Pmax

(1,2) = 0.95 × 0.95 = 0.9025. Thus, we can
introduce an overlap score for variable x, defined as λx≡Px(1,2)/
Pmax
(1,2). The mean overlap score over an ensemble of No

observables is

∑ λΛ =
N
1

o x
x

(1,2) (1,2)

(20)

Λ(1,2) is near one if the predictions of both sets significantly
overlap and zero if they do not.
Λ(1,2) was computed considering seven observables: the

adiabatic-population and oscillator-strength time constants in
Table 2 and the five structural channels calculated at the
trajectories’ last step given in Table 4. The results are 0.41 for the
p−h comparison and 0.23 for the g−h comparison (Figure 5b,
500 trajectories), confirming that the p-adjustment is superior to
the g-adjustment.
The dependence of Λ(1,2) on the number of trajectories in

each set can be estimated by supposing that the mean value
remains constant and the margin of error changes according to
ε ε= N500/N traj 500traj

, where ε500 is the margin of error for 500

trajectories.Λ(1,2) for a newNtraj can be recomputed by replacing
this margin of error in eqs 17 and 18.
Λ(1,2) as a function of the number of trajectories is shown in

Figure 5b. For a small ensemble of 100 trajectories, both p- and
g-adjusted sets have excellent overlaps with the reference h-
adjusted set. Due to the large margin of errors, it does not matter
how the adjustment is made. For 500 trajectories, the agreement
with the h set worsens for both p- and g-sets, but the p-adjusted
results are more reliable. For 1500 trajectories, p- and g-adjusted
results are both not very reliable.
To understand why the p-adjusted set generally does better

than the g-adjusted set when compared to the h-adjusted set, we
look at the projection of the p and gJL on hJL at the hopping time.
A large projection should reduce the error compared to a small
projection, as the adjustment is made in a direction closer to that
of hJL. Thus, for each SL→SJ hopping in the h set, the absolute
value of the projection of a vector q on hJL was computed as

=
·

P
qh

q h
qh

JL

JL (21)

where q is either p or gJL.
The area-normalized histograms for both projections

(corresponding to the probability distribution) at the S1 → S0
hoppings are shown in Figure 6. Pgh peaks at 0 with a 0.29 mean
projection, while Pph has a flat peak between 0.2 and 0.7 with a

0.41 mean. These distributions are qualitatively expected. The
hopping probability is proportional to v·h01,

4 which means that,
at the hopping time, the momentum should have a large
projection on h01. On the other hand, near the crossing seam, g01
tends to be orthogonal to h01,

58 yielding a distribution peaking at
zero.
The distributions in Figure 6 imply that the probability is

larger of having bigger projections of p on h01 than of g01 on h01.
However, momentum is better than the gradient difference
vector for hopping between S0 and S1 only. Vector gJL, in turn,
has bigger mean projections on hJL for hoppings between S1 and
S2 (Table 5). Nevertheless, because S1→S0 hoppings are by far

the most numerous (Table 3), the p-adjusted set works better
than the g-adjusted set, helping to understand why the overlap
score is bigger for p.
Following the same logic, we can estimate how well other

vectors available during the dynamics would do for adjusting
velocity after hopping. In addition to p and gJL, I considered the
following q vectors: the nuclear velocity (v), the potential energy
gradients of each state (gL and gJ), and the angular momentum
in relation to the center of mass (L). The mean value and
standard deviation for the collection of Pqh values for all of these
vectors are given in Table 5. p, v, and gJL have bigger projections
over all types of hoppings (0.4 overall average), while gL, gJ, and

Figure 6. Probability distribution of p and g01 projections on h01 at the
S1 → S0 hopping time for the h-adjusted set.

Table 5. Mean Values (and Standard Deviations) of the Pqh
Projections of Linear Momentum (p), Nuclear Velocity (v),
Energy Gradient Difference (gJL), Energy Gradient of the
Current State SL (gL), Energy Gradient of the Target State SJ
(gJ), and Angular Momentum (L) on the Nonadiabatic
Coupling Vector hJL at the SL → SJ Hopping Time for the h-
Adjusted Set

vector S1 → S0 S2 → S1 S0 → S1 S1 → S2 all hops

hJL 1 1 1 1 1
p 0.41 (0.22) 0.34 (0.20) 0.42 (0.23) 0.41 (0.25) 0.40 (0.23)
v 0.32 (0.17) 0.41 (0.26) 0.23 (0.11) 0.47 (0.25) 0.36 (0.22)
gJL 0.29 (0.21) 0.45 (0.25) 0.24 (0.17) 0.48 (0.27) 0.36 (0.25)
gL 0.28 (0.20) 0.14 (0.11) 0.19 (0.14) 0.21 (0.13) 0.23 (0.17)
gJ 0.27 (0.20) 0.19 (0.16) 0.21 (0.15) 0.17 (0.16) 0.22 (0.18)
L 0.19 (0.14) 0.16 (0.12) 0.22 (0.14) 0.14 (0.12) 0.19 (0.15)
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L have the smallest (0.2 overall average). Thus, only the first
three vectors should be considered for alternative velocity
adjustment.

IV. CONCLUSIONS

Trajectory-independent surface hopping algorithms require
velocity adjustment after hopping to enforce total energy
conservation. Semiclassical analysis shows that this adjustment
must be made in the direction of the nonadiabatic coupling
vector h. Nevertheless, the emergence of diverse surface
hopping algorithms not requiring explicit h calculations has
led to the popularization of adjustment in alternative directions,
the most common being the directions of either the linear
momentum p or velocity v. In this paper, I benchmarked
ethylene’s nonadiabatic dynamics based on decoherence-
corrected fewest-switches surface hopping, with velocity adjust-
ment in h, p, and g (gradient difference) vectors.
Ethylene was chosen for this benchmark due to its ultrafast

and well-known nonadiabatic dynamics. Moreover, ethylene’s
intersection seam is a prototype for that of many larger organic
molecules, ensuring some transferability of the conclusions.
Given ethylene’s small size, any effect of the velocity-adjustment
direction must be amplified by the limited number of degrees of
freedom. Thus, the results reported in this paper should be
considered an upper limit of this effect on dynamics.
The results show that both the excited-state dynamics and the

ground-state structural evolution are the same for all three
approaches. Answering the question on whether the velocity-
adjustment direction affects surface hopping dynamics,
statistical analysis using an overlap score showed that for small
trajectory ensembles (100 trajectories), the results are
quantitatively equivalent within the margin of error for the
95% confidence level. For medium-sized ensembles (500
trajectories), p-adjusted dynamics gives still acceptable results,
while g-adjusted already shows larger variations in relation to the
h-adjusted reference data. For large ensembles (> 1000
trajectories), both p- and g-adjusted sets show significant
differences from the h-adjusted set.
The reason for the relatively good performance of p and, to a

minor extent, g directions is connected to how much these
directions are parallel to h at the hopping time. Beyond p and g,
the nuclear velocity vmay also provide an appropriate direction
for velocity adjustment. On the other hand, single-state
gradients and angular momentum directions have too little
projection on h to be useful for adjustment.
This benchmark is limited to a single molecule and a single

surface hopping variant. Given the prototypical role of ethylene
and the successful adoption of DC-FSSH, the conclusions
outlined above should be useful to inform on the maximum
errors to expect when choosing a particular adjustment direction
for surface hopping dynamics of other molecular systems.
Moreover, I have defined clear protocols for the statistical
analysis, including introducing the Λ(1,2) score to compare
different data sets, and made all raw data readily available.48

Thus, extensions of this benchmark toward other molecule types
and methods may be seamlessly executed.
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