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Abstract

An injective k-edge-coloring of a graph G is an assignment of colors, i.e. integers in {1,...,k}, to
the edges of GG such that any two edges each incident with one distinct endpoint of a third edge, receive
distinct colors. The problem of determining whether such a k-coloring exists is called INJECTIVE k-
EDGE-COLORING. We show that INJECTIVE 3-EDGE-COLORING is NP-complete, even for triangle-free
cubic graphs, planar subcubic graphs of arbitrarily large girth, and planar bipartite subcubic graphs
of girth 6. INJECTIVE 4-EDGE-COLORING remains NP-complete for cubic graphs. For any k > 45,
we show that INJECTIVE k-EDGE-COLORING remains NP-complete even for graphs of maximum degree
at most 5v/3k. In contrast with these negative results, we show that INJECTIVE k-EDGE-COLORING
is linear-time solvable on graphs of bounded treewidth. Moreover, we show that all planar bipartite
subcubic graphs of girth at least 16 are injectively 3-edge-colorable. In addition, any graph of maximum
degree at most \/k/2 is injectively k-edge-colorable.

1 Introduction

We study the algorithmic complexity of the injective edge-coloring problem. Our aim is to determine
restricted graph classes where the problem is NP-hard, while in contrast, designing algorithms for other
graph classes. An injective k-edge-coloring of a graph G = (V(G), E(G)) is an assignment of colors, i.e.
integers in {1,..., k}, to the edges of G in such a way that two edges that are each incident with one distinct
endpoint of a third edge, receive distinct colors. In other words, for any 3-edge path of G (possibly forming
a triangle), the first and last edge of the path receive distinct colors. The injective chromatic index of G,
denoted x%(G), is the least integer k for which G admits an injective k-edge-coloring.

This concept was recently introduced in [4], where it is studied for some classes of graphs, and proved
to be NP-complete. Bounds on the injective chromatic index of planar graphs, graphs of given maximum
degree, and other important graph classes, have been recently determined in [I}, B [7, [14], 16]. In particular, as
mentioned in [7], it follows from [I] that all planar graphs are injectively 30-edge-colorable, while outerplanar
graphs are injectively 9-edge-colorable [7]. It is also proved in [I4] that subcubic graphs are injectively
T-edge-colorable, while subcubic bipartite graphs [7] and subcubic planar graphs [14] are injectively 6-edge-
colorable. Moreover all subcubic planar bipartite graphs are injectively 4-edge-colorable [14].

Note that in [1], this notion is studied as the induced star arboricity of a graph, that is, the smallest
number of star forests into which the edges of the graph can be partitioned: this is an equivalent way to
interpret injective edge-coloring (see [7]). The concept of an injective edge-coloring is the natural edge-
version of the notion of an injective vertex-coloring, introduced in [10] and well-studied since then.

Another closely related notion is the one of strong edge-coloring of a graph G, introduced in [§] and
well-studied since then, especially in view of a celebrated conjecture by Erdds and Nesetfil [6]. In this
type of coloring, edges that are the endpoints of a same 3-edge path or 2-edge path must receive distinct
colors. The strong chromatic index x.(G) of a graph G is the least integer k for which G admits a strong
edge-coloring with & colors. It follows from the definitions that for any graph G, x}(G) < x%(G) holds.

The algorithmic complexity of determining the strong chromatic index of a graph is well-studied, see for
example [12] for a classic reference, and [5}, 11] for more recent ones. In this paper, we wish to undertake
similar types of studies for the injective chromatic index. The problem at hand is formally defined as follows.
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INJECTIVE k-EDGE-COLORING
Instance: A graph G.
Question: Does G admit an injective k-edge-coloring?

INJECTIVE k-EDGE-COLORING was proved NP-complete (for every fixed k > 3) in [4], with no particular
restriction on the inputs. We strengthen this as follows.

Theorem 1 The two following are NP-Complete:
1. INJECTIVE 3-EDGE-COLORING, even for triangle-free cubic graphs, and

2. INJECTIVE 4-EDGE-COLORING, even for cubic graphs.

Answering a question from [4] about the complexity of INJECTIVE k-EDGE-COLORING for planar graphs,
we also study restricted subclasses of planar graphs.

Theorem 2 Let g > 3. INJECTIVE 3-EDGE-COLORING is NP-Complete even for:
1. planar subcubic graphs with girth at least g,

2. planar bipartite subcubic graphs of girth 6.

The two items in Theorem [2| cannot be combined, because we can prove the following (note that all
planar bipartite subcubic graphs are injectively 4-edge-colorable [14]).

Theorem 3 FEvery planar bipartite subcubic graph of girth at least 16 is injectively 3-edge-colorable.

We also obtain the following positive result (tw(G) denotes the treewidth of G).

Theorem 4 For every graph G of order n and every positive integer k, there exists a 20(k-tw(G)*) y_time
algorithm that solves INJECTIVE k-EDGE-COLORING.

It is proved in [I] that x}(G) < 3("{%)), and so using the above algorithm, one can determine the

injective chromatic index of a graph of order n in time 20(tw(@) ),

Contrasting with our hardness results for planar graphs, Theorem {4 implies that INJECTIVE k-EDGE-
COLORING can be solved in polynomial-time on subclasses of planar graphs: Kj-minor-free graphs (i.e.
graphs of treewidth 2), and thus, on outerplanar graphs.

In [4], Cardoso et al. use a reduction on graphs having their maximum degree linear in the number of
colors. We improve it with the following result.

Theorem 5 For every integer k > 45, INJECTIVE k-EDGE-COLORING is NP-Complete even for graphs
with mazimum degree at most 5v/ 3k.

The bound of Theorem [5]is tight up to a constant factor: by a standard maximum degree argument of
a conflict graph, every graph with maximum degree at most 1/k/2 is injectively k-edge-colorable. (Indeed,
for every edge e of a graph G, there are at most 2(A(G) — 1)? edges which cannot have the same color as
e, where A(G) is the maximum degree of G.)

2 Proof of Theorem [1]

For these two problems, we reduce from 3-EDGE-COLORING, which is NP-Complete even for cubic
graphs [12]. (Recall that a proper edge-coloring is an edge-coloring for which edges that are incident
to a same vertex receive different colors.)

3-EDGE-COLORING
Instance: A cubic graph G.
Question: Does G admit a proper 3-edge-coloring?



2.1 Proof of Theorem 1/l

Proof. Let G be the input cubic graph. We will proceed in two steps: first, we create a triangle-free
subcubic graph G’ which has an injective 3-edge-coloring if and only if G is properly 3-edge-colorable. Then
we describe how to make the graph cubic.

We create the graph G’ from G by removing all the edges of G. For each edge uv of G, we create a copy
of a gadget E,, (see Figure [I{a) for an illustration) and connect it to u and v as follows. We add eight
new vertices Wyy, Zuv, Quvs Duvs Cuvs Quvs €up and fu,. We create the following edges wwyy,, YWy, Wy Zuw,
ZuvAuw zuvbuva Ay Cyv buvcuva auvduva buveuvy Cuvfuv; duvfuv and euvfuv-

Claim 6 E,, is injectively 3-edge-colorable, and for every walid edge-coloring v of E.,, Y(uwy,) =
YWwWyy) = Y(Wypzuy). Moreover, for any choice of the same color for these three edges, we can extend
the coloring to an injective 3-edge-coloring of F,-

Proof. Let us injectively 3-edge-color E,,. W.l.o.g., we can assume that d,, fy, is colored 1, by, cyy i8S
colored 2 and a2y, is colored 3. We deduce that by,ey, is colored 2, cyq fuy 18 colored 1, ay,d,, and
Ay Cyp are colored 3, by, 2y iS colored 2 and ey, fuo is colored 1. Hence wtwy,, Wy, and Wy, 2y, must all
be colored 1.

Now, given one same color for these three edges, one can color the rest of the gadget, for example using
the previously constructed coloring. |

If G has a proper 3-edge-coloring ~y, we injectively 3-edge-color G’ by assigning to uwy.,, YWy, and Wy, zyy
in G’ the color y(uv); then we extend the coloring to each E,, using Claim [6]

Conversely, if G’ has an injective 3-edge-coloring, then we color an edge uv of G with the color of the
edge uwy, (or vwy,) of G'. This coloring is proper since Claim |§| insures that uww,, and vw,, have the same
color. Indeed if uz is an edge adjacent to wv, then ww,, and zw,, have different colors.

We now show how to make the construction cubic. We create the cubic graph G” as follows. First, take
three disjoint copies G1, G2 and G5 of G’. To differentiate the vertices of each copy, we add an exponent
to the name of the vertex corresponding to the number of the copy. For example, vertex w,, of G will
be noted w}, . For each edge uv of G, connect Gi, G2 and G5 via K; 3 with vertex classes {ry,} and
{Suvs Puvs Quo + as follows. The vertex s,, (resp. puy, resp. quy) is adjacent to d>, (resp. d.,, resp. d2,), e,
(resp. e2,, resp. el ) and r,, (see Figure b)) The graph G” is simply the graph where the edge gadget
is represented in Figure (1] and for each u € V(G), the three copies of u® for i € {1,2, 3} are identified.

As G is cubic, G” is triangle-free and cubic. Note that if G’ admits an injective 3-edge-coloring, then
in particular G’ also admits an injective 3-edge-coloring and thus by our previous arguments, G is properly
3-edge-colorable.

If G is properly 3-edge-colorable, then we fix such a coloring v : E(G) — {1,2,3}. For i € {1,2,3},
we color the edges incident with w?, with the color y(uv) + i, where the colors are considered to be taken
modulo 3 (considering 0 = 3). Then it suffices to extend the obtained coloring to each edge gadget (see

Figure . U

2.2 Proof of Theorem 112

Proof. Let G be the input graph. For each vertex u of G, we replace it by the following vertex gadget S,
(see Figure [2). The gadget S, is made of a 9-cycle zfz} ... x% and three other vertices y* (i € {0,3,6})
that will be connected to the rest of the graph. We add the edges z{2§, 25}, z¥z¥, xys, v4ys and xgyg.
For any edge-coloring v of S,, we note C}*(v) = {v(z¥a¥,,),v(z¥z? )} where i € {0,3,6} and where the
indices are taken modulo 9.

Claim 7 For every injective 4-edge-coloring v of S, and for every i € {0,3,6}, the color y(z¥y}) belongs
to the set C¥ (). Moreover, C{(y) U CY¥(y) U C¢(v) = {1,2,3,4} and there exists a color a € {1,2,3,4}
such that for all i € {0,3,6}, a € C¥(v).

Furthermore, for any choice of color for xiyy, T4y, zdyy and sets of colors C*(v), i € {0, 3,6} verifying
the previous necessary conditions, there exists an injective 4-edge-coloring v of S, matching those choices.

Proof. Let us try to construct an injective 4-edge-coloring v of S,. Up to permuting the colors, we assume
that y(z§zy) = 1, y(zgx¥) = 2 and y(z¥z}) = 3. Note that zhz} and x¥z¥ cannot both be colored 4,
w.l.o.g. assume that y(z¥zy) # 4. Hence y(z4zy) = 2 and y(z424) = 4. Remark that y(z¥zy) # 2.
Moreover xfz¥ and xgz¥ can only receive colors 1 or 4 and they must receive different colors. Hence



1 2 l 1
t &5
= w’ ‘w‘

—
D

?
b

(a) Edge gadget E,, with an injective 3-edge-coloring. (b) Connecting three copies of Fy, in the construction

of G”, along with an injective 3-edge-coloring.

Figure 1: Edge gadgets used in the proof of Theorem

v(xpzy) =3, y(afay) =1, y(z¥z¥) = 4 and y(zgz¥) = 1. Now there are two ways to complete the coloring
of Sy, either y(zizy) = 4, y(zfa¥) = 3 and vy(z¥zy) = 2 or, y(atal) = 3, v(z{z¥) = 2 and y(z¥zy) = 4.
In both cases all properties of the first part of the claim hold (with a = 1).

Finally, note that the second of the two previous coloring options allows us to color z¥y¥, i € {0, 3,6}
with any color among those of z{'z{ ; and zjz} |, and to complete the coloring. [

For every edge uv of G, we construct the following edge gadget E,, (see Figure [2)). First, choose y¥
(resp. y;) of degree 1 among the vertices of S,, (resp. S,). Create two new adjacent vertices wy, and zy,
such that yfwuvy;’zuv is a 4-cycle.

Claim 8 For every injective 4-edge-coloring v of G and every edge gadget E., connecting y;' and yJ (i,j €
{0,3,6}), we have Ci(v) = C (7).

Furthermore, any injective 4-edge-coloring v of Sy and S, such that C}(y) = Cj(vy) and ~(z}y}') =
'y(a:;’y;’) can be extended to an injective 4-edge-coloring of S, U Ey, U S,,.

Proof. Suppose, w.l.o.g. by Claim [7} that zjz},, is colored 1, xj'z} ;| is colored 2 and zjy;* is colored 1.
Now w.l.o.g., y;jwy, is colored 3 and y;‘z,, is colored 4. This implies that w2y, is colored 2, y}’ww is
colored 3, y z,, is colored 4, y7x} is colored 1 and C¥(v) = {1,2}.

The second part of the claim is proved by taking the previous coloring and extending it using the second
part of Claim [7] [ |

Let G’ be the cubic graph constructed from G by the above process. By Claim [8] if uv is an edge
connecting y;* and y7 then for any injective coloring v of G', Cj(y) = Cj(y) = {a,b} for some a and b.
Hence this set somehow characterizes the edge gadget E,,, we say that E,, is colored by {a,b}.

Suppose that there exists an injective 4-edge-coloring v of G’. For each edge uv of G, we color uv
depending on the coloring of E,,. When E,, is colored {1,2} or {3,4} (resp. {1,3} or {2,4}, resp. {1,4} or
{2,3}) then we color uv by color 1 (resp. 2, resp. 3). We argue that this edge-coloring, noted ~, is proper.
Indeed suppose it is not, then for some vertex u, w.l.o.g., uv and uw are both colored 1. This means that
the coloring of G’ is such that C}'(y) = C}'(y) or C}(y) N C¥(vy) = @ for i # j and i,j € {0,3,6}. This
contradicts Claim [7] Hence we get a proper 3-edge-coloring of G.

Conversely, suppose that there exists a proper 3-edge-coloring of G. In G’, we color each edge of the
form z¥y¥ by 1. If an edge uv of G is colored 1 (resp. 2, resp. 3) then we assign the color {1,2} (resp.



Figure 2: Two vertex gadgets S, and S, corresponding to the vertices v and v of a graph G, connected by
an edge gadget corresponding to the edge uv of G.

{1,3}, resp. {1,4}) to E,,. By Claim [7] this coloring can be extended to an injective 4-edge-coloring of
each Sy, u € V(G). By Claim [8] this injective 4-edge-coloring can be extended to each edge gadget to color
the whole graph. g

3 Proof of Theorem 2

We will reduce from the following problem:

PLANAR 3-VERTEX-COLORING
Instance: A planar graph G with maximum degree 4.
Question: Does G admit a proper 3-vertex-coloring?

This problem was proven to be NP-Complete in [9]. Let G be a planar graph with maximum degree 4.

3.1 Proof of Theorem [2.1

Proof. Recall that we want to construct a graph G’ with girth at least g.

For each vertex u € V(G), we construct a vertex gadget S, as follows (see Figure [3)). First create a
cycle z{24 ...z} where £ > g and ¢ is an odd multiple of 3. To each z} add a single pendant neighbor y;* of
degree 1. To the vertex yj, add two non-adjacent neighbors w* and z*. Create four more vertices af, by,
c} and df. The vertex w" is adjacent to af and b} while z* is adjacent to ¢} and d}. Now construct a path
atay ...aq of length g and add to each a; for i < g—1 a pendant vertex of degree 1 called ai. Similarly we
create the vertices bY ... by, b1 ... bt 1, cf ...y, ci* .. cyty and df ... dy,dy" ... dyt . Finally add a vertex
a (resp. %, resp. 7", resp. 6*) adjacent to a; (resp. by, resp. cy, resp. dy).

Claim 9 For any injective 3-edge-coloring p of Su, p(aga™) = p(byB*) = p(cyy*) = p(dyé*). We call this
color p(S,). Moreover, for any choice of a color p(S.,), there exists an injective 3-edge-coloring p with these
properties.

U, U

Proof. Suppose that there exists i € {1,...,¢} such that the property P(i) := “p(xj'z}, ) = p(zjy;') #
p(a¥x¥ ;)" holds (the indices are taken modulo ¢, considering 0 = ¢). Then P(3) holds for all i € {1,...,¢}.
Indeed, take such an i, then p(zl  a¥, ;) = p(x¥, 1y, ) is the color {1,2,3}\ {p(zty), p(ztz?_ ;) }. Hence
the property holds for ¢ + 1, by induction it holds for every i. Note that the same can be said for the
property P'(i) = “p(zizi ) = p(xiyi') # p(xiz} ). Also note that if p(zi'z} ;) = p(xjix}, ) # p(ziyi)
then we have P(i + 1) which is a contradiction because we do not have P(i).

Suppose now that for all 4, neither P () nor P’(¢) holds. This means that the edges incident to a vertex
xf are either of the same color, or of three distinct colors. If they have the same color, then the edges
incident with !, ; have three distinct colors, the ones incident to z}', , have the same color, and so on. This
would imply that the cycle ...z} is even, which is a contradiction. Moreover, if the edges incident to
xj have three distinct colors, then the edges incident to x},; (or x}" ;) would all have the same color, and
therefore no injective 3-edge-coloring would be possible.



Figure 3: Vertex gadget S, for planar subcubic graphs with girth at least g (in this example ¢ = 4 and
£=9).

Thus, w.l.o.g. we can suppose that p(z}z%) = p(zfy}) = 1 and p(ztz}) = 3. By extending the coloring
to the rest of S,, we can infer that p(yjw™) = p(yiz*) = 2, p(w™a}) = p(w*by) = 3 and p(z¥c}) =
p(z*dY) = 3. By the same reasoning, we can see that all the edges of S, (ignoring the edges involving one
of the vertices =) have only one possible color which depends only on their distance to g} and in particular
plaga™) = p(bgB") = p(cgy™) = p(dgd").

Conversely, S, admits a coloring (see Figure 3| for an example). To choose a coloring of S, having the
desired color p(S,,), it suffices to permute the colors in the previous coloring. [ |

To finish the construction, for any edge uv € F(G), we add an edge ¢*’ to G’ between a vertex among
{a*, 8", ~*,0%} and a vertex among {a?, 5Y,~",d”} such that the planarity of G’ is preserved. This can
be done by cyclically ordering the vertices of {a*, 8*,~*,d"*} according to a planar embedding of G, and
adding the edge e"¥ between the right pair of vertices.

Note that G’ is planar, subcubic with girth at least g.

Suppose that G’ admits an injective 3-edge-coloring p. Assign to the vertex u of G the color p(S,).
Take two adjacent vertices u and v of G. The edge ¢“¥ in G’ is an edge between two vertices, one of S,
and one of S,: w.lo.g. say "’ = a"“a". This implies that aja and aga” receive different colors and thus
p(Sw) # p(Sy,). Hence this coloring of G is a proper 3-vertex-coloring.

Conversely, suppose that G admits a proper 3-vertex-coloring. Let p be a partial edge-coloring of G’
with no colored edges. We choose the color p(S,) to be the color of w in G (and we color the appropriate
edges of G'). By Claim [0} we can extend p to each gadget S,. Note that by the choice of p(S,), there is
no conflict between edges of S, and S, when u and v are adjacent in G. It is left to color the edges of the
form e“?. By construction, there are only two edges at distance 2 of e (and this edge does not belong to
a triangle). Hence there is at least one remaining color for ¢*¥. After coloring theses edges, p is an injective
3-edge-coloring of G'. O

3.2 Proof of Theorem 2.2

Proof. In order to prove this result, we will modify the previous construction to make it bipartite (the
girth condition will be lost).

First we modify S, (see Figure . Create the following gadget H. Start with a complete graph on four
vertices x1,...,%4. For each edge x;x;, create a vertex x;; adjacent to both x; and z; and remove the edge
z;x;. To each of these vertices of degree 2, add a pendant edge, with y;; the vertex of degree 1 adjacent to
Lij-
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We claim that in every injective 3-edge-coloring v of H, for any ¢ # j, the vertex z;; is incident to only
one color. Suppose it is not the case, then there must exist an injective 3-edge-coloring v for which we
have one of z1229 and z12x; colored differently from z12y12, say w.l.o.g. y(z1221) = 1 and vy(z12y12) = 2.
We deduce that v(xoxa3) = y(z2x24) = 3, y(z1424) = y(23213) = 2, y(z3234) = 1, and there is no color
available for x23y23, a contradiction.

Now, take two disjoint copies of H named Hj' and Hy. Add an edge between the two vertices yi5 ; and
Yia o and add the edge yiy 137 where yi' is a new vertex. Now repeat the construction process of S, for
g = 6 for example, as described in the previous section by starting at the step where the vertices w* and z*
are added. As we observed, the edges incident to vertex xYyq of Hy' (vesp. x5 of Hy') have the same color
in any injective 3-edge-coloring p. Hence, p(yis 19is2) = p(y12 1W1) # p(rty 19is ;). Note that this graph
also admits an injective 3-edge-coloring (see Flgure ' We are in the same conﬁguratlon as in the proof of
Theorem [2}1. Thus Claim [9] also holds for this gadget S,. Note that this gadget is bipartite.

The edge gadget does not change, it is still the edge ¢“’. We need to be careful with the bipartiteness
of the constructed graph. To ensure that the constructed graph is bipartite, it suffices that all vertices y{',
u € V(G), belong to the same part of the bipartition. To that end, if there is a path of odd length between
yi and yl, then w.l.o.g. this path is yl af...aga"a’ag...ajyy. If we increase the length of a sequence
aj ...ay in S, by 3 (and also adding ay’, ;’fH and ag’,,), then this path now has even length. With this
trlck we can ensure the bipartiteness of the constructed graph G’ as well as keeping Claim [9] true in this
new setting.

Hence, as before, G admits a proper vertex-3-coloring if and only if G’ admits an injective 3-edge-coloring.
O

4 Proof of Theorem [3

Proof. Let G be a planar bipartite subcubic graph with girth at least 16. Let A and B be the two parts
of the bipartition of G. We construct the graph G 4 as follows: for each u € A, we create a vertex u in G 4.
For each pair of vertices u, v of A which are at distance 2, we add an edge between u and v in G4. As G is
subcubic, a planar embedding of G also serves as a planar embedding of G 4, where the edges of G 4 follow
their corresponding path of length 2 in G. Hence, G 4 is a planar graph with maximum degree at most 6.
Note that, by the girth condition on G, G4 does not have any k-cycle, for all k£ with 4 < k < 7. Then, by
the main result from [2], the graph G 4 admits a vertex-3-coloring ~.

We now color G as follows: each edge uv of G, where u € A and v € B, is colored by the color v(u) in
G 4. We claim that this is an injective 3-edge-coloring of G. Indeed, take any path uvwz of G. W.l.o.g.,
assume u,w € A and v,z € B. By construction, uw € E(G,4) and thus wv and wz receive different colors.
a



5 Proof of Theorem [4]

Proof. We give an fixed-parameter tractable (FPT) algorithm parameterized by the treewidth tw(G) of our
input graph G. We use a nice tree decomposition (see [13]) of the input graph for our dynamic programming
algorithm. Nice tree decompositions are a well-known tool for designing algorithms on graphs of bounded
treewidth using dynamic programming. In our notation, the set of vertices of the graph associated to a
node v of the tree, its bag, is denoted X,,.

A nice tree decomposition of a graph is a tree decomposition, rooted at a node Root, with the following
types of nodes. A join node has exactly two children, with the same bags as their parent join node. An
introduce node has a unique child and contains exactly one more vertex in its bag than its child’s bag. A
forget node also has a unique child, but the forget node’s bag has exactly one less vertex than its child’s
bag. A leaf node is a leaf of the tree and contains no vertices. We call G<, the subgraph of G induced by
the subtree of the decomposition rooted at v and G, the subgraph of G induced by X,. We note Ny (u) for
the neighborhood of a vertex u in a subgraph H of G.

We define the following set associated with a node v:

To={t1: Xo = P({1,2,...,k})?} x {t2: E(Gy) = {1,2,...,k}},

where P(X) is the power set of X. For T € T, with T = (¢1, t2), to simplify notation, we note T'[u] for 1 (u)
when u € X, and T'[e] = t2(e) when e € F(G,). For a vertex u € X,, we also note 4, and B, the two sets
such that T'[u] = t1(u) = (Ay, Bu).

The set V,;(v) is the subset of T, such that T" € V,;(v) if and only if there exists an injective k-edge-
coloring v of G<, such that:

1. for all u € X, A, = {v(uw), w € V(G<y) \ Xu}, i.e. A, is the set of colors of the edges of G<, (not
in G,) incident with w,

2. for all u € X,, By = {7(2w), 2w € E(G<,) \ E(Gy) and z € Ng_, (u)}, i.e. B, is the set of colors of
the edges of G<, (not in G,) at distance 2 of u (or contained in a triangle containing u),

3. for all e € E(G,), T[e] is the color ~(e).

In this case we say that v is associated with T. Note that for each injective k-edge-coloring of G<,, there
exists an associated T € T, and hence, T' € V,;(v). The set V,;(v) is thus the set of T' € T, associated with
an injective k-edge-coloring of G<,.

Note that V,;(Root) # 0 if and only if there exists an injective k-edge-coloring of G. We will compute
Vai(Root) with a dynamic programing algorithm. Also note that || < 20(kw(G)*),

First suppose that v is a leaf node. Then V,;(v) =T, = {(0,0)}.

Suppose that v is a forget node where v’ is its child node such that X, U {a} = X,». Let T € T,
T € Vu(v) if and only if there exists an associated coloring v of G<,. This coloring v is also a coloring of
G<, and thus is associated to a 77 € V,;(v'). In this case, since T and 7" share the same coloring vy, we
have the following constraints on 7" and T":

e for all e € E(G,), Tle] =T'[e] = ~(e),

e for all w € X, such that au € E(Gy), A, = A, U {T[au]} and B, = B, U
{T[aw],w € X, N Ng(a),w # u} where T[u] = (A, By) and T'[u] = (A, B.,),

e for all u € X, such that au ¢ E(G,), A, = A, and B, = B, U {T]aw],w € X, N Ng(u) N Ng(a)}
where T'[u] = (A, By,) and T'[u] = (A, B),).

The last two constraints reflect the fact that A, and B, must be updated after the removal of a. The only
new colors that can be added to these sets come from edges incident with a. There are multiple cases,
depending on whether u and a are adjacent or not, determining which colors of edges need to be added to
these sets.

Hence, for all T' € V4 (v), it suffices to check whether there exists a 77 € V,;(v’) for which the previous
conditions are verified. This can be done in time QO(k'tw(G)g), as T is uniquely determined by 7" in the
above constraints.



Suppose that v is an introduce node where v’ is its child node such that X, = X,» U {a}. Let T € Ty,
T € V4 (v) if and only if there exists an associated coloring v of G<,. This coloring + is also a coloring of
G<. and thus is associated to a T” € V,;(v'). In other words T is associated to a coloring v obtained by
extending a coloring 4 associated to some T" € V,;(v'). Thus T € Vy(v'), we have the following constraints
on T and T”, in order to ensure that v is the extension of ~':

o for all e € E(Gy ), Tle] = T'[e],

o for all u € X, T[u] = T'[u],

e for T'[a] = (Aa, Ba), Ao =0 and Ba = U,ex, waer(c,) Aus
e the coloring of X, is an injective k-edge-coloring,

e for all ua € E(G,), Tlual € BuUU,ex, wruwacrc,) Au-

The first two constraints correspond to the fact that v is an extension of 7'. As a is a new vertex, A, = 0)
and the only colors in B, can be obtained by edges incident with some vertex u € X, itself adjacent to
a, hence the third constraint. The last two constraints correspond to the fact that the coloring of the new
edges around a cannot be in conflict with edges already colored. The fourth constraint checks that no such
conflict arises in X, and the fifth constraint ensures that for each new edge wa the color T[ua] does not
appear around an edge at distance 2 from a or u. For each T, there are at most 2/“(%) possible candidates
to be added to V4 (v). Hence 20(k-1w(@)?) time is sufficient to compute Vai(v) from Vg (v').

Suppose that v is a join node where v; and vy are its children nodes such that X, = X,,, = X,,. Let
T €Ty, T € Vg (v) if and only if there exists an associated coloring v of G<,. As both G<,, and G<,, are
subgraphs of G<,, 7y is also a coloring of G<,, (i € {1,2}) and thus is associated to a T; € Vg (v;). In this
case, since T', T7 and T3 share the same coloring 7, we have the following constraints on T, 77 and T5:

e for all e € E(G,), Tle] = Ti[e] = Ta[e],
o forallu e X,, A, = AL U A2 and B, = B! U B2 where T;[u] = (A%, B.) for i € {1,2},
e for all wvw € E(G,), A, N A, =0.

The last constraint corresponds to the fact that the coloring is an injective k-edge-coloring (i.e. with no
conflicts between the two subtrees). Given T7 € V,;(v1) and T € V4 (v2), T is uniquely determined by the
above constraints. Hence it suffices to try all the pairs of 77,75 and when the obtained set T verifies all
conditions, we can add it to Vg (v). This can be done in time (20(k1w(G)*))2 = 90(k-tw(G)*) O

6 Proof of Theorem [5

Proof. We reduce from k-EDGE-COLORING, proven to be NP-Complete even for k-regular graphs in [15].

k-EDGE-COLORING
Instance: A k-regular graph G.
Question: Does G admit a proper k-edge-coloring?

We choose p to be the largest integer such that k = (g) + 7 (and thus r < p) and recall that k& > 45.
Moreover we set £ = 2p.

Let G be the input k-regular graph. For uv € E(G), we define the edge gadget F,, as follows (see
Figure . First create the following vertices a"”, b"", z1", ..., xp%5, ", d"", ", yi", ..., y"", s1",

.., s47. The vertices si¥ have degree 1 in E,, and will be connected to the rest of the graph. The
vertices {xi“ﬂ coxpls atty b“%c“”} form a clique; this is also the case for {xll“’, coxplsatt b“”,d“”}
and {y},...,y%",d"}. The vertex e’ is adjacent to ¢V, d*¥, %, ..., zpls, 817, ..., sy . In the case
where r =0, i.e. k= (g), we delete d“?.

Let u be a vertex of G with vy,...,v; its neighbors. We construct the vertex gadget S, from k x ¢
vertices vi,1,...,v1,¢,V2,1,- .,V and successively consider pairs v;, v; of neighbors. For each pair, we add
an edge between one of v; 1,...,v;, of minimum degree and one of vj 1,...,v;, with minimum degree. By
zzdding edges one by one in this way, we ensure that the maximum degree of the vertices of 5, is at most
7+1L1



O

Figure 5: The edge gadget E,, when r > 0. The vertices inside each of the two rectangle form a clique.
The vertex c"? is adjacent to every vertex inside the largest rectangle. The vertex d"" is adjacent to every
vertex inside the two rectangles.

Finally, for each edge wv of G, we identify the 2¢ vertices s}, ..., sj7 with the ¢ vertices of S,
corresponding to v (since v is a neighbour of w, by the construction of S, in the previous paragraph, there
are £ such vertices in S, ) and with the ¢ vertices of S, corresponding to u. This creates the graph G’. Note
that its maximum degree is max(2(+p—1,% +2) < 5p < 5v/3k.

Claim 10 For any injective k-edge-coloring v of Ey.,, we have (e
Moreover if v is a partial injective k-edge-coloring of E,, where (e
and there are no other colored edges, we can extend v to E,,.

uv uv — eUUS — uv uv

—*y(e S27) = ”Y( 525)

Proof. First note that the clique {z}",... 24”3, a", b"", "} needs exactly (§) distinct colors. W.Lo.g.
a™b" is colored 1 and the colors used for this clique are 1, 2, (2) None of these colors can be used to
color the 7 edges of the form d“’y* hence they must be colored Wlth () +1, ..., (5) +r. One can observe
that an edge e“’s! cannot have a color among (5) + 1, ..., (§) 4+ r as it is at distance 2 from the edges

of the form d"*y* (j € {1,...,7}). Moreover this edge cannot receive the same color as one of the edges

of the clique {a:’f”, coxpla,att b, c“”} except for the color 1 on the edge a"b"". Hence all edges of the

form e"?s}” have the same color.

Now suppose we have a coloring ~ such that theses edges e*’s¥¥ (i € {1,...,2¢}) are all colored with
the same color, say 1. We color a*?b*? with color 1 and use the (’2’) + r — 1 other colors to color the rest of
the edges of the clique {z}",... 21”5, a",b"",c*"} and the edges of the form d"“’y}” (j € {1,...,r}). We
color e"Vz for z € {x}",... xgﬁ ¢“} with the color of a*z.

If r =0, then FE,, is colored and + is an injective k-edge-coloring.

If r > 0, we color d“¥e"” and d""a"" with the color of d“Vyi*”. We color d"Vz for z € {x%”, sy @Y, b“”}
with the color of ¢“¥z. It is left to color the edges of the clique {y}?,...,y%"}, for which we have available
the (pgl) colors used to color the clique {xﬁ“’, coxplaatt b’“’}, which is enough as » < p — 1. This is an
injective k-edge coloring of E,,. [ |

Suppose there is an injective k-edge-coloring v of G’. For an edge wv of G, we color it with the color
~v(e*s¥). Take two adjacent edges of G: wv; and wvs. In Sy, there is an edge between vy ; and v, ; for
some indices ¢ and j. Thus the edges e““'v1; and e"“?vy ; receive different colors. By Claim @, uv, and
uvg receive different colors. Hence G admits a k-edge-coloring.

Suppose there is a k-edge coloring 7 of G. For each edge uv, we color e“Vs¥¥ with the color vy(uv). By
Claim we can extend this coloring to all E,,. At this point there is no conflict between the colored
edges. Indeed the only pairs of edges which are at distance 2 and not in the same edge gadget are of
the form e"*s}", and since <y is proper, there is no conflict here. It is left to color the edges inside the
vertex gadget. Let e = v; juy j» be an uncolored edge. As the maximum degree of the vertices of S, is
at most % + 2, there are at most (% + 2)? edges incident to a vertex of S, that can be in conflict with
e. We must also consider the edges incident with "V and e“Y7. For each of the two vertices there is
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one forbidden color y(uwv;) which is common to 2¢ edges incident to e*** to which we need to add p — 1
colors for the other edges of e“. In the end, there are at most 2p + (% + 2)? forbidden colors for e. As
2p + (% +2)2 < 2p+ (”4;1 +2)% = (”4;1)2 +3p+3 <k when k > 45 and p > 10, G’ admits an injective
k-edge-coloring. g

7 Conclusion

We proved that INJECTIVE 3-EDGE-COLORING and INJECTIVE 4-EDGE-COLORING are NP-complete on
some restricted classes of subcubic graphs. One can ask whether INJECTIVE 5-EDGE-COLORING is NP-
complete on subcubic graphs. A conjecture proposed by Ferdjallah et al. [7] states that every subcubic
graph admits an injective 6-edge-coloring (it is proved for planar graphs in [I4]). In fact, we only know
of two connected subcubic graphs which require six colors: K4 and the prism. Perhaps these are the only
examples that are not 5-colorable, in which case INJECTIVE 5-EDGE-COLORING would be polynomial-time
solvable for this class.

We have also proved that for planar bipartite subcubic graphs, INJECTIVE 3-EDGE-COLORING is
polynomial-time solvable when the girth is at least 16 (because the answer is always YES), but NP-Complete
when the girth is 6. It would be interesting to determine the values of the girth of planar bipartite subcubic
graphs for which INJECTIVE 3-EDGE-COLORING stays NP-Complete, becomes polynomial-time solvable,
and always has YES as an answer.

We also do not know whether INJECTIVE 4-EDGE-COLORING is NP-Complete for bipartite subcubic
graphs.
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