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RESOLUTION FOR WEAK MODAL LOGICS*

STEPHANE DEMRI

LIFTA-IMAG, 46, Avenue Félix Viallet,
38031 Grenoble Cedex, France

ABSTRACT

We define modal resolution systems for the propositional weak modal logics C, CD, and CT. These
systems are based on the Enjalbert and Farifias Del Cerro’s modal resolution systems with minor
modifications. Roughly speaking, the axiom X' (¢ L,C) —L is added if each disjunct of the clause C is
a necessity formula (L denotes the empty clause) and the simplification rule (¢ L~L1) is deleted. Non
clausal resolution systems are also presented for these weak modal logics. They are variants of Abadi
and Manna’s non clausal resolution systems. The new resolution systems are proved to be sound and
refutationnally complete for these logics. The completeness proofs are inspired by the completeness
proofs of the systems for normal modal logics with adequate modifications.

1 Introduction

Modal logics have shown to be a suitable tool for the formalization of numerous prob-
lems in the fields of Artificial Intelligence and Computer Science. In order to mechanize
them, two approaches can be distinguished. The direct approach uses specific proof
systems for modal logics. For example, resolution methods have modal versions (e.g.
413, The translation approach roughly consists in translating non classical logics to
(first-order, second-order ... ) classical logic (e.g. '31%8).

Among the non classical logics, weak* modal logics are of special interest since they
do not admit in their axiomatic systems the necessitation rule** -see for example in !4
the so-called regular logics. If the operator O is interpreted as a knowledge operator
then the theoremhood of a formula does not entail that this fact is known. So, in the
multiagent version of the weak modal logics C, CD, CT, CS4 and CS5 46 the agents are
not fully omniscient. That largely explains why these logics can be of special interest for
Artificial Intelligence -see for example in "° comprehensive studies about the knowledge
operators. From the viewpoint of Automated Deduction, tableaux systems exists for
these logics ¢. However there is a cruel lack since no resolution proof system has been
defined for them.

The purpose of this paper is to define modal resolution systems for the propositional
weak modal logics C, CD, CT (terminology used in ©). The elegant resolution systems
defined in # are modified for these logics. We emphasize that the systems in # can be
naturally adapted to weak modal logics (it is not the least of their merits) and the
results presented in 4 are used as much as possible in this work. Non clausal resolution
systems are also presented for these logics. They use the systems defined in ! for normal
logics. In order to prove completeness the consistency properties defined in ¢ are used.

* Paper published in the Proceedings of the 6th International Conference on Artificial Intelligence: Method-
ology, Systems, Applications
* For instance, the term ’weak’ has been used in 1.
** If f is a theorem then Of is a theorem.



We therefore advice the reader to refer to ¢ if needed. In that sense, this note is not
self-contained. Along this note we shall very often refer to the works *. The reader
is invited to compare the differences in the definitions and main results. Sometimes,
the new definitions and the proofs of the propositions are presented to underline the
differences with *. In that sense, the wish of the authors of * is partly fulfilled since
even for weak modal logics they have elaborated general techniques for establishing the
completeness of decision procedures for modal logics.

2 Weak Modal Logics

The source of the following definitions are %114 We recall that the standard language
for the propositional modal logics is the language of the propositional calculus with the
additional unary operators O and < (by definition ©A = —=0-A). Unlike the classical
Kripke models Y, the models for the regular modal logics distinguish the normal worlds
and the queer worlds.

Definition 1. (Augmented Model) An augmented model is a 4-uple M = (W, Q, R, m)
where W is a non-empty set of worlds, Q is subset of W (set of queer worlds), R is a
binary relation on W' called the accessibility relation and m s a function which assigns
to each propositional variable p a subset m(p) of W.

Each world in (W — @) is said to be normal. Given a model M, a world w € W, and
a formula A, the expression “w satisfies A in M” (M, w = A) is defined as follows:

e M,w = piff w € m(p) for p a propositional variable,

o M, w = —-A iff not M,w | A,

e MwEAABiff M,wE A and M,w | B,

o If w¢@Q, then M,w | OA iff (Vw' € W, (wRw') = (M,w' E A)),

o If we @, then M, w = CA.

A formula f is said to be satisfiable if there is an augmented model M and a world
w in M such that M, w |= f. A formula f is valid in an augmented model M iff for
every world w € W, (M,w = f). A formula f is valid iff it is valid in every augmented
model (noted = f). When the operator 'O’ is interpreted as an epistemic operator,
the existence of queer worlds naturally entails that there are worlds where nothing is
known and everything is believed.

The axiomatic system C** is defined as follows. An axiomatic system for the propo-
sitional calculus (resp. for the normal logic K ') can be the system below without the
axiom scheme (4) and the regularity rule RR (resp. with the addition of the necessita-
tion rule).

Axiom Schemes

(1) A= (B=A4);2) (A= B=0)=(A=B)=(A=0))

3) (A= -B)=(B=A); (4 0A= (O(A= B) = 0B)

Inference rules

MP (Modus Ponens) : 4-4=8 : RR (Regularity Rule): 5522

*** Without undesirable consequence for the sequel, it is assumed that a logic L is identified by an axiomatic system.



We write ¢ A if A can be deduced by means of these axioms and inference rules.
Observe that if -c A = B then ¢ OA = OB 10,

Fact 2 * A formula f is valid iff F¢ f.

The systems considered in the present paper are the following:
eCD=CU{0A=CA},CT=CU{0A= A}

e CS4=CTU{DA=0(0B=0A4)},CS5 =C4 U {dT = (A= 00A)}

All these systems can be given a semantic interpretation in terms of augmented models.
As it is common for modal logics (e.g. '), each previously presented axiom scheme is
characterized by a property on the augmented models. Figure 1 recalls some properties
for augmented models. A formula f is said to be P-valid iff f is valid in any augmented
model satisfying the property P.

Notation Name Property
Refl | Reflexivity on normal worlds Vw € (W — Q), wRw
Trans |Transitivity on normal worlds|Vz,y € (W — Q),Vz € W(zRy) A (yRz) — (zRz)
Sym | Symmetry on normal worlds Ve,y € (W —Q), (zRy) — (yRz)
Ideal |Idealization on normal worlds Ve e (W —Q),3y € W,zRy

Fig. 1. Properties of Accessibility Relations

Fact 3 ' For any modal formula F', F is a theorem of CD (resp. CT, CS4, CS5) iff
F is Ideal-valid (resp. Refl, Refl+Trans, Refi+Sym+Trans).

For any logic L in {C, CT, CD, CS4, CS5}, we use the standard definitions of L-
satisfiability, L-validity and L-model (e.g. CS4-valid stands for (Refl+Trans)-valid).

3 Clausal Resolution Systems

We use the definition of formulas in conjunctive normal form (CNF) and in disjunctive
normal form (DNF) defined in 4. A modal formula is said to be in disjunctive normal
form (DNF) if it is a disjunction of the general form

LV ILyV...VL,OD VOD,VOD,VOA VOA V...V OA,

where the L;’s are literals, the D;’s are in DNF and the A;’s are in CNF. A formula
is in CNF if it is a conjunction of formulas in DNF. The symbol ', is also used as a
conjunction operator. A clause is a modal formula in DNF.

Definition 4. (Normal set of modal formulas, Necessity clause) A set of modal for-
mulas is said to be normal iff it contains at least one necessity formula (of the form
Of or =Of). A necessity clause is a clause, different from the empty clause, such that
each disjunct is a necessity formula.

A necessity clause can only be satisfied in a normal world.



Proposition 1. There is an effective procedure which, given any modal formula F,
constructs a formula F' in CNF such that F¢ F < F'.

The proof of this proposition is similar with the one for Proposition 1.3 in *.

3.1 Resolution System for C

Like the system RK defined in 4, the system RC is composed of rules for computing
resolvents, simplification rules and inference rules (by convention, the clausal resolution
system for a logic L is noted RL). The system RC is the system RK with the new
axiom (A3) but without the simplification rule (S1):(¢ La1). Figure 2 presents the
system RC' (except the inference rules) with the notations used in 4. Two relations are
defined on clauses: C'is a direct resolvent of A and B (noted X(A, B) — C) and C is
a direct resolvent of A (noted I'(A) — C). Asin %, the relation “A can be simplified in
B” is noted A ~ B. It is the least congruence of the simplification rules (see Figure 2).
For every formula F', there is a unique F’ such that F' ~ F’ and F’ cannot be simplified
further (£’ normal form of F'). We define X (A, B) = CT (resp. I'(A) = C) if there is
some C” such that X' (A, B) — C’ holds (resp. I'(A) — C’) and C is the normal form
of C". The inference rules of RC are (£ if I'(C) = D) and (<452 if X(Cy,Cy) = D).
We note Frc the deduction operator in RC.

Simplification rules (S2) L VD~ D ; (S3) L,E~Ll; (S4) (AVAV D)~ (AV D)

Axioms (A1) X(p,—p) —L; (A2) ¥(L,A) -1 ; (A3) X(¢ L,C) —L with C a necessity clause
Y-rules V —rule : 2(AB)2C 0o — rule : 2(AB) 20
" (AVD;1,BVD2)—CVDVD3’ ' B(0A,0(B.E))=o(B,0,B)
00 — rule : —ZAB)=C
e E(DA’S@E)DCC r'(A)—B
,B)— . . -

I-rules O —rule: TO@A B ) SoABCTE '~ rule2 : T(0(A,F)—o(B,A,F)

v le2:  L(A)=B 0 le: L(A)=B

—rwes: Fave)ysBve 0 - TWe: TeA)SoB

A, B,C, D1, D2 denote clauses, E, F denote (possibly empty) sets of clauses and (A, E) denotes the result of appending
the clause A to the set E. L denotes the empty clause.

Fig. 2. Resolution rules for RC

Proposition 2. (Soundness) (1) If ¥(A,B) — C thentc ANB = C;

Proof. The proof is similar to the proof of Theorem 1 in * except that the following
points must be established:

(i) If /o A = B then ¢ OA = OB (see the Regularity Rule) and if F A = B then
Fo ©A = B (proof by an easy verification).

(ii) If ¥(& L,C) — C with C a necessity clause then Fo & L AC = L. The formula
<& L AC is C-unsatisfiable since & L cannot be satisfied in any normal world and C
cannot be satisfied in any queer world. Therefore & 1 AC =L is C-valid. Hence, from
Fact 2, F¢ & L AC = 1.

¥ From the context, "=’ has to be understood either as a logical connective (implication) or as a derivation operator.



C-trees and Completeness We use the definition of trees defined in . A tree is noted
(A, T,r) where A is the set of nodes, 7 is the binary relation on A and r is the root.
In order to prove the completeness of RC' we have to slightly modify the notion of
K-trees .

Definition 5. (C-tree) Let S be a set of clauses. A C-tree for S is a tree u whose
nodes are sets of clauses such that (1) the root of u is S itself and (2) u is constructed
by performing the operations 1 and 2 alternately until Operation 2 is inapplicable.
Operation 1: Repeat the following steps as long as possible:

e choose a leaf n of u and a clause C' in n of the form Cy V Cs,

e append two children to n, (n —{C})U{C1} and (n — {C}) U {C:}.

Operation 2: for each leave n of u

e if some propositional variable p, both p and —p are in n, do nothing;

e otherwise we can write n = {Ly,..., Ly, 0Ay,...,04;, OP,...,OF,} -the L;’s are
literals. If n is normal* (k > 1) then form the sets n; = {P;, Ay, ..., Ay} fori=1,...,q
and append them as children of n. The n;’s are called the C-projections of n.

The construction of a C-tree for a set of clauses always terminates. Moreover, a C-tree
is said to be closed iff it satisfies the conditions for a K-tree to be closed *. Every node
to which operation 1 has been applied is said to be of type 1. The others are of type 2.

Lemma 1. If the set of clauses S has a nonclosed C-tree then S has a C-model.

Proof. The proof is strongly inspired by the proof of Lemma 2.7 in *. However, a
distinction must be operated in order to define the normal worlds and the queer worlds.
A detailed proof is presented in order to convince the reader that the changes are very
local. Let u = (A, T,r) be a nonclosed C-tree for S. The trick of the proof is to build
an augmented model from u. It can be easily seen by induction on the depth of u that
there exists a subtree v’ of u (in the sense of Definition 2.3 in %) such that (1) every
node of u’ is nonclosed, (2) every node of type 1 has exactly one descendant and (3) if
w is of type 2, the children of w in v’ are exactly the children of w in .

Let p be the smallest equivalence relation containing the couples (w, w’) of u’ such
that w7 w’ and w is of type 1. The equivalence class of w for this relation will be noted
|w|. We define an augmented model M = (W, Q, R,m) such that (W, R) has a tree
structure:

e IV is the set of equivalence classes of v’ for p

o If w’ € |w| and w' contains only literals or possibility formulas then |w| € Q.

e for |w| and || in W, |w|R|w'| iff |w| # |w'| and there are some w; € |w| and
w) € |w'| such that w,Tw] .

o |w| € m(p) iff p € wy for some w; € |w|

It can be shown by induction of the length of A that for every node w of v’ and every A
of w, (M, |w| = A) holds. Only the case A = G A; is detailed here since the other cases
are very similar with the proof of Fact 2.8 in * (for the case A = OA; the normality of
|w| has to be used).

¥ See also the notion of normal branch defined in 6 p- 270.



There is a node w’ of type 2 in |w| such that A € w’. Assume w’ has a child. |w| is
normal and according to Operation 2, there is a child w” of w’ such that A; € w”. By
induction hypothesis, M, |w”| = A; and therefore M, |w'| = & A;. Now assume w’ has
no child. |w| is a queer world and therefore M, |w| | ¢A;. As a consequence if 7 is
the root of the tree, we have M, |r| = S and M is a model for S.

Lemma 2. (Upward Lemma)

(1) [fAl,...,An l_RC B then DAl,...,DAn l_'RC OB

(2) If Ay, ..., An,Q1,...,Q. Fre B (r > 1, n > 1) and the proof uses at least one of
the Q;’s then if B #1 then OAy,...,0A4,,0(Q1,...,Qr) Fre O(B,Q1,...,Q., E) for
some set E of clauses, otherwise Ay, ..., 0A,, O(Q1,...,Q,) Frel

Proof. The proof of (1) is identical with the proof of (i) of Lemma 2.9 in *. The first
case of the proof of (2) - B #.1 - is identical with the first case of the proof of (ii) of
Lemma 2.9. If B =1, using the argument of (ii) we obtain that there exists a set £ of
clauses such that OA;, ..., 0A,,O(Qy, ..., Q) Fre O(L AE). By using (A2), we get
OAy,...,04,,0(Q,...,Q,) Fre © L. By using (A3) we get A, O Lhge L.

Corollary 1. (Refutation)

(1) ]fAl,. .. ,Ale, .. .,QT "ch_ (n Z 1) then DAl, .. .,DAmQ(Ql, .. 7Qr) |_RC—]—
(2) Let S be a set of clauses. If S has a refutable C-projection then S is refutable.

Proof. (1) Two cases have to be distinguished.

If Ay,..., A, Frel then OAy, ..., 04, Fre O L. By using the axiom (A2) and the
O&-rule, X(0O L, O(Qq,...,Q,)) = < L holds. X(0 1, 1) — 1 holds by using the
axiom (A3). Hence OAy, ..., 0A4,,O(Q1,...,Q,) FroL. Otherwise, if the proof of L
depends upon @4y, ..., Q, then we apply Lemma 2(2).

(2) is an immediate consequence of (1).

In Lemma 2 and Corollary 1 it is required that n > 1 whereas in the original results
for RK in * n can be equal to zero (see Operation 2 in Definition 5).

Lemma 3. In a C-tree, every closed node is R C-refutable.
The proof is identical to the proof of Lemma 2.11 in 4.
Proposition 3. Any C-unsatisfiable set of clauses is R C-refutable.

Proof. Let S be an C-unsatisfiable set of clauses. By Lemma 1 its C-tree must be
closed. By Lemma 3, its root S (closed) is RC-refutable.

3.2 Resolution for CD, CT

Figure 3 presents the additional rules’ for the systems RCD = RC U {Sg}, RT =
RCDU{T —rule} and RCS4 = (RCTU{S400 —rule, S40< —rule}). The rules S,
T-rule, S40<-rule and S400rule have been defined in # but without the conditions on
the necessity clauses.

§ The new systems have the same inference rules than RC but they have different rules for computing resolvents and
for simplification.



So:(OL)y~=L;T—rule: Z(AB)C

S(0A,B)>C
S40%-rule: E(DAK%‘((BD,%’)?L?;?B,C,E) B, E contains a necessity clause
$400 — rule: ~2BABI2C gy, necessity clause

T(0A,0B8)>0C

Fig. 3. Additional resolution rules for RCD, RCT, RCS4

Proposition 4. Let L be a logic in {CD, CT }.

(1) If ¥(A,B) — C thentp, ANB=C; (2)IfI'(A) — C thent, A= C
(X and I' are defined according to the rules for each logic L)

(4) Any L-unsatisfiable set of clauses is R L-refutable.

To prove this proposition, it is enough to combine the modifications of the previous
section for the logic C with the modifications for Q, T in *. A preliminary version of this
work stated the completeness and soundness of RCS4. Until now, only the soundness
has been proved. We conjecture the completeness of the system RC'S4 for CS4.

A resolution system for CS5 cannot be defined from a system for CT (as it has been
done for RS5 with RT in ) since every CS5-formula is not equivalent to a formula
without nesting of modal operators (for example Fogs OOA < OA).

4 Non Clausal Resolution Systems

In !, non clausal systems have been defined for first-order modal logics. One claim for
non clausal resolution is that the formulas do not need to be rephrased in unnatural and
sometimes long clausal forms . In this section, we outline the definition of non clausal
resolution systems for propositional logics C, CT, CD. We assume the reader familiar
with ! (for the non clausal resolution system for K) and with ® (for the definition of con-
sistency property). Herein, for brevity, the non clausal resolution system is detailed only
for C. We note N'RK the nonclausal resolution system defined in ! for propositional
logic K. We note NRC = (NRK \ {(Cfalse = false)} U {(C, O false = false)}
with C a necessity formula. Figure 4 presents the system NRC. We recall that the

Simplification rules
falseVu = u; false,u = false ; C,O false = false with C a necessity formula (true-false simplification rules)
—0u = O ; =Ou = —wu ; 2(uAv) = (~uV ) ; =(uVo)= (-uA-w); -—u= u (Negation rules)

u,v = u (Weakening rule); u,v1 V... Vv = (uAv1) V...V (uAvg) (distribution rule)

Inference rules

A<u,...,u>B<u,...,u>—> A< true > VB < false > (nonclausal resolution rule). The occurrences of u in A or
B that are replaced by true or false, respectively, are not in the scope of any O or < in A or B.

Ou, Ov — O(u Av)

Fig. 4. Resolution rules for N'RC




simplification rules replace formulas (use of the derivation symbol '=’) whereas the
inference rules add formulas (use of the derivation symbol '—’).

Proposition 5. N'RC is sound for the weak modal logic C.

In the system N'RK only the simplification rule (¢ false = false) is not sound for
the weak modal logic C. Proof of Proposition 2 is sufficient to prove that (C, © false =
false) with C a necessity formula, is sound for C.

Proposition 6. N'RC is complete for the weak modal logic C.

Proof. Only differences with the proof of the completeness of NRK ! are presented
here. Admissible sets of sentences are defined as in ! except that the system NRC
is considered. More precisely, a set S of sentences is admissible (for C) if no finite
conjunction of members of S can be refuted in N'RC. In order to show that admissibility
is a consistency property (see 5 p. 282) if S is admissible then we have to check that if
OA € S and S is normal then S* U {A} is admissible. We recall that for the logic C,
S*={B|0OBeS}u{-B|-~CB¢€S}.

Assume S*U{A} is not admissible. From the definition of admissibility, there is a finite
sequence S of distinct elements of S* U {A}, namely, By, ... By, such that false can be
derived from S. If A & {By,... By} then after k applications of the rule (Ou, Gv —
& (uAv)), the modal formula O(BiA. . .ABRAA) can be derived from OBy, ..., OBy, OA.
From the hypothesis and with applications of the simplification rule (u, false = false),
O false can be derived from O(By A...A By A A). The new simplification rule in N'RC
allows us to derive false (S is normal). So there is a finite sequence of distinct elements
of S that can be refuted. Hence, S is not admissible. If A € {By, ... By} then a reasoning
similar to the previous one can be used. Admissibility is a consistency property -other
(non presented here) conditions also have to be checked- which entails that N'RC' is
complete (see the full argument of this entailment in 9).

We define the nonclausal resolution system for CD (resp. CT) from the nonclausal
resolution system for D (resp. T) ! by deleting the simplification rule (< false = false)
and by adding the simplification rule (C, ¢ false = false) with C a necessity formula.
Soundness and completeness can be proved for these systems as it has been done for

NRC.

5 Conclusion

Clausal resolution systems for propositional weak modal logics have been defined from
those defined in * for propositional normal modal logics. Minor but relevant modifi-
cations are provided to the original systems. Soundness and completeness have been
proved. The techniques used in * have been used quite often, which confirms, once more,
that they are general enough to handle a large class of propositional modal logics. The
new proof systems can be easily implemented from an implementation of the systems
for normal logics. Non clausal resolution systems have also been presented for these
logics. They are variants of the systems defined in !. Completeness and soundness have



also been proved. It should be noted that the clausal systems have more structural
constraints on the applications of rules. However these constraints become an obvious
asset from the viewpoint of Automated Deduction. We also conjecture that this work
can be extended to the propositional logics CS4 and CS5 (see the system RCS4 in
Section 3.2).

Though only propositional logics have been considered in this work, we believe that
the works in 12831 can be extended to first-order weak modal logics. Furthermore,
numerous complete strategies defined in ? could be reasonably adapted to the modal
resolution systems for weak modal logics. In other respects, every set of modal clauses
containing clauses such that at least one disjunct is a possibility formula, is satisfiable
in any queer world of any augmented model. Set of support strategies could there-
fore be adequate strategies for resolution systems for weak modal logics. However the
completeness of the set of support strategy’ remains an open question even for the
resolution systems defined in 4. These possibilities are presently under investigation.

Acknowledgment: The author wishes to express his thanks to Thierry Boy de la
Tour for his useful comments and suggestions on earlier drafts of this paper.
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