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SUMMARY
Some geological configurations, like sedimentary basins, are prone to site effects. Basins 
are often composed of different geological layers whose properties are generally considered 
as spatially homogeneous or smoothly varying. In this study, we address the influence of 
small-scale velocity fluctuations on seismic response. For this purpose, we use the spectral 
element method to model the 2-D SH wave propagation on a basin of 1.1 km long and « 
60 m deep, representing a 2-D profile in the city of Nice, France. The velocity fluctuations 
are modelled statistically as a random process characterized by a Von Karman autocorrelation 
function and are superimposed to the deterministic model. We assess the influence of the 
amplitude and correlation length of the random velocities on the surface ground motion. We 
vary the autocorrelation function’s parameters and compute seismic wavefields in 10 random 
realizations of the stochastic models. The analyses of our results focus on the envelope and 
phase differences between the waveforms computed in the random and deterministic models; 
on the variability of ground motion intensity measures, such as the peak ground velocity, the 
pseudo-spectral acceleration response; and the 2-D basin response (transfer function). We find 
that the amplitude of fluctuations has a greater effect on the ground motion variability than 
the correlation length. Depending on the random medium realization, the ground motion in 
one stochastic model can be locally amplified or deamplified with respect to the reference 
model due to the presence of high or low velocity contrasts, respectively. When computing 
the mean amplification of different random realizations, the results may be smaller than those 
of the reference media due to the smoothing effect of the average. This study highlights the 
importance of knowing the site properties at different scales, particularly at small scales, for 
proper seismic hazard assessment.

Key words: Numerical modelling; Statistical methods; Earthquake ground motions; Site 
effects; Wave propagation.

1 INTRODUCTION

It is well known that local site characteristics may produce large 
ground motion amplifications during earthquakes (e.g. Trifunac & 
Lee 1971;Turker et al. 1984; Bard&Bouchon 1985; Ktenidou etal. 
2016). The effect of the local geology on the incoming wavefield is 
commonly denoted as site effects and can lead to important damages 
of infrastructures and loss of lives during earthquakes [e.g. the Great 
Hanshin earthquake as in Pitarka et al. (1998), and the Michoacan 
earthquake in Anderson et al. (1986)]. Their proper assessment is 
thus important for accurate seismic hazard evaluations.

Investigating site effects can be done by analysing seismic records 
or simulating seismic wave propagation in realistic media. Observed

seismic data provide a basis for theoretical and experimental re- 
search and are of great value to understand site effects. Experimen
tal approaches, like the standard spectral ratio technique, which 
relies on site-specific transfer fonctions (Borchedt 1970), are used 
to evaluate the local site response from earthquake records. How- 
ever, the scantiness of earthquakes in regions of low to moderate 
seismicity makes their evaluation difficult and seismologists also 
use ambient noise vibrations to estimate site effects (e.g. Naka- 
mura 1989; Kanai 1993; Bard 1999; Perron et al. 2018; Tchawe 
et al. 2019). On the other hand, numerical simulations of seismic 
wave propagation allow a direct evaluation of the site response, 
provided that the input motions, velocity, density, and attenuation 
of the media are well characterized (e.g. Day et al. 2005; Chaljub
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et al. 2010; Moczo et al. 2014). The distribution and characteris- 
tics of mechanical properties can be inferred using deterministic 
geophysical imaging methods (e.g. multichannel analysis of sur
face waves, seismic reflection, horizontal to vertical spectral ratio, 
among other techniques), but their limited resolution makes it dif- 
ficult to map the short-wavelength (or small-scale) variations of the 
soilproperties in the Earth’s subsurface. As aresult, velocity models 
often used in ground motion simulations generally assume smooth 
lateral variations of elastic properties, which may be adequate for 
long-period ground motion estimations. However, for short-period 
ground motion simulations, the wavefield can be very sensitive to 
the small-scale variations in the soil properties (e.g. Hartzell et al. 
2010; Emoto et al. 2017; El Haber et al. 2019). Furthermore, the 
need for computing high-frequency seismograms in engineering ap
plications requires the description of short-wavelength variations of 
the media. Since it is impossible to characterize them totally, they 
are usually approximated using stochastic approaches (e.g. Frankel 
1989; Hong & Kennett 2003; Sato & Fehler 2012).

Understanding the effect of variations in velocity models (hence- 
forth regarded to as random velocity heterogeneities) on the sim- 
ulated ground motion is a topic under active investigation in seis- 
mology. Most studies that consider random velocity heterogeneities 
often focus on comprehending seismic scattering in the Earth’s crust 
(e.g Frankel 1989; Holliger & Levander 1992; Roth & Korn 1993; 
Frenje & Juhlin 2000; Hong & Kennett 2003; Imperatori & Mai 
2013). Other studies have investigated the random velocity hetero
geneities effects on surface ground motion. For example, Hartzell 
et al. (2010) observed that including them in regional ground mo
tion simulations in the San Francisco Bay Area lead to significant 
deviations in the predicted ground velocities for standard deviations 
of 5 to 10 percent of the random media. Imperatori & Mai (2015) 
and Iwaki et al. (2018) also observed that random velocity hetero- 
geneities lead to large variability in the simulated ground motion 
parameters.

These studies deal with crustal velocity heterogeneities whose 
characteristic scales are larger than those observed in sediments. 
Modelling velocity heterogeneities at the sedimentary scale can be 
challenging, and few studies have beentargetedtowards understand
ing their effect on surface ground motion. Thompson et al. (2009) 
observed that for wave propagation at shallow depths (< 200 m ), 
random velocity heterogeneities must exhibit large fluctuations (ap- 
proximately 25 per cent of the mean or greater) to reproduce the ob
served spectral amplification of the ground motion. Pagliaroli et al. 
(2014) showed that velocity heterogeneities could locally double the 
Housner intensity of ground motion computed at Rome’s Central 
Archaeological Area. Stripajova et al. (2018) showed that consid- 
ering random heterogeneities in 2-D ground motion simulations 
increases the cumulative absolute velocity’s aggravation factor. El 
Haber et al. (2019) observed that the ground motion indicators 
are mostly sensitive to the coefficient of variation of the velocity 
heterogeneities, producing large spatial variability.

In this study, we aim to understand the effect of random velocity 
heterogeneities on the computation of surface ground motion from a 
site-effect analysis point of view. We use a 2-D velocity model of the 
Nice (France) sedimentary basin, which is perturbed, to perform 2-D 
SH viscoelastic numerical simulations of seismic wave propagation. 
We introduce random velocities in the sedimentary basin as 2- 
D spatially correlated random processes characterized by a Von 
Karman autocorrelation function (ACF). We investigate the role of 
the correlation length and the strength of the velocity fluctuations 
on the simulated ground motion. The area of study is introduced in 
Section 2. The stochastic generation of random velocity models and

Table 1. Lithology and mechanical characteristics of the nine layers of the 
3-D geotechnical model ofNice. The layers are denotedby codes 1-9. Code 
R represents the seismic bedrock

Code Soil lithology
p (Kg 
m-3)

Vs (m 
s-1)

vp (m 
s-1)

1 Embankments, topsoil, concrete 1900 180 440
2 Sand, pebbles, gravel 1900 290 710
3 Silt, clay 1700 200 489
4 Sand, gravel, pebbles 2100 330 808
5 Fine sand, silty sand 1800 250 612
6 Sand, gravel, pebbles 2100 300 734
7 Silt, clay 1800 220 538
8 Sand, gravel, pebbles 2000 290 710
9 Screes 2000 300 734
R Bedrock 2100 1000 2449

numerical solution of the wave propagation are presented in Section 
3. Analysis of the sensitivity of the ground motion to the variability 
of the random media is described in Section 4. We discuss the 
influence of the velocity fluctuations on the ground motion for site 
effects assessment in Section 5. We finish by providing conclusions 
and perspectives to the current study in Section 6.

2 THE NICE (FRANCE) SEDIMENTARY 
BASIN AND 2-D VELOCITY MODEL

The city of Nice is a densely populated area and one of the most 
seismically active regions in France (e.g Courboulex et al. 2007). 
The city is built on three major geological units: (1) Quaternary 
alluvial deposits originating mainly from the Var and Paillon rivers, 
(2) conglomerates of the Pliocene age which form the western hills 
of the region and (3) Jurassic and Cretaceous bedrock. Geomor- 
phologically, the area comprises reliefs, valleys and sedimentary 
fillings, which are prone to site effects. The region has been the 
subject of different studies, like the GEMITIS (Arnal & Martin 
1998) and GEMGEP (Bard et al. 2005) projects, which provided a 
detailed geological and geotechnical description of the subsurface 
for site effect analysis and seismic hazard assessment purposes. 
These led to developing a 3-D geotechnical model of the region us
ing borehole data and ambient noise measurements (Bertrand et al. 
2007). The model has nine geological layers overlying a bedrock. 
The lithology and mechanical characteristics of the different layers 
are summarized in Table 1. Fig. 1 shows the digital elevation model 
of city. The black line along the central valley shows the 2-D vertical 
cross-section of the region’s 3-D geotechnical model, which we use 
for the 2-D numerical simulations in this work. The cross-section 
passes through seven of nine layers in the 3-D model, and layers 4 
and 9 in Table 1 are absent. The geometry and 2-D velocity model 
of the sedimentary basin comprising the computational domain is 
shown in Fig. 2 and is denoted as model M.

3 METHODS

3.1 Stochastic modelling of random heterogeneities

The mathematical description of random media for the modelling 
of random heterogeneities has widely been described in several 
publications (e.g Goff & Jordan 1988; Klimes 2002; Sato & Fehler 
2012). In this section, we briefly summarize the essential theory 
and steps for the generation of random fields. The heterogeneous
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Figure 1. Digital élévation model of the Nice (France) région displaying 
the reliefs and valleys. The black line shows the position along the Paillon 
valley where the vertical 2-D cross-section of the velocity model used in 
this study was obtained (after Peyrusse et al. 2013).

velocity (v) of the soil can be expressed as a function of space as

v(x ) = Vo(1 + e (x)), (1)

where v0 is the mean compressional VP or shear wave velocity VS of 
the medium and e (x ) = S v(x )/v0 is the fractional fluctuation of the 
wave velocity. e (x) is a random function of space with mean value 
being zero ((e(x)) = 0). We express the spatial coordinates in 2-D 
Euclidean space x = (x, z), where x and z denote the horizontal and 
vertical directions of space, respectively.

The ACF, C(x), of the fractional velocity fluctuation can be used 
to characterize the stochastic nature of the random media. When the 
randomness is stationary and isotropic, the ACF is a function of the 
spatial lag (r = |x|) distance only. Several types of ACFs of random 
media have been developed for geophysical applications and wave 
propagation problems (e.g. Ishimaru 1978; Klimes 2002).

Few examples in the literature provide direct empirical observa
tions of the spatial correlation structure of seismic properties. As 
a result, the correlation function is often constrained by observa
tions of seismic phenomena. For example, Nakata & Beroza (2015) 
used dense-array recordings of the ambient seismic wavefield to 
constrain the random-field model representations of a 3-D P-wave 
velocity model in Long Beach, California. In their study, the Von 
Karman ACF best fits the imaged P-wave velocity model. Sev
eral past studies in seismology (e.g. Frankel 1989; Hartzell et al. 
2010; Sato & Fehler 2012; Imperatori & Mai 2015) also consider 
the Von Karman ACF when modelling the Earth’s heterogeneities. 
Furthermore, Thompson et al. (2007) measured the spatial hori
zontal correlation function of the near-surface sediments in the San 
Francisco Bay area. They observed that the horizontal correlation 
structure of the average S-wave velocity of the upper 10 m of the 
soil exhibited an exponential correlation function with a range of 
about 3 km. The exponential correlation function is a Von Karman 
ACF with a Hurst number of 0.5. In this study, we assume that the 
spatial distribution of velocity heterogeneities also follows a Von 
Karman correlation function.

The 2-D analytical expression of the Von Karman ACF is 
expressed in eq. (2) (Goff & Jordan 1988; Carpentier & Roy- 
Chowdhury 2007) as

C (r )
rv K v (r ) 
2v-1r(v )

(2)

where r is the weighted radial autocorrelation lag 
Qx 2 / a_2 + z2/al ), v is the Hurst number, Kv(r) is the sec
ond modified Bessel function of fractional order v and T is the 
Gamma function. The corresponding power spectrum of the Von 
Karman ACF (eq. 2) is expressed by

P (k )
4nvaxaz

2v-1T(v )(1 + k2)v+1
(3)

where ax and az are the horizontal and vertical correlation 
lengths, respectively; k is the weighted radial wavenumber (k = 
■sjk2xa1 + klal, with kx, kz being the horizontal and vertical 
wavenumbers, respectively).

The random media are generated by applying a 2-D uniform ran- 
dom phase to the 2-D power spectrum (eq. 3) and then transforming 
back to the space domain using the inverse 2-D Fourier transform. 
The resulting random field is normalized to have zero mean and unit 
variance. The random field is then scaled to the desired root-mean- 
square (RMS) fluctuation using a given coefficient of variation (cv).

In this work, we generated random fields of the shear wave veloc- 
ities. All the other material parameters are considered constant. We 
truncated the random velocity distributions between —2o and 2o 
(with o being the standard deviation) to limit the long tail normal 
distribution. Truncating the distribution of velocities also avoids 
having negative velocities. It eases the meshing process by avoid- 
ing very fine grids due to low-velocity values, thereby ensuring the 
stability and reducing the computational demands of the numerical 
scheme. Other studies may use different distributions for the veloc- 
ity field (e.g. Thompson et al. (2009) used the beta distribution to 
characterize the fluctuation of velocity). Moreover, El Haber et al. 
(2019) observed that simulated ground motion is less sensitive to 
the velocity probability distributions compared to other parameters 
of the random medium (correlation length and coefficient of varia
tion). Assessing which distribution best describes the media is not 
the purpose of this study.

3.2 Génération of the 2-D random velocity models

We consider random velocity perturbations only within the sedi- 
mentary basin to investigate their effect on the computed ground 
motion. The bedrock is assumed to have a uniform VS of 1000 ms-1. 
Since we conduct a parametric analysis, the statistical parameters- 
correlation length (a), Hurst exponent (v) and the coefficient of vari
ation (cv)—that control the correlation function are chosen based 
on values reported in the literature. Some studies at the crustal-scale 
(e.g. Frankel 1989) report correlation lengths of the order of 10 km 
and coefficient of variation in the range of 5-10 percent in order 
to replicate teleseismic traveltime anomalies and seismic coda at 
frequencies up to 30 Hz. Correlation lengths of these orders are 
unrealistic for small-dimension sedimentary basins. Considering 
correlation lengths, which are orders of magnitude larger than the 
medium’s size, will have imperceptible effects on the wave propa
gation in shallow depths, especially for short wavelengths. At the 
sedimentary scale, Thompson et al. (2009) observed that the model 
must exhibit large coefficients of variations, around 25 percent or 
larger, and correlation lengths of ^ 100 m to reproduce the empir- 
ical transfer functions at the OKYH07 site of the Kiban-Kyoshin
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Figure 2. 2-D velocity model (M) of the Nice sedimentary basin, labels c1-c8 correspond to the layer codes listed in Table 1.

network in Japan. table 4 of Thompson et al. (2009) summarizes 
the S-wave velocity cv, reported by Holzer et al. (2005) and Wills & 
Clahan (2006), of sedimentary units. The cv values vary in between 
14 and46 percent. Furthermore, table 2 of Sato (2019) summarizes 
the different statistical parameters of the Von Karman spectrum 
proposed and measured in the literature. These summaries provide 
useful insights into the order of the statistical parameters exhibited 
by different geologic materials.

In this study, we simulate seismic wavefields in a shallow basin 
(<60 m). For scattering to be significant in this range, the order of 
the vertical correlation length must be less than or equal to the depth 
of the sedimentary basin. The minimum and maximum VS in the 
deterministic velocity model are 180 and 300 ms-1, respectively. 
The source time function’s dominant frequency is 6 Hz (Fig. 3), 
which gives dominant wavelengths between 30 and 50 m. We chose 
two values of the correlation length, 10 and 50 m. The correlation 
length of 10 m is smaller than the dominant wavelengths, while 
the correlation length of 50 m falls in the range of the dominant 
wavelength. We also choose three values for the cv, 5, 10 and 30 
percent to reflect low, intermediate and high velocity fluctuations 
in the sedimentary basin. These three values of cv fall in the interval 
of values commonly reported in the literature for sediments (e.g. 
Thompson et al. 2009; Sato 2019).

Using a combination of these parameters, we build five 2-D 
random media (R1-R5) whose characteristics are summarized in 
Table 2. All five random models are assumed to be isotropic such 
that vertical and horizontal correlation lengths coincide (ax = az). 
Although sediments generally exhibit larger scale lengths in the 
horizontal direction than vertical direction due to their formation 
process, we decided to use the same vertical and horizontal corre- 
lation lengths in our models for parametric analysis and modelling 
simplifications.

The Hurst exponent, v, commonly varies between 0 and 0.5 and 
controls the contribution of short-wavelengths in the medium. Low 
values increase the variability across high spatial frequencies. We 
assumed a constant value of v = 0.3 for all random models. Models 
R1 and R2 have coefficients of variation of 5 percent with correla
tion lengths of 10 and 50 m, respectively, while models R3 and R4 
have a coefficient of variation of 30 per cent with correlation lengths 
of 10 and 50 meters, respectively. Model R5 has a correlation length 
of 10 m and a coefficient of variation of 10 percent. This model 
is an intermediate case between R1/R2, and R3/R4 cases. We also 
assume that all layers have the same random media characteristics 
to avoid abrupt changes in velocity at the layer’s interface. For each 
random model, we generate 10 realizations with different random 
seeds for further statistical analysis.

3.3 Numerical simulation of seismic wave propagation

We compute 2-D SH seismic wavefields using the spectral element 
solver SEM2DPACK (Ampuero 2003). The computational domain 
is 2100 m wide and 70 m deep, as shown in Fig. 2. An unstructured 
mesh containing 3195 elements with a maximum grid resolution of 
10 Hz is generated, taking into account all model interfaces using 
an external mesh generator software Trelis 16.4 (Trelis 2019). The 
maximum element size in the basin is ^ 1m. The seismic wave- 
field is integrated on the mesh domain using seven Gauss-Lobatto- 
Legendre (GLL) integration points. The minimum GLL separation 
distance in the basin’s spectral element grid is ^ 0.1 m. We mimic 
an infinite lateral domain using periodic boundary conditions. Peri- 
odic boundaries were adequately used by Peyrusse et al. (2013) to 
simulate the basin’s response. We apply absorbing boundary con
ditions at the bottom of the model and impose vanishing traction at 
the surface. Intrinsic attenuation is taken into account by frequency- 
independent Q values between 5 and 5000 for a frequency range 
between 0.01 and 50 Hz (Liu & Archuleta 2006), which is based on 
the rheological model of the Generalized Maxwell body (Emmerich 
& Korn 1987). This realistic attenuation was implemented in the 
spectral element solver by Oral et al. (2019). For the simulations, we 
define an S-wave quality factor (Qs) of 50. The bedrock is assumed 
to be purely elastic and homogeneous.

We simulate SH wave propagation (S-waves polarized out-of- 
plane) generated by a vertical incident plane wave. As a source 
time function, we use a truncated Gaussian wavelet with a central 
frequency of 6 Hz (Fig. 3). The seismic wavefield is computedup to 
10 s using a leap-frog time scheme with a calculation time step of 
20 /is. The velocity wavefield at the free surface is recorded every 
10 ms by 420 surface receivers with an interreceiver spacing of 5 m.

We compute seismic waves in both the deterministic and ran- 
dom media. To include the random velocity heterogeneities into the 
velocity model (Fig. 2), we interpolate the regular grid of the ran
dom media over the spectral element mesh of the sedimentary basin 
using a nearest-neighbounr interpolation algorithm. The random 
media R1-R5 were all generated on a rectangular grid of 1200 m x 
250 m with a constant grid step of 0.2 m in both space directions.

To ease the writing and reading of this paper, simulations in the 
reference medium are denoted as M, whereas simulations in the 
random media interpolated over the reference medium are labelled 
MR1 to MR5 in the text.

Fig. 4 shows examples of one realization of each random model. 
In MR1, MR2 and MR5 (Figs 4a, b and e, respectively), the initial 
layering of the sedimentary layers are still preserved after pertur
bation. On the contrary, models MR3 and MR4 (Figs 4c and d, 
respectively) with cv = 30 percent, the layering structure becomes
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Figure 3. Left: source time function (a truncated Gaussian wavelet). Right: source spectrum showing a dominant frequency of 6 Hz (after Peyrusse et al. 
2013).

Table 2. Characteristics of the random media used to 
model velocity heterogeneities in the sedimentary basin. 

ax and az are the horizontal and vertical correlation 
lengths respectively, v is the Hurst exponent, and cv is 
the coefficient of variation.

Random Media

R1 R2 R3 R4 R5

ax (m) 10 50 10 50 10
az (m) 10 50 10 50 10

v 0.3 0.3 0.3 0.3 0.3
cv (%) 5 5 30 30 10

almost invisible due to the high intensity of the velocity perturba
tions.

4 RESULTS

To reveal the differences in the wave propagation and ground motion 
induced by the random media, we compare the results of simula
tions from the random media to those from the deterministic model 
M. First, we analyse the differences of waveforms by quantifying 
the relative discrepancies in phase and amplitude between the de- 
terministic and random media seismic signais. We then quantify 
their effect on the ground motion in terms of peak ground velocity 
(PGV), transfer functions (TF), and the pseudo-spectral accelera- 
tion (PSA), which are intensity measurements classically used in 
earthquake engineering.

The seismograms recorded at the bedrock contain only the reflec- 
tions at the free surface because the medium has no layering and a 
uniform velocity. For the receivers located within the basin (between 
500 and 1500 m), we can observe strong reflected waves from the 
edges and propagating across the basin. In particular, the wavefield 
between 1250 and 1500 m has higher amplitudes, from 0.4 to 2 s, 
due to the local trapping of seismic waves in the low-velocity layers 
c1 and c3.

Figs 5(a)-(e) show examples of wavefields from one realization 
of the random models MR1 to MR5, respectively. Models MR1 and 
MR2, with a cv of 5 percent, have similar wavefields and close to 
the reference case because of the low fluctuation level of random 
heterogeneities. These models still preserve the initial impedance 
structure of the basin layers. The wavefield in MR5, with cv of 10 
percent, is slightly more scattered than MR1 and MR2. The overall 
wave propagation in MR5 still remains similar to the reference 
case as the deterministic model still remains the dominant feature. 
Conversely, models MR3 and MR4, with cv = 30 percent, present 
notable differences compared to the reference model. The reflected 
waves at the basin edges are completely scattered by the strong 
heterogeneities as they propagate across the basin. The high cv value 
of these models considerably changes the initial velocity profile of 
the media. For a constant coefficient of variation, a change in the 
correlation length has little effects on the wave propagation. This 
is due to the fact that the basin is not large enough for the wave 
propagation to be affected by the correlation length of the random 
media. Hence, media MR1 and MR2 have similar seismograms. 
These results suggest that local heterogeneities do strongly affect 
the seismic wavefield in their vicinity.

4.1 Wave propagation in random heterogeneous media

Fig. 5(a) displays the velocity wavefield recorded at the surface of 
the reference model M. The horizontal axis denotes the position of 
the receivers, which can be directly mapped to the basin structure 
shown in the bottom panel. This figure displays the complexity of the 
wave propagation within the sedimentary basin due to the presence 
of different soil layers, basin geometry, and a strong impedance 
contrast between the sediments and the underlying bedrock. We 
show the first 5 s of propagation, where the stronger part of the 
ground motion concentrates.

4.2 Time-frequency analysis: envelope and phase changes
We quantify the phase and amplitude differences between the com- 
puted velocity wavefields in the random media and the reference 
medium using the single-value envelope (EM) and phase (PM) mis- 
fit as the difference measure following Kristekova et al. (2006). First, 
the seismograms were bandpass filtered between 0.1 and 10 Hz us
ing a fourth-order non-causal Butterworth filter. The quantifies EM 
and PM vary between 0 and 1, with values close to 0 implying low 
differences between the signals, and those close to 1 indicating high

D
ow

nloaded from https://academ
ic.oup.eom

/gji/article/226/2/847/6223460 by IR
SN user on 07 June 2021

https://academic.oup.eom/gji/article/226/2/847/6223460


852 F.N. Tchawe et al.

50 m, cv = 30% (MR4)

ax = z = 10 m, cv = 5% (MRI)

ax = z = 50 m, cv = 5% (MR2)

10 m, cv = 30% (MR3)
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Figure 4. One realization of the random media in Table 2 after interpolation with the basin’s spectral element grid for: (a) model R1, (b) model R2, (c) model 
R3, (d) model R4 and (e) model R5. See Table 2 for the characteristics of each model.

differences. We do not categorize the misfit values into goodness- 
of-fit (GOF) categories as in Kristekova et al. (2009), but rather 
interpret them as relative differences between the wavefield com- 
puted in the random media and the one computed in the reference 
model. As a result, the term misfit in the text denotes the difference 
with respect to the deterministic model.

Fig. 6 shows the EM and PM (top and bottom plots, respectively) 
averaged over 10 realizations of the random models. The differ- 
ences are expressed in percentage and the plots are limited on the 
horizontal axis between 500 and 1500 m to show only the variations 
within the basin. The curves display two trends; (1) An increase in 
the EM and PM values as the cv increases. As a result, the phase and 
amplitude differences with the reference model for MR3 and MR4 
(magenta and green curves) are higher compared to MR5 (cyan 
curve), which in turn is higher than MR1 and MR2 (red and blue 
curves, respectively). (2) For a fixed cv, both EM and PM values are 
positively correlated with the random models’ correlation length. 
Implying that increasing the correlation length will, on average, in- 
crease the phase and amplitude differences induced by the random 
velocities.

The average misfits between the 10 realizations of the random 
models increase between 1100 and 1400 m, where the basin is deep- 
est, hence there is more interaction between the incident wavefield 
and the random velocities.

4.3 Spatial distribution of PGV

Fig. 7 shows the PGV at the surface across the basin for the reference 
model (black curve) and one realization of random models MR1 to 
MR5. As before, the horizontal axis is limited between 500 m and 
1500 m to show the values for the receivers located within the basin 
only. For a 5 percent cv (MR1 and MR2, red and blue curves), the 
PGV values remain close to those of the deterministic case (black 
curve). As the cv increases, the spatial variability of the PGV values 
increases. The PGV values are either locally increased or decreased 
compared to the reference case. A higher spatial variability is ob- 
served for models MR3 and MR4 (30 per cent cv) compared to MR5 
(10 per cent cv). No particular trend is observed when the correlation 
length varies for fixed cv.

We also compute the ratio between each random model and the 
reference to estimate the factors by which velocity heterogeneities 
increase or decrease the PGV values (bottom panel of Fig. 7). The 
ratios for models MR1 and MR2 are approximately one for most 
receivers and locally vary between 0.8 and 1.3 for the receivers 
located between 1200 and 1350 m. For MR5, they vary between 
0.6 and 1.7. Whereas for MR3 and MR4, they vary between 0.5 
and 2.4.

To quantify in a different way how the heterogeneities affect 
the wave propagation, we plot the PGV arrival time (Tpgv) at each
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Figure 5. Velocity seismograms (top plots) recorded by the array of surface receivers in (a) the reference model and (b-f) random models MR1 to MR5 
(bottom plots). See Table 2 for the characteristics of the random media.

ax=z = 10 m, cy = 5% (MRI) ------ ax=z = 50 m, cv = 30% (MR4)
ax.z = 50 m, c„ = 5% (MR2) ------ ax,z = 10 m, cv = 10% (MR5)
a*_* = 10 m, cv = 30% (MR3)

Figure 6. Average envelope misfit (top) and phase misfit (bottom) between the signals of 10 realizations of each random medium (coloured curves) with 
reference medium.

receiver for both the reference and one realization of the random 
media in Fig. 8(a). In the deterministic medium (black curve), the 
highest Tpgv are observed at the basin edges. This is due to basin edge 
generated waves, which have higher amplitudes and arrive later. 
The Tpgv is constant at the central receivers because the PGVs are 
all carried by the direct wave. In models MR1, MR2 and MR5, the 
pattern remains the same, with local Tpgv at certain receivers between

1250 and 1400 being mildly affectedby the velocity heterogeneities. 
For MR3 and MR4, notable variations in the Tpgv are observed. 
This is because the velocity fluctuations in these models lead to 
phase conversions, which can have higher amplitudes than the direct 
arrivals. The resulting Tpgv at these receivers locally differ from the 
deterministic case because they are carried by different wave trains. 
This can be seen in Fig. 8(b), where we plot the seismogram for
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------ Deterministic medium (M) ------ ax.z = 50 m, c„ = 5% (MR2) ------ a*=2 = 50 m, c„ = 30% (MR4)
------ ax,z = 10 m, cv = 5% (MRI) ------ ax,z = 10 m, c„ = 30% (MR3) ------ ax,z = 10 m, c„ = 10% (MR5)

Figure 7. Top: PGV at the surface receivers for the reference medium (black curve) and for a single realization of the random media MR1, MR2, MR3, MR4 
and MR5 (red, blue, magenta, green and cyan curves respectively); bottom: ratio between each random models’ PGV curves and the reference PGV curve.
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Figure 8. (a) Arrival time ofthe observedPGV; (b) seismograms of a surface receiver locatedat 1215 m on the horizontal profile for the deterministic medium 
(black signal) and a single realization of medium MR4 (red signal). The black and red dots highlight the PGV on both signals.

a receiver located at x = 1215 m for the reference medium (black 
curve) and one realization of model MR4 (red curve). The PGVs 
(denoted by the black and red dots) in both cases are carried by 
different wave phases, the first arrival phase for the deterministic 
trace, and by a later arrival for model MR4.

To have a better picture on how the PGV values vary between the 
different realizations of the random media, we computed a proxy of 
the coefficient of variation by taking the ratio between the inner-68th 
percentile and twice the median of the 10 random models (Fig. 9). 
The curves show that the variability increases with the amount of 
perturbation of the velocity heterogeneities. On average, the PGV 
variability varies around 5 percent for MR1 and MR2, 10 percent 
for MR5 and 30 percent for MR3 and MR4, which coincide with 
the coefficient of variation of the random perturbation. Hartzell 
et al. (2010) reported similar values of the resulting variability of

the PGV to those used as the fluctuations of the velocity model. In 
our case, this might be a coincidence, and further analyses should 
be done.

4.4 Spectral ratios

The standard spectral ratio or transfer function (TF) is commonly 
used to assess site effects as it quantifies the spectral amplification of 
the site (Borchedt 1970). We calculate the 2-D TF of the sedimentary 
basin by computing the ratio between the Fourier spectrum at each 
receiver and the average Fourier spectrum of the receivers located 
on the bedrock. The signals were detrended and bandpass filtered 
between 0.1 and 10 Hz before computing their Fourier transform. 
The Fourier spectra were then smoothed using a Konno-Ohmachi
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Figure 9. Coefficient of variation of the PGV curves between the 10 realizations of each random model. The variance between the realizations of the random 
models increases as the cv of the random models.

smoothing function (Konno & Ohmachi 1998), with a bandwidth 
of 40. To make the 2-D TFs of the different models comparable, 
we used the average Fourier spectra of the receivers located on the 
deterministic model’s bedrock as the common denominator for the 
spectral ratios.

Fig. 10(a) shows the 2-D transfer function of the reference 
medium. The ordinate axis stands for frequency, and the abscissa 
axis is the distance along the profile. The colour bar indicates the 
spectral amplification and is plotted between 1 and 7. The 2-D TF 
describes the sedimentary basin’s seismic response. The amplifica
tion at low frequencies (1-3 Hz) is mainly due to the impedance 
contrast between the basin and the bedrock. At higher frequencies 
(>3 Hz), the amplification is due to a combination of the layer’s 
reverberation, lateral propagation in the basin, and the basin geome- 
try. The basin layers mostly affect the high- frequency amplification 
between 1100 and 1500 m, where their geometry is more complex. 
Between 500 and 1100 m, the high-frequency amplifications are the 
harmonics of the fondamental frequencies.

Figs 10(b)-(f) show the 2-D TFs for a single realization of ran
dom models MR1 to MR5,respectively. The TFs forMR1 andMR2 
show slight differences compared to the reference model, confirm- 
ing that a small cv of 5 percent has little effect on the spectral 
amplification of the ground motion. In this case, the properties of 
the deterministic model dominate the properties of the simulated 
wavefield, hence the spectral amplification follow similar patterns as 
the reference case. For MR5, with a cv of 10 per cent, higher fluctu
ations in the spectral amplification (especially at frequencies higher 
than 6 Hz) are observed compared to MR1 and MR2. However, 
the overall amplification pattern remains similar to the reference 
case because the deterministic structure still dominates the velocity 
model. In contrast, the TFs for MR3 and MR4 display a different 
seismic response. Moreover, the basin’s fondamental frequency is 
strongly affected by the intense perturbation of the velocity media. 
The impedance contrast between the sediments and the bedrock is 
less important than the strong local velocities contrast within the 
sediments. Furthermore, localized but strong heterogeneities also 
affect higher resonance frequencies producing an overall broad- 
band spectral amplification. As before, for a constant coefficient 
of variation, the correlation length has a mild effects on the basin 
amplification.

4.5 Pseudo-spectral accélération

We compute the response spectra at two particular periods, 0.5 and 
0.17 s. The former is close to the resonance frequency (2 Hz) of the 
whole basin, while the latter is the predominant frequency (6 Hz) 
of the input motion.

We plot in Figs 11(a) and (b) (top panels), for both periods, the 
proxy of the coefficient of variation between the 10 realizations 
of each random model and the ratio between the median spectral 
acceleration and the deterministic model (bottom panels). Models 
MR1, MR2 and MR5 show no major variability in the computed 
PSA due to velocity heterogeneities. In contrast, the effect of the 
velocity heterogeneities is remarkable for MR3 and MR4. Besides, 
for the same coefficient of variation, the effect of correlation length 
is little on the PSA’s spatial distribution. In general, the coefficient 
of variation for models MR3 and MR4 at 0.17 s is larger than 
the case of 0.5 s. This is expected because the transfer fonctions 
also show strong amplifications at those periods in the basin (see 
Figs 10d and e).

The ratio between the median response spectra of 10 random 
realizations and the reference case (Figs 11a and b, lower panels) 
present values close to one for small velocity fluctuations (MR1 and 
MR2, red and blue curves, respectively), while they display high 
spatial variability for larger perturbations (MR3 and MR4), either 
amplifying or deamplifying the spectral accelerations, by factors 
between 0.5 and 1.5. The spatial variability and amplification factors 
are higher for the shorter period of the oscillator, which coincides 
with the input motion’s dominant frequency.

5 DISCUSSION

This parametric analysis shows that the ground motion indicators 
and site response are highly sensitive to the random media’s coeffi
cient of variation, and to a lesser extent, the correlation length—for 
this particular geometry configuration. This corroborates the results 
of El Haber et al. (2019) for wave propagation in amodel composed 
of one heterogeneous layer overlaying a bedrock. An increase of the 
random medium’s coefficient of variation leads to an increase in 
the ground motion’s spatial variability and in the variability of the 
ground motion intensity measures.

D
ow

nloaded from https://academ
ic.oup.eom

/gji/article/226/2/847/6223460 by IR
SN user on 07 June 2021

https://academic.oup.eom/gji/article/226/2/847/6223460


856 F.N. Tchawe et al.
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Figure 10. 2-D TF computed in (a) the deterministic velocity model; and one realization of the random models (b) MR1, (c) MR2, (d) MR3, (e) MR4 and (e) 
MR5. The small amplifications at some frequency bands in the bedrock are due to the leaking waves from the sediments to the bedrock. The figure displays the 
degree of change in the 2-D amplification patterns and values compared to the deterministic TF (a).

When modelling small-scale velocity heterogeneities using 
stochastic methods, the effects on wave propagation through a ran- 
dom medium are generally described in terms of statistical aver
ages of many observations (e.g. Korn 1993; Sato & Fehler 2012). 
In the context of site effect assessment, the interest is to understand 
whether averaging several realizations of random media provides 
physically meaningful results, given that there is only one random 
realization of the subsurface. Moreover, performing a multitude of 
simulations for different realizations of random media requires high 
computational demands. In a practical framework, this raises a prac- 
tical question on the number of simulations necessary to perform 
reliable analysis.

In our study, we consider 10 random media models. We plot in 
Figs 12 and 13 the geometric mean of the 2-D TFs and the associated 
coefficient of variation between the 10 stochastic realizations. We 
compute the geometric mean instead of the arithmetic mean because 
it is conventionally on observed data to obtain the average of spectral 
ratios, which can strongly vary from one earthquake to another. 
However, in this study the geometric and arithmetic mean have no 
major differences in their values.

For models MR1 and MR2 (Figs 13a and b), the variance be
tween the TFs of the 10 realizations is low (< 20 percent) and 
their averages are comparable to the reference case (Fig. 10a). For 
model MR5 (Fig. 13e), there is a slight increase in the variance for 
frequencies higher than 5 Hz. However, the average TF for MR5 
(Fig. 12e) remains close to the reference case. For these models the 
deterministic structure controls the wave propagation and, there- 
fore, their average TFs follow similar patterns as the reference case.

On the contrary, the large coefficient of variation between the TFs 
of models MR3 and MR4 (Figs 13c and d) leads to a smoother 
average response compared to the reference case and individual re
alizations. The decrease in the mean amplification is because the 
spatial distribution of the velocity heterogeneities strongly varies 
from one realization to another. Therefore, averaging the TFs of the 
10 realizations produces a smoothing effect on the amplification, 
leading to an average TF that largely differs from a single realiza- 
tion. We note that models MR3 and MR4 correspond to extreme 
cases of velocity perturbations in which the deterministic structure 
is completely destroyed. Although values of 30 per cent coefficient 
of variation can be observed in sediments (e.g. Wills & Clahan 
2006; Sato 2019), we decide to use models MR3 and MR4 in our 
analysis to study the effects for extreme cases of velocity pertur
bations in sediments. The smoothing of the average amplification 
in these media suggests that the average TF between the stochas- 
tic realizations of the random models could be biased due to the 
presence of extreme results for a given realization. We propose to 
use percentiles in addition to the mean to describe the site response 
in order to capture the associated uncertainties. Figs 14(a) and (b) 
show the 16th and 84th percentile, respectively, for model MR3. We 
can clearly see that the variability in the amplification is important. 
A better visualization of this variability can be obtained by plotting 
the TF at a single surface receiver. Fig. 14(c) shows the site ampli
fication at a surface receiver located at 1215 m on the horizontal 
profile. The 84th percentile shows, for example, a resonance peak 
between 3 and 4 Hz that is not clearly visible on the median and 
mean curves.
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Figure 11. Top: coefficient of variation of the PSA between the 10 realizations of each random model at the periods (a) 0.5 s and (b) 0.17 s. Bottom: the ratio 
between median PSA of the random models and the detertiministic model’s PSA.

The choice of the parameters of the ACF inthis analysis is mainly 
based on values reported in the literature for sediments (e.g. Wills 
& Clahan 2006; Thompson et al. 2009; Sato 2019). Model MR5, 
with a cv of 10 percent, was chosen as an intermediate case which 
still preserves the deterministic feature of velocity model. Models 
MR3 and MR4 with cv values of 30 per cent were extreme cases that 
destroy the deterministic structure of the basin and lead to strong 
effects on the intensity measures. The synthesis of the estimates of 
cv in sediments in table 4 of Thompson et al. (2009) shows that a 
cv of 30 percent is more probable to explain the observations in 
sediments. Whether velocity fluctuations should preserve or not the 
deterministic feature of a basin is an open question. The coefficient 
of variation in a given layer depends on its geological history and 
properties of its material. We cannot justify that the choice of a cv 
value should be limited by any velocity contrast with other layers. 
This point stresses the importance of the resolution of the spatial 
characterization of the velocity heterogeneities from in-situ data.

This parametric analysis also shows that the effects of the random 
velocities are different on the frequency and time domain intensity 
measures. In the frequency domain, the transfer function, is inde- 
pendent of the source time fonction but depends on the impedance 
contrast present in the velocity model. Hence, as long as the ve- 
locity heterogeneities do not change the deterministic structure of

the velocity model (e.g, models MR1, MR2 and MR5), the over- 
all spectral amplification (Figs 10b, c and f) will remain similar 
to the reference model. Whereas, when they strongly modify the 
impedance contrasts such as in models MR3 and MR4, the spectral 
amplification becomes completely different from the reference case 
(Figs 10d and e). In the time-domain, the PGV is affected through 
constructive or destructive interferences between waves generated 
by local velocity heterogeneities and other waves that propagate 
inside the basin. As a result, a high spatial variability in their values 
is observed as the intensity of the velocity heterogeneities increases 
(Figs 9 and 11). More generally, these interferences depend on the 
source time function and cannot be seen in the frequency domain. 
Therefore, both frequency and time domain parameters are useful to 
understand the effect of velocity fluctuations on the ground motion.

In this study, we assumed that layers have the same random media 
characteristics to avoid abrupt changes in velocity at the layer’s 
interface. Such an assumption is questionable and we could also 
have generated one random medium per layer while keeping the 
same Von Karman ACF properties in each layer. This could have 
led to stronger velocity contrast between layers since each layer is 
considered independently. Some preliminary tests have shown that 
we obtained similar results in both cases. However, this should be 
further studied but this is beyond the scope of this study.
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Figure 12. TF Geometric mean between the 10 realizations of the random models (a) MR1, (b) MR2, (c) MR3, (d) MR4 and (e) MR5. Note the smoothing 
effect on the amplifications due to averaging, which leads lower amplifications (especially for media MR3 and MR4) compared to the reference case (Fig. 10a) 
and models with lower coefficient of variation (MR1, MR2 and MR5).
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Figure 13. Coefficient of variation (Cov) between the TFs of the 10 realizations of the random models (a) MR1, (b) MR2, (c) MR3, (d) MR4 and (e) MR4. A 
higher variance in the TFs is observed for media MR3 and MR4 with a cv of 30 percent.
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Figure 14. The 16th percentile (a) and 84th percentile (b) between the TFs of the 10 realizations of model MR3. (c) Plot showing 16th percentile, 84th 
percentile, median and mean at the point x = 1215 m on the horizontal profile.

6 CONCLUSIONS

We perform a series of numerical simulations to investigate how 
velocity heterogeneities affect seismic ground motion in a complex 
sedimentary basin. The velocity heterogeneities are modelled as a 
stationary random process following a Von Karman ACF. We vary 
the coefficient of variation and the correlation length of the ACF 
to analyse parametrically how they affect the ground motion and 
related intensity measures.

The presence of velocity heterogeneities in the basin mainly scat- 
ter the late arrivals and to a fewer extent the direct waves; hence 
affecting the resulting ground motion intensity measures. The sim
ulations show that the envelope and phase misfits (EM and PM), 
between the wavefields of the random and deterministic media, be- 
come large as the coefficient of variation of the random velocities 
increases. This increase is spatially correlated with the presence 
of low-velocity zones in the random models. The differences also 
seem to augment with an increase of the random media’s correlation 
length, although less pronounced. This is probably because the size 
of the basin is relatively small; thus, there is not enough propagation 
time for their effect to be seen on the travel times.

Regarding the PGV, the presence of random velocities leads to an 
extended spatial variability, which increases with the coefficient of 
variation of the velocity fluctuations. The results also show that the 
PGV values are very sensitive to the random media’s realization, as 
evidenced by the high variability in the PGV computed between the 
10 realizations. This is also reported by Hartzell et al. (2010) for a 
3-D wave propagation in random media in the area of San Francisco. 
Similar trends are observed for the pseudo-spectral acceleration.

The effect of the random velocity heterogeneities on the 2-D 
spectral ratios is less pronounced for the random media with 5 
per cent coefficient of variation. Whereas for the 3 0 per cent case, the 
basin seismic response becomes quite different from the reference 
model. We also observe a reduction of the maximum amplitude of 
the mean spectral ratios that is more pronounced with a coefficient 
of variation of 30 percent. This reduction is also reported in the 
studies by Assimaki et al. (2003) and El Haber et al. (2019), and it 
is due to a smoothing effect in the averaging of the spectral ratios 
of different realizations of random media. The large variance in the 
site response associated to the media with high velocity fluctuations 
suggests that a higher number of realizations of the random media 
are required to describe a central tendency. For a limited number of 
simulations, we recommend using the percentiles of the distribution 
in addition to the mean and standard deviation to describe the site 
response in random media.

A peculiar characteristic of the Nice sedimentary basin is its 
complex geometry and the absence of strong impedance contrast 
between the sediments due to their close velocities. As a result, large 
coefficients of variation of the random models can easily destroy 
the initial deterministic structure. Exploring the effect of random 
velocities on layers having very different velocities should be a 
natural continuation of this study.

These results show that the effect of random velocity fluctuations 
on ground motion indicators is important, as they increase their 
variability. The main controlling factor, in this particular case, is the 
coefficient of variation of the velocity fluctuation. The differences 
in the values of ground motion intensity measures for the different 
configurations of the random media highlight the importance of a 
fine characterize of soil properties in a site.

This study is by no means exhaustive, and the present conclusions 
may not be generalized to all cases. Our results show high complex- 
ities in the computed ground motion despite the simplifications in 
the modelling assumptions—we considered isotropic random media 
and assumed that all the sedimentary layers have the same veloc- 
ity perturbation, which may not be true in reality. The simulations 
were performed using a wavelet with a given dominant frequency 
as a source time function. As next steps, it would be necessary to 
perform the analysis using a realistic source time fonctions, having 
a broadband frequency content, to conjointly investigate the effects 
of the source time function and medium properties. It would also 
be interesting to consider the case of P-SV polarized waves and to 
model the velocity heterogeneities using anisotropic random media.
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