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Boundary Control for Transport Equations

Guillaume Bal∗ Alexandre Jollivet†

April 15, 2021

Abstract

This paper considers two types of boundary control problems for linear transport equa-
tions. The first one shows that transport solutions on a subdomain of a domain X can be
controlled exactly from incoming boundary conditions for X under appropriate convexity
assumptions. This is in contrast with the only approximate control one typically obtains
for elliptic equations by an application of a unique continuation property, a property which
we prove does not hold for transport equations. We also consider the control of an outgoing
solution from incoming conditions, a transport notion similar to the Dirichlet-to-Neumann
map for elliptic equations. We show that for well-chosen coefficients in the transport equa-
tion, this control may not be possible. In such situations and by (Fredholm) duality, we
obtain the existence of non-trivial incoming conditions that are compatible with vanishing
outgoing conditions.

Keywords: Transport theory; boundary control; albedo operator; diffusion approximation;
unique continuation.

1 Introduction

This paper concerns the control of steady-state (linear Boltzmann) transport equations from
boundary data. The most general transport equation considered here is of the form:

v · ∇xu(x, v) + σ(x, v)u(x, v) =

∫
V
k(x, v′, v)u(x, v′)dv′, (x, v) ∈ X × V, (1.1)

where u(x, v) is the transport solution, posed on a spatial domain x ∈ X, an open bounded
subset of Rd for d ≥ 1 of class C1, and a set of velocities v ∈ V , which is either a bounded open
subset in Rd excluding a vicinity of v = 0, or a co-dimension 1 closed surface also excluding
v = 0 such as for instance the unit sphere for concreteness. Here, σ(x, v) is the total absorption
coefficient and k(x, v′, v) the scattering coefficient.

Let us define the sets of incoming and outgoing directions Γ± = Γ±(X) := {(x, v) ∈
∂X × V | ± v · ν(x) > 0} while Γ := Γ+ ∪ Γ−. Under appropriate conditions on (σ, k), the
above equation is well-posed when augmented with prescribed incoming conditions u = g on
Γ−. Within this framework, we consider two types of boundary controls.

The first one concerns the control of a prescribed transport solution u0(x, v) on a subdomain
X0 × V , where X0 is an open subset such that X̄0 ⊂ X: can one find g on Γ−(X) such that
u|X0

= u0 for u solution of the above transport equation on X? A similar question arises in
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the setting of second-order scalar elliptic operators. In such a case, the control is approximate,
as an application of the Runge approximation result, itself a rather direct consequence of the
(weak) Unique Continuation Property (UCP) enjoyed by such operators. One of the main
results of this paper is to show, under appropriate convexity assumptions on X0 and X, that
such a control is in fact exact for transport equations. Moreover, the control is not unique, so
that the difference of two controls may result in a solution u that does not vanish on X\X0

whereas u|X0
= 0. In other words, UCP (in that sense) does not hold for the transport equation

independently of the scattering coefficients (σ, k).
The two models, transport and elliptic equations, both describe transport in highly scat-

tering media. For instance, if k = k(x) is replaced by k(x)/ε and σ(x) = k(x)/ε+εσa(x), then
the transport solution is well approximated by the solution of an elliptic equation [9, 14] as
the mean free path ε→ 0. For an infinite mean free path, with k ≡ 0, transport solutions can
be supported arbitrarily close to any line segment in X so that UCP clearly does not hold.
The limit ε → 0 is, however, singular in the sense that boundary control is exact at ε > 0
and only approximate in the limit ε = 0, whereas what makes the approximation possible at
ε = 0, namely UCP, does not hold for any ε > 0.

The second type of control we consider aims to find an incoming condition u = g on Γ−
such that u|Γ+

= f is prescribed. For second-order elliptic equations, this corresponds to
finding Dirichlet conditions for prescribed Neumann conditions, or vice-versa, which is a well
posed problem as the Dirichlet-to-Neumann map is a isomorphism in appropriate topologies.
For the transport equation, the problem is richer. We show that the albedo operator, a well
defined operator which maps u on Γ− to u|Γ+

, is surjective when scattering is sufficiently small.
However, we identify a number of cases where the albedo operator, while still Fredholm (of
index 0), has a non-trivial kernel. In such settings, the outgoing condition f needs to satisfy
appropriate orthogonality properties to be controlled as the trace u|Γ+

= f of a transport
solution u in X × V . In such cases, we also find by duality the existence of non trivial
incoming conditions u = g on Γ− such that u|Γ+

= 0, i.e., the effect of g is invisible on the
outgoing solution.

The outline of the paper is as follows. To understand the first control problem, we need
to construct a transport solution on X\X0 with prescribed boundary conditions on Γ−(X0)∪
Γ+(X0), which is not a subset of Γ−(X\X0). Section 2 is devoted to the analysis of (1.1)
augmented with boundary conditions on general sets C defined such that for each line segment
passing through X, we prescribe a boundary condition on one of its two points of intersections
with ∂X. Under appropriate conditions on the coefficients (σ, k), we obtain a transport solution
and the definition of an albedo operator mapping conditions on C to conditions on Γ\C. This
general transport theory will be the starting point of the analysis of the boundary control of
solutions on a subdomain presented in section 4. The Fredholm theory of the albedo operator
from C to Γ\C is presented in section 3 and used in section 5 to analyze the specific control of
outgoing boundary conditions on Γ\C = Γ+ from incoming conditions C = Γ−.

The boundary control of solutions on subdomains find several applications in the field of
hybrid inverse problems; see [2, 5, 6] for results in the elliptic framework and [3] for results in
the setting of transport equations.

2 Forward transport theory

We assume that X is an open bounded subset of Rd for d ≥ 1 of class C1. The set of velocities
V is either a bounded open subset in Rd excluding a vicinity of v = 0, or a co-dimension 1
closed surface also excluding v = 0.
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Let Γ± := {(x, v) ∈ ∂X × V | ± v · ν(x) > 0} and Γ := Γ+ ∪ Γ−. We endow Γ with the
measure dξ(x, v) = |ν(x) · v|dµ(x)dv, where dµ denotes the canonical measure on ∂X and dv
that on V . Both Γ+ and Γ− parametrize the set of lines in Rn passing through X. Typical
boundary conditions consist in prescribing the trace of the solution on Γ−. We consider the
following general boundary conditions.

Let C+ be an arbitrary measurable subset of Γ+ and C− the measurable subset of Γ−
defined by

C− := Γ−\{(x, v) ∈ Γ− | (x+ τ+(x, v)v, v) ∈ C+}.

We then define C = C− ∪ C+. Note that C also provides a parametrization of the set of lines
passing through X. We now consider a transport theory with boundary conditions prescribed
on C.

We first need to define a functional setting for the transport solution and its boundary
traces. For 1 ≤ p <∞, we define two natural topologies to describe transport solutions

W p(X × V ) = {φ ∈ D′(X × V ) | φ ∈ τ
1
pLp(X × V ), v · ∇xφ ∈ τ

1
p
−1
Lp(X × V )},

W̃ p(X × V ) = {φ ∈ Lp(X × V ) | τ(v · ∇xφ) ∈ Lp(X × V )},

endowed with the norms

‖u‖W p := ‖τ1− 1
p (v · ∇x)u‖Lp + ‖τ−

1
pu‖Lp , (2.1)

‖u‖W̃ p := ‖τ(v · ∇x)u‖Lp + ‖u‖Lp . (2.2)

Above, we have introduced the usual travel times

τ±(x, v) = inf{s ∈ (0,+∞) | x± sv 6∈ X}, for (x, v) ∈ (X × V ) ∪ Γ∓,

τ±(x, v) = 0 for (x, v) ∈ Γ±.

We also define the real valued function τ on X̄ × V by

τ = τ− + τ+.

Traces are then well defined according to the

Lemma 2.1. Let G be a measurable subset of Γ. Then, for 1 ≤ p < ∞ (it also holds for
p =∞),

‖u|G‖Lp(G,dξ) ≤ ‖u‖Wp , ‖u|G‖Lp(G,τdξ) ≤ ‖u‖W̃p
. (2.3)

The Lemma will be used for G = C or G = Γ\C.

Proof. Set G± := G ∩ Γ±. Let u ∈ C1(X̄ × V ). Then for (x, v) ∈ Γ±

u(x, v) = ∓ 1

τ(x, v)

∫ τ(x,v)

0

(
(τ(x, v)− t)(v · ∇x)u(x∓ tv, v) + u(x∓ tv, v)

)
dt.
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Therefore (∫
Γ±

χG±(x, v)|u(x, v)|pdξ(x, v)
) 1
p ≤

(∫
Γ±

|u(x, v)|pdξ(x, v)
) 1
p

≤
(∫

Γ±

τ(x, v)−p

×
(∫ τ(x,v)

0

(
(τ(x, v)− t)|(v · ∇x)u(x∓ tv, v)|+ |u|(x∓ tv, v)

)
dt
)p
dξ(x, v)

) 1
p

≤
(∫

Γ±

(∫ τ(x,v)

0
|(v · ∇x)u(x∓ tv, v)|dt

)p
dξ(x, v)

) 1
p

+
(∫

Γ±

1

τ(x, v)p

(∫ τ(x,v)

0
|u|(x∓ tv, v)dt

)p
dξ(x, v)

) 1
p

≤
(∫

Γ±

τ(x, v)p−1

∫ τ(x,v)

0
|(v · ∇x)u(x∓ tv, v)|pdtdξ(x, v)

) 1
p

+
(∫

Γ±

τ−1(x, v)

∫ τ(x,v)

0
|u|p(x∓ tv, v)dtdξ(x, v)

) 1
p

= ‖u‖W p .

Similarly replacing u by τ
1
pu above we obtain(∫

Γ±

χG±(x, v)|u(x, v)|pτ(x, v)dξ(x, v)
) 1
p ≤ ‖u‖W̃ p .

Adjoint to the notion of trace is that of a lifting operator JC defined by

JCg(x, v) = g(x± τ±(x, v)v, v), for (x, v) ∈ X × V s.t. (x± τ±(x, v)v, v) ∈ C±,

for g ∈ L∞(C,R). Note that (v · ∇x)JCg = 0. We have the

Lemma 2.2. Let 1 ≤ p < ∞ (it actually holds for p = ∞). The operator JC extends as a
bounded operator from Lp(C, dξ) to W p, and from Lp(C, τdξ) to W̃ p.

Proof. This is the calculation

‖JCg‖W p = ‖τ−
1
pJCg‖Lp =

(∫
C−

∫ τ+(x,v)

0
τ+(x, v)−1|JCg(x+ tv, v)|pdtdξ(x, v)

+

∫
C+

∫ τ−(x,v)

0
τ−(x, v)−1|JCg(x− tv, v)|pdtdξ(x, v)

) 1
p

=
(∫
C−
|g(x, v)|pdξ(x, v) +

∫
C+
|g(x, v)|pdξ(x, v)

) 1
p

= ‖g‖Lp(C,dξ).

Similarly, ‖JCg‖W̃ p = ‖g‖Lp(C,τdξ).

We now consider the transport equation (1.1) with general boundary condition

u = g, (x, v) ∈ C. (2.4)

We assume that τσ ∈ L∞, and define the scattering coefficients

σs(x, v) =

∫
V
k(x, v, v′)dv′, σ′s(x, v) =

∫
V
k(x, v′, v)dv′,
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as well as the following integrating factor

E±(x, v, t) := e±
∫ t
0 σ(x±sv,v)ds. (2.5)

It is useful to introduce the operators LC , T
−1
C and K as

LCg(x, v) = JCg(x, v)

{
E−(x, v, τ−(x, v)), (x− τ−(x, v)v, v) ∈ C−,
E+(x, v, τ+(x, v)), (x+ τ+(x, v)v, v) ∈ C+,

Ku(x, v) =

∫
V
k(x, v′, v)u(x, v′)dv′, (x, v) ∈ X × V,

T−1
C f(x, v) =

{ ∫ τ−(x,v)
0 E−(x, v, t)f(x− tv, v)dt, (x− τ−(x, v)v, v) ∈ C−,
−
∫ τ+(x,v)

0 E+(x, v, t)f(x+ tv, v)dt, (x+ τ+(x, v)v, v) ∈ C+.

We note that

v · ∇xLCg + σLCg = 0, LCg|C = g,

v · ∇xT−1
C f + σT−1

C f = f, T−1
C f|C = 0.

Lemma 2.3. Let 1 ≤ p ≤ ∞. We have the following bounds

‖LCg‖W p ≤ e‖τσ‖∞(1 + ‖τσ‖∞)‖g‖Lp(C,dξ), (2.6)

‖LCg‖W̃ p ≤ e‖τσ‖∞(1 + ‖τσ‖∞)‖g‖Lp(C,τdξ), (2.7)

‖τ−εT−1
C f‖Lp ≤ e‖τσ‖∞‖τ1−εf‖Lp for ε ∈ R, (2.8)

‖T−1
C f‖W p ≤ (2 + ‖τσ‖∞)e‖τσ‖∞‖τ1− 1

p f‖Lp , (2.9)

‖T−1
C f‖W̃ p ≤ (2 + ‖τσ‖∞)e‖τσ‖∞‖τf‖Lp .

We provide a proof of the Lemma in Appendix C. The above results allow us to solve the
transport equation in the absence of scattering, which is then incorporated as a perturbation.
We then need the following bounds

Lemma 2.4. Let 1 ≤ p <∞. Assume either

κp(x) :=

∫
V

( ∫
V
|k|

p
p−1 (., v′, v)dv′

)p−1
dv ∈ L∞(X) when p > 1, (2.10)

or ‖σs‖∞ + ‖σ′s‖∞ <∞. (2.11)

Then the operator K is bounded in Lp(X × V ) and

‖K‖L(Lp(X×V )) ≤


∥∥κp(x)

∥∥ 1
p
∞ when p > 1 and (2.10) holds,

‖σs‖
1
p
∞‖σ′s‖

p−1
p
∞ when (2.11) holds.

(2.12)

Assume either

κ̃p(x) :=

∫
V
τp−1

( ∫
V
|k(x, v′′, v)|

p
p−1 τ(x, v′′)

1
p−1dv′′

)p−1
dv ∈ L∞(X) when p > 1, (2.13)

or ‖τσs‖∞ + ‖τσ′s‖∞ <∞. (2.14)

Then the operator K is bounded from τ
1
pLp to τ

− p−1
p Lp, and

‖K‖
L(τ

1
pLp(X×V )),τ

− p−1
p Lp(X×V ))

≤

 ‖κ̃p‖
1
p

L∞(X) when p > 1 and (2.13) holds,

‖τσs‖
1
p
∞‖τσ′s‖

p−1
p
∞ when (2.14) holds.

(2.15)
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We provide a proof of Lemma 2.4 in Appendix C.

Remark 2.5. Assumptions (2.10) and (2.11) (resp. (2.13) and (2.14)) are not equivalent.
Indeed we provide the following two examples.

(i) Let k(θ, θ′) = 1√
|θ−θ′|

, (θ, θ′) ∈ (0, 2π)2. Then k ∈ L∞((0, 2π)θ, L
1((0, 2π)θ′)) but

k 6∈ L2((0, 2π)2). We can construct a scattering coefficient k that satisfies (2.11) but not
(2.10) for p = 2.

(ii) Let g ∈ L2(0, 2π)\L∞(0, 2π), g > 0, and set k(θ, θ′) = g(θ)g(θ′) for a.e. (θ, θ′) ∈
(0, 2π)2. Then, k ∈ L2((0, 2π)2) but k 6∈ L∞((0, 2π)θ, L

1((0, 2π)θ′)). We can again construct
a scattering coefficient k that satisfies (2.10) but not (2.11) for p = 2.

Note that estimates on the norm of the operator K under assumptions (2.11) or (2.14)
may also be obtained by interpolation [11].

Condition (2.11) can be relaxed to the condition σs ∈ L∞(X × V ) when p = 1 and
to the condition σ′s ∈ L∞(X × V ) when p = ∞ with the obvious convention ‖f‖0∞ = 1
for any measurable function f . Similarly condition (2.14) can be relaxed to the condition
τσs ∈ L∞(X × V ) when p = 1 and to the condition τσ′s ∈ L∞(X × V ) when p =∞.

We recast the stationary linear Boltzmann equation as the following integral equation

(I − T−1
C K)u = LCg. (2.16)

We may now collect the above results to obtain the following existence and uniqueness result.

Theorem 2.6. Let 1 ≤ p ≤ ∞. Under conditions (2.13) or (2.14), further assume that

I − T−1
C K is invertible in L(τ

1
pLp(X × V )). (2.17)

Then, for any f ∈ Lp(C, dξ), there is a unique solution u of (1.1) in W p(X×V ) and the albedo
operator A = ((I−T−1

C K)−1LC)|Γ\C is well defined and bounded from Lp(C, dξ) to Lp(Γ\C, dξ).
Similarly, under conditions (2.10) or (2.11), further assume that

I − T−1
C K is invertible in L(Lp(X × V )). (2.18)

Then, for any f ∈ Lp(C, τdξ) there is a unique solution u of (1.1) in W̃ p(X × V ), and the
albedo operator A is bounded from Lp(C, τdξ) to Lp(Γ\C, τdξ).

Proof. Assume (2.17). Let f ∈ Lp(C, dξ). Then set u = (I − T−1
C K)−1LCf ∈ τ

1
pLp(X × V ).

We have
u = T−1

C Ku+ LCf.

Hence we have v · ∇xu = σu+Ku and we obtain that u ∈W p(X × V ) and

‖τ1− 1
p v · ∇xu‖Lp ≤

(
‖τσ‖∞ + ‖K‖

L(τ
1
pLp(X×V )),τ

−1+ 1
pLp(X×V ))

)
‖τ−

1
pu‖Lp .

We perform the analysis for f ∈ Lp(C, τdξ) similarly.

We verify that (2.17) and (2.18) hold as soon as the scattering coefficient k is sufficiently
small. Let 1 ≤ p < ∞ and assume that K defines a bounded operator in Lp(X × V ). Then

I − T−1
C K is invertible in τ

1
pLp(X × V ) when I − T−1

C K is invertible in Lp(X × V ). This

statement follows from the fact that τ
1
pLp(X × V ) is a subspace of Lp(X × V ) and that T−1

C
maps Lp(X × V ) to τLp(X × V ). Then we have the quantitative result:
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Lemma 2.7. Assume that ∥∥κp(x)‖
1
p

L∞(X) <
e−‖τσ‖∞

‖τ‖∞
(2.19)

when p > 1 or

‖σs‖∞ <
e−‖τσ‖∞

‖τ‖∞
(2.20)

when p = 1. Then condition (2.18) (and (2.17)) holds.

Proof. By (2.8), (2.12) and (2.19), it follows that ‖T−1
C K‖L(Lp(X×V )) < 1, which proves (2.18).

When p = 1 we recall that condition (2.11) can be relaxed by the condition σs ∈ L∞(X × V )
and then (2.8), (2.12) and (2.20) give ‖T−1

C K‖L(Lp(X×V )) < 1.

This confirms the intuition that scattering may be seen as a perturbation to the (scattering-
)free transport equation and provides existence and uniqueness results for the transport equa-
tion under a smallness condition. More general results will be obtained below under the
assumption that T−1

C K is compact as a standard application of the theory of Fredholm oper-
ators (with vanishing index). We refer to, e.g., [9], [11] for other sufficient conditions in the
setting of boundary conditions imposed on Γ−.

Before considering (standard) compactness results, we show that backward equations may
be solved under conditions on the forward operators as follows. The dual operators K∗ and
(T−1
C )∗ for the usual inner products are given by

K∗f(x, v) =

∫
V
k(x, v, v′)f(x, v′)dv′, f ∈ L

p
p−1 (X × V ) (2.21)

and

T−1
C
∗
φ(x, v) =

{ ∫ τ+(x,v)
0 E−(x+ tv, v, t)φ(x+ tv, v)dt, (x− τ−(x, v)v, v) ∈ C−,
−
∫ τ−(x,v)

0 E+(x− tv, v, t)φ(x− tv, v)dt, (x+ τ+(x, v)v, v) ∈ C+.

We find
v · ∇x(T−1

C )∗φ(x, v) = σ(x, v)(T−1
C )∗φ(x, v)− φ(x, v),

and the identity
(
(T−1
C )∗

)
|Γ\C = 0. The operator T−1

C is bounded from τ ε−1Lp(X × V ) to

τ εLp(X × V ) and, hence,
(
T−1
C
)∗

is bounded from τ−εL
p
p−1 (X × V ) to τ1−εL

p
p−1 (X × V ). We

consider the following backward equation

v · ∇xu(x, v)− σ(x, v)u(x, v) = −K∗u(x, v), (2.22)

u|Γ\C = g. (2.23)

We may recast it as the following integral equation

(I − (T−1
C )∗K∗)u = LΓ\C,−σg. (2.24)

Here LΓ\C,−σ denotes the operator “LC” related to “(C, σ)” given by (Γ\C,−σ).

Theorem 2.8. Assume that (2.18) holds. Then

I − (T−1
C )∗K∗ is invertible in L(L

p
p−1 (X × V ))

and the backward equation is well-posed in W̃
p
p−1 (X × V ) and the albedo operator Aback ∈

L(L
p
p−1 (Γ\C, τdξ), L

p
p−1 (C, τdξ)) is bounded. In addition the following Green’s formula is

valid∫
Γ+\C+

ψ(Aφ)τdξ −
∫

Γ−\C−
ψ(Aφ)τdξ =

∫
C−
φ(Abackψ)τdξ −

∫
C+
φ(Abackψ)τdξ. (2.25)
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Proof. Condition (2.18) already provides that

I −K∗(T−1
C )∗ is invertible in L(L

p
p−1 (X × V ))

Then by Jacobson’s Lemma we obtain that I − (T−1
C )∗K∗ is invertible in L(L

p
p−1 (X × V ))

and we can repeat Thm. 2.6 for the backward equation. Then a simple application of Green’s
formula over X × V on v · ∇x(τu1u2) = τv · ∇x(u1u2) where u1 (resp. u2) solves the forward
(resp. backward) Boltzmann equation with boundary condition φ on C (resp. ψ on Γ\C).

The same proof provides the following result.

Theorem 2.9. Assume that (2.17) holds. Then

I − (T−1
C )∗K∗ is invertible in L(τ

1− 1
pL

p
p−1 (X × V ))

and the backward equation is well-posed in W
p
p−1 (X × V ) and the albedo operator Aback ∈

L(L
p
p−1 (Γ\C, dξ), L

p
p−1 (C, dξ)) is bounded. In addition the following Green’s formula is valid∫

Γ+\C+
ψ(Aφ)dξ −

∫
Γ−\C−

ψ(Aφ)dξ =

∫
C−
φ(Abackψ)dξ −

∫
C+
φ(Abackψ)dξ. (2.26)

We conclude this section with a technical lemma on a gain of regularity in Lp-spaces of
scattered components of the transport solution for a very specific geometry used in section 4.3.
In that lemma, the velocity set V is the unit sphere Sd−1 and X is the annulus B(0, r1)\B(0, r2)
where 0 < r2 < r1.

We introduce the following norm in dimension d ≥ 3. Let M the (3d − 5)- dimensional
smooth manifold {(v−, ω, y) ∈ (Sd−1)2 × Rd | v− · ω = v− · y = ω · y = 0} and Pv−,ω,y the
2-dimensional plane passing through y with directions ω and v− for (v−, ω, y) ∈ M. We
also use the notation Mv− for the (2d − 4)- dimensional smooth manifold {(ω, y) ∈ Sd−1 ×
Rd | (v−, ω, y) ∈M} for v− ∈ Sd−1.

We denote by γv−,ω,y the intersection of Pv−,ω,y with the boundary ∂X = ∂B(0, r1) ∩
∂B(0, r2). The set γv−,ω,y is either a circle or the union of 2 circles for almost every (v−, ω, y) ∈
M, and we denote by νPv−,ω,y(z) a unit normal vector to X ∩ Pv−,ω,y at the boundary point
z ∈ γv−,ω,y.

For a measurable bounded function φ on ∂X × V , we consider the norm

‖φ‖L∗(Γ) =

∫
V

(
supess(ω,y)∈Mv−

∫
γv−,ω,y

|φ|(γv−,ω,y, v−)|νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y
)
dv−.

We denote by L∗(Γ) the completion of L∞(∂X × V ) under this norm. For φ ∈ L∗(Γ), we also
denote by LCφ the function obtained after applying the operator LC to the restriction of φ to
the set C.

In dimension d = 2, the space L∗(Γ) is the usual space L1(Γ, dξ). We then have the
following regularity result, whose proof is postponed to Appendix A:

Lemma 2.10. Assume that σ ∈ L∞(X ×V ) and k ∈ L∞(X ×V 2) where V is the unit sphere
Sd−1 and X is the annulus B(0, r1)\B(0, r2) for some 0 < r2 < r1.

In dimension d = 2, the operator
[
T−1
C KLC

]
|Γ\C

is bounded from L1(C, dξ) to

Lp(Γ\C, dξ) and the operator T−1
C KLC is bounded from L1(C, dξ) to Lp(X × V ) for 1 ≤

p < 2. When condition(2.17) is satisfied for some 1 ≤ p < 2 then the operator
[
(I −

T−1
C K)−1T−1

C KLC

]
|Γ\C

is bounded from L1(C, dξ) to Lp(Γ\C, dξ).
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In dimension d ≥ 3, the operator
[
T−1
C KLC

]
|Γ\C

is bounded from L∗(Γ) to Lp(Γ\C, dξ) and

the operator T−1
C KLC is bounded from L∗(Γ) to Lp(X × V ) for 1 ≤ p < d. When condition

(2.17) is satisfied for some 1 ≤ p < d, then the operator
[
(I−T−1

C K)−1T−1
C KLC

]
|Γ\C

is bounded

from L∗(Γ, dξ) to Lp(Γ\C, dξ) and the operator
[
LC

]
|Γ

is a bounded operator from L∗(Γ) to

L∗(Γ) with a uniform bound 1 + e2
√
r2
1−r2

2‖σ‖∞.

3 Albedo operator and Fredholm theory

We now develop results on the well-posedness of the transport equation under additional
regularity assumptions on the scattering coefficient. We assume below that 1 < p < ∞ and
define

W p
C (X × V ) := {u ∈ Lp(X × V ) | v · ∇xu ∈ Lp(X × V ), u|C ∈ Lp(C, dξ)}. (3.1)

We have the following result, identifying W p
C (X × V ) with more standard spaces:

Lemma 3.1. We have

W p
C (X × V ) = W p

±(X × V ) (3.2)

:= {u ∈ Lp(X × V ) | v · ∇xu ∈ Lp(X × V ), u|Γ± ∈ L
p(Γ±, dξ)}.

Proof. According to [8], we have that W p
−(X×V ) = W p

+(X×V ) = {u ∈ Lp(X×V ) | v ·∇xu ∈
Lp(X × V ), u|Γ ∈ Lp(Γ, dξ)}. Hence we have W p

−(X × V ) ⊆ W p
C (X × V ). We now prove

W p
C (X × V ) ⊆W p

−(X × V ). Let u ∈W p
C (X × V ) and consider the functions χ± defined by

χ±(x, v) =

{
1 when (x± τ±(x, v)v, v) ∈ C±,
0 otherwise.

Note that χ+ + χ− = 1 and we have

v · ∇x(χ±u) = χ±v · ∇xu, (χ±u)|Γ±\C± = 0, (χ±u)|C± = u|C± .

Thus, χ±u ∈W p
−(X × V ) and u = χ+u+ χ−u ∈W p

−(X × V ).

Lemma 3.2. The operator T−1
C is bounded from Lp(X × V ) to W p

−(X × V ).

Proof. We start with u ∈ Lp(X × V ). Then T−1
C u has the following properties

v · ∇xT−1
C u+ σT−1

C u = u,

and

‖σT−1
C u‖Lp(X×V ) ≤ ‖τσ‖∞e‖τσ‖∞‖u‖Lp ,

‖T−1
C u‖Lp(X×V ) ≤ e‖τσ‖∞‖τu‖Lp ≤ ‖τ‖∞e‖τσ‖∞‖u‖Lp ,

and (T−1
C )|Cu = 0. Thus, T−1

C is a bounded operator from Lp(X × V ) to W p
C (X × V ) =

W p
−(X × V ).

We are now ready to state several results on the compactness of the operator T−1
C K; see

also [16, Chapter 4]. We first recall the
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Lemma 3.3 ([12]). The bounded operator M from W p
−(X × V ) to Lp(X) defined by

Mu(x, v) =

∫
V
u(x, v)dv, u ∈W p

−(X × V ),

is compact.

Lemma 3.4. Let 1 < p <∞. Assume that

k ∈ C
(
X̄, Lp(Vv, L

p
p−1 (Vv′))

)
.

The bounded operator K from W p
−(X × V ) to Lp(X × V ) is compact.

Proof. By density of C1(X̄×V ×V ) in C
(
X̄, Lp(Vv, L

p
p−1 (Vv′))

)
there exists a sequence (kn) ∈

C1(X̄ × V × V ) so that

lim
n→+∞

kn = k in C
(
X̄, Lp(Vv, L

p
p−1 (Vv′))

)
, (3.3)

and

kn(x, v′, v) =

n∑
j=0

kn,j(x, v)φn,j(v
′), (x, v′, v) ∈ X̄ × V × V, (3.4)

for each n ∈ N and some functions (kn,j)0≤j≤n ∈ C(X̄ × V )n+1, (φn,j)0≤j≤n ∈ C(V )n+1. We
define the operators

Knf(x, v) =

∫
V
kn(x, v′, v)f(x, v′)dv′, f ∈ Lp(X × V ). (3.5)

We have

Knf(x, v) =

n∑
j=0

kn,j(x, v)M(φn,jf)(x), a.e. (x, v) ∈ X × V ; f ∈ Lp(X × V ).

The multiplication operator by the function φn,j (that we still denote by φn,j) is bounded in
W p
−(X × V ). Then M(φn,j .) is a compact operator from W p

−(X × V ) to Lp(X × V ). Then
multiplication operators by the functions kn,j (that we still denote by kn,j) is bounded in
Lp(X × V ). Therefore kn,jM(φn,j .) is a compact operator from W p

−(X × V ) to Lp(X × V ).
Hence we obtain that Kn is a compact operator from W p

−(X × V ) to Lp(X × V ).
The limit (3.3) shows that K is the uniform limit of (Kn) as bounded operators in Lp(X×

V ). Therefore K is also a compact operator from W p
−(X × V ) to Lp(X × V ).

Our main compactness results is then:

Proposition 3.5. Let 1 < p <∞. Assume that

k ∈ C
(
X̄, Lp(Vv, L

p
p−1 (Vv′))

)
. (3.6)

Then the operator KT−1
C is a compact operator in Lp(X × V ).

Theorem 3.6. Under the assumption (2.10) the operator I−KT−1
C is invertible in Lp(X×V )

if and only if I−T−1
C K is invertible in Lp(X×V ) or in other words condition (2.18) is fulfilled

(as well as the stronger condition (2.17)).
Under the stronger assumption (3.6), I − T−1

C K is invertible if and only if 1 is not an
eigenvalue of the compact operator KT−1

C . And if the scattering coefficient k is replaced by λk,
then the forward transport equation with general boundary conditions is invertible for all values
of λ except possibly for a countable number of values λ such that 1 belongs to the spectrum of
(λK)T−1

C , in which case the transport equation is not invertible.
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The proof of the Theorem relies on the identity (I − AB)−1 = I + A(I − BA)−1B for
bounded operators A, B with I − BA invertible. Indeed the operator K defines a bounded
operator in Lp(X × V ) by Lemma 2.4. The rest of the statements relies on the standard
spectral properties of compact operators.

Using a compactness result in [13], we may also derive a compactness result in the L1

framework; see [16, Chapter 4].

We now develop the Fredholm theory of the albedo operator under the above compactness

conditions. Let 1 < p <∞ and G be a subset of Γ. We define γG the involution in L
p
p−1 (G, τdξ)

(or L
p
p−1 (G, dξ)) given by

γG(φ)(x, v) =

{
φ(x, v), (x, v) ∈ G ∩ Γ+

−φ(x, v), (x, v) ∈ G ∩ Γ−.
(3.7)

Theorem 3.7. Assume that (2.18) and (3.6) holds. Then the albedo operator
A ∈ L(Lp(C, τdξ), Lp(Γ\C, τdξ)) is a Fredholm operator of index 0. Moreover,

dim(kerA) = dim
(
ker(I −KT−1

Γ\C)
)
. (3.8)

Proof. We first prove that the albedo operator has a finite dimensional kernel. By the last
proposition we know that (T−1

Γ\CK)2 is a compact operator in Lp(X × V ). Hence (I − T−1
Γ\CK)

has a finite dimensional kernel. Moreover for u ∈ ker(I − T−1
Γ\CK), we have u = T−1

Γ\CKu ∈
W̃ p(X × V ),

A(u|C) = u|Γ\C = 0, (3.9)

v · ∇xu+ σu = Ku. (3.10)

Hence, the operator Φ : ker(I − T−1
Γ\CK) → kerA defined by Φu := u|C is well defined and

actually an isomorphism. It is one-to-one, since by (3.10) and assumption (2.18), we have
u = (I − T−1

C K)LCu|C for any u ∈ ker(I − T−1
Γ\CK).

It is also onto. Take g ∈ Lp(C, τdξ) and consider the solution u ∈ W̃ p(X × V ) of the
stationary Boltzmann equation (1.1) with boundary condition given by g. Then u = T−1

Γ\CKu+

LΓ\CAg, and we obtain that u ∈ ker(I − T−1
Γ\CK) when Ag = 0. Hence

dim(kerA) = dim(ker(I − T−1
Γ\CK)).

We now prove that the cokernel of A is finite-dimensional. It is equivalent to proving that
the kernel of A∗ is finite-dimensional. By (2.25) we actually have that

kerA∗ = γΓ\C
(
kerAback

)
. (3.11)

Indeed we have∫
C
ψ(Abackφ)τdξ = −[−

∫
C+
γC(ψ)Aback(φ)τdξ +

∫
C−
γC(ψ)(Abackφ)τdξ]

= −[

∫
Γ+\C+

(AγC(ψ))φτdξ −
∫

Γ−\C−
(AγC(ψ))φτdξ] = −

∫
Γ\C

γC(ψ)A∗(γΓ\C(φ))τdξ.

Then as above we have that kerAback is isomorphic to ker(I − (T−1
Γ\C)

∗K∗). The latter kernel

is finite dimensional since (T−1
Γ\C)

∗K∗ =
(
KT−1

Γ\C
)∗

is a compact operator and

dim(kerA∗) = dim(ker(I − T−1
Γ\C
∗
K∗)). (3.12)
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It remains to prove that

dim(kerA∗) = dim(ker(I − T−1
Γ\CK)) = dim(ker(I − T−1

Γ\C
∗
K∗)) = dim(kerA).

Since (T−1
Γ\C)

∗K∗ is a compact operator, then I − ((T−1
Γ\C)

∗K∗) is a Fredholm operator of index

0 [10, Page 208] and dim
(
ker(I − T−1

Γ\C
∗
K∗)

)
= dim

(
ker(I −KT−1

Γ\C)
)
. Therefore it remains to

prove that
dim

(
ker(I −KT−1

Γ\C)
)

= dim
(
ker(I − T−1

Γ\CK)
)
. (3.13)

We just have to prove that T−1
Γ\C defines an isomorphism from ker(I−KT−1

Γ\C
)

to ker(I−T−1
Γ\CK

)
.

Indeed we have T−1
Γ\Cu = T−1

Γ\CKT
−1
Γ\Cu when u = KT−1

Γ\Cu and v ·∇xT−1
Γ\Cu+σT−1

Γ\Cu = u, which

proves that T−1
Γ\C is one-to-one. For w ∈ ker(I − T−1

Γ\CK
)

then w = T−1
Γ\CKw ∈ W̃

p(X × V ) and

v ·∇xw+σw = Kw. Hence set u = Kw and we have KT−1
Γ\Cu = KT−1

Γ\CKw = Kw = u. Hence

T−1
Γ\C is onto from ker(I −KT−1

Γ\C) to ker(I − T−1
Γ\CK). Identity (3.13) is proved.

Theorem 3.8. Assume that (2.17) and (3.6) holds. Then the albedo operator A ∈ L(Lp(C, dξ),
Lp(Γ\C, dξ)) is a Fredholm operator of index 0 and (3.8) holds.

Proof. The proof follows the same lines as the proof of Theorem 3.7. By the last proposition

(T−1
Γ\CK)2 is a compact operator in τ

1
pLp(X × V ). Hence (I − T−1

Γ\CK) has a finite dimensional

kernel. Moreover for u ∈ ker(I − T−1
Γ\CK), we have u = T−1

Γ\CKu ∈ W p
Γ\C(X × V ) and (3.9)

and (3.10) hold. Hence the operator Φ : ker(I − T−1
Γ\CK)→ kerA defined by Φu := u|C is well

defined and it is actually an isomorphism. Use (2.17), W p(X×V ), Lp(C, dξ) in place of (2.18),
W̃ p(X × V ), Lp(C, τdξ) appearing in the proof of Theorem 3.7. Hence

dim(kerA) = dim(ker(I − T−1
Γ\CK)).

The cokernel of A is finite-dimensional (replace τdξ by dξ in the Green’s formula in the
proof of Theorem 3.7), and

dim(kerA∗) = dim(ker(I − T−1
Γ\C
∗
K∗)).

Note that ker(I − (T−1
Γ\C)

∗K∗) does not depend on the ambient space τ
1− 1

pL
p
p−1 (X × V ) or

L
p
p−1 (X × V ) because of nice properties of (T−1

Γ\C)
∗. We conclude as in the end of the previous

proof.

4 Control of solutions on convex subdomains

We now consider boundary control problems for the transport equation. By boundary control,
we mean control of the transport solution on Γ\C from prescriptions on C. We primarily con-
sider two situations. The first one, treated in this section, concerns the control of a transport
solution on X0 ⊂ X from the incoming conditions on Γ−(X). Denoting by Y = X\X0, this is
a problem of control of Γ(Y )\C from C ⊂ Γ(Y ). The second one is the control on the outgoing
set Γ+ from the prescription of the incoming conditions on Γ−. It will be analyzed in the next
section.
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4.1 Extension result

We start with an extension result, which is a relatively direct consequence of the forward
transport theory developed in section 2.

Let Z and Y be bounded open domains of class C1, Z∩Y = ∅ with Z convex and ∂Z ⊂ ∂Y .
Define Zext = Z̄ ∪Y the open domain containing Z, Y . The objective is to write any transport
solution on Z as the restriction of a transport solution on Zext. We will see that such extended
solutions are not unique.

We assume that σ ∈ L∞(Y × V ). Let 1 ≤ p < ∞. We consider the boundary value
problem (1.1) in Z where the boundary conditions are taken at “(C−, C+) = (Γ−(Z), ∅)”. For
g ∈ Lp(Γ−(Z), dξ), let us assume that there exists u0 ∈W p(Z×V ) solution of the Boltzmann
equation in Z × V with u0|Γ−(Z) = g. Existence of u0 is granted when the condition (2.18)
related to (Z,Γ−(Z), ∅) holds.

Set

G−(Zext, Z) = {(x, v) ∈ Γ−(Zext) | x+ tv 6∈ Z, t ∈ [0, τ+(x, v)]},
C−,1 = G−(Zext, Z) ∪ Γ+(Z), C+,1 = Γ−(Z), C1 = C−,1 ∪ C+,1.

Note that Γ±(Y ) ∩ (∂Z × V ) = Γ∓(Z). Let γ ∈ Lp(G−(Zext, Z), dξ) and assume that there
exists a solution u1 ∈W p(Y × V ) of the Boltzmann equation in Y × V with u1|G−(Zext,Z) = γ
and u1|Γ(Z) = u0|Γ(Z). Existence of u1 is granted when the related condition (2.18) holds for
(Y, C1), for instance when Y is ‘sufficiently small’. Set now

u(x, v) :=

{
u0(x, v), (x, v) ∈ Z × V,
u1(x, v), (x, v) ∈ Y × V.

(4.1)

Lemma 4.1. The function u belongs to W p(Zext × V ) and satisfies the Boltzmann equation
in Zext × V .

Proof. We have u0 ∈W p(Z × V ) and u1 ∈W p(Y × V ). Hence we have τ
− 1
pu ∈ Lp(Zext × V )

(indeed we always have max(τ(Y ), τ(Z)) ≤ τ(Zext), where τ(X) is the function τ related to a
bounded open set X). We now prove that the weak derivative v · ∇xu exists and is equal to
Ku− σu, which will prove that u ∈W p(Zext × V ) and that u solves the Boltzmann equation
in Zext × V . Indeed, for φ ∈ C1

0 (Zext × V )∫
Zext×V

u(v · ∇xφ)dxdv =

∫
Z×V

u0(v · ∇xφ)dxdv +

∫
Y×V

u1(v · ∇xφ)dxdv

= −
∫
Z×V

(v · ∇x)u0φdxdv +

∫
Γ+(Z)

u0φdξ −
∫

Γ−(Z)
u0φdξ

−
∫
Y×V

(v · ∇x)u1φdxdv −
∫

Γ−(Y )∩(∂Z×V )
u1φdξ +

∫
Γ+(Y )∩(∂Z×V )

u1φdξ

= −
∫
Z×V

(Ku0 − σu0)φdxdv −
∫
Y×V

(Ku1 − σu1)φdxdv = −
∫
Zext×V

(Ku− σu)φdxdv.

Remark 4.2. The extension result may fail when ∂Y ∩ ∂Z is not the boundary of the convex
hull of Z. In that case, the solution of the Boltzmann equation in Z must satisfy additional
compatibility conditions at the boundary ∂Z ∩ ∂Y .
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Note that the extension result was very specific to the transport equations. Another way
of stating the above result is to observe that any transport solution on a convex domain Z
may be seen as the restriction of a transport solution on a larger domain. This is clearly not
true for solutions of elliptic or even wave equations, where restrictions to subsets of solutions
defined on large domains have regularity properties that arbitrary solutions on such subsets
do not need to possess. Such extensions are clear in the absence of scattering (only for convex
domains Z). Our main result is that they continue to hold in the presence of scattering.

4.2 Control by a layer peeling argument

In this section, we still assume 1 ≤ p <∞. Let ρ ∈ C2(Rd) so that

Hess ρ(x) > 0 x ∈ Rd\{0}, ∇ρ(0) = 0 and ρ(0) = −1. (4.2)

We also assume that |ρ(x)| → ∞ as |x| → ∞. For −1 < s ≤ 1, we denote by Zs the convex
and bounded domain {x ∈ Rd | ρ(x) < s}.

For −1 < s1 < s2 ≤ 1, we denote

G−(s2, s1) := {(x, v) ∈ Γ−(Zs2) | (x+ Rv) ∩ Zs1 = ∅}, 1 ≤ k ≤ N. (4.3)

Consider X := Z1\Z̄0. Then the following result holds.

Theorem 4.3. Let σ ∈ L∞(X × V ). Let k ∈ L∞
(
X,Lp(Vv, L

p
p−1 (Vv′)

)
when p > 1 and

k ∈ L∞(X × V × V ) when p = 1. Then there exists ε > 0 so that for any (β, γ) ∈ Lp(∂Z0 ×
V, dξ)×Lp(G−(1, 1− ε), dξ) there exists a solution of the linear Boltzmann transport equation
u ∈W p(X × V ) with the following boundary conditions

u|∂Z0×V = β, u|G−(1,1−ε) = γ. (4.4)

The theorem should be interpreted as follows. A transport solution is constructed on the
domain X × V with boundary conditions arbitrarily prescribed on the whole boundary of Z0,
i.e., on Γ+(Z0) ∪ Γ−(Z0), as well as on the incoming directions of Z1 that are sufficiently
grazing. How grazing, i.e., how small ε has to be, depends on the scattering coefficients.

The proof uses the following Lemma. Let N ∈ N, and denote

Yk,N := {x ∈ X | k − 1

N
< ρ(x) <

k

N
}, 1 ≤ k ≤ N.

In each layer Yk,N we denote τk the function τ related to Yk,N ,

C−,k = G−
( k
N
,
k − 1

N

)
∪ Γ+(Z k−1

N
), C+,k = Γ−(Z k−1

N
), Ck = C−,k ∪ C+,k,

and we denote LCk , T−1
Ck , K, ACk the operators “LC , T

−1
C , K and A” introduced in section 2

for the couple “domain–boundary conditions (X, C)” = (Yk,N , Ck).

Lemma 4.4. There exists a constant Cρ so that

sup
N∈N

1≤k≤N

‖τk‖L∞(Yk,N×V ) ≤
Cρ√
N
. (4.5)
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Proof of Lemma 4.4. Let (x, v) ∈ Γ−(Yk,N ). Let s0 ∈ [0, τk(x, v)] so that |∇ρ(x + s0v) · v| =
inf0<s<τk(x,v) |∇ρ(x+ sv) · v|. First assume that |∇ρ(x+ s0v) · v| ≤ 1√

N
. Then

1

N
≥ |ρ(x+ τk(x, v)v)− ρ(x+ s0v)| = (τk(x, v)− s0)

∣∣∣∇ρ(x+ s0v) · v

+(τk(x, v)− s0)

∫ 1

0
(1− ε)Hessρ(x+ s0v + ε(τk(x, v)− s0)v)(v, v)dε

∣∣∣
≥ C1(τk − s0)2(x, v)− 1√

N
(τk(x, v)− s0),

where C1 = inf(z,w)∈X×V Hessρ(z)(w,w), and we obtain that τk(x, v) − s0 ≤ 1√
N

1+
√

1+4C1
2C1

.

Similarly replacing x+τk(x, v)v by x, we obtain that s0 ≤ 1√
N

1+
√

1+4C1
2C1

, and we get τk(x, v) ≤
2√
N

1+
√

1+4C1
2C1

. Now assume that |∇ρ(x+ s0v) · v| ≥ 1√
N

. Then 1
N = |ρ(x+ τk(x, v)v)−ρ(x)| ≥

τk(x,v)√
N

.

Proof of Theorem 4.3. Let N ∈ N, N ≥ 3 so that

∥∥∫
V

( ∫
V
|k|

p
p−1 (., v′, v)dv′

)p−1
dv
∥∥ 1
p

L∞(X) ≤
√
Ne
−Cρ‖σ‖∞√

N

Cρ
(4.6)

when p > 1, or

‖k‖L∞ ≤
√
Ne
−Cρ‖σ‖∞√

N

Cρ|V |
(4.7)

when p = 1 (|V | is the nonzero Lebesgue measure of V as a (n − 1)-dimensional closed
hypersurface or as a bounded open set in Rn excluding 0). We have

X = Y1,N ∪ YN,N ∪ (∪N−1
k=2 Ȳk,N ). (4.8)

Using Lemma 4.4, it follows that estimate (2.19) is fulfilled in each subdomain Yk,N , 1 ≤ k ≤ N
when p > 1. When p = 1 the estimate (2.20) is fulfilled instead. We first consider (1.1) in
Y1,N and obtain that there exists a unique solution u1 ∈W p(Y1,N × V ) so that u1|Γ(Z 1

N
) = β,

u1|G 1
N
,0

= 0, where G k
N
, k−1
N

is defined by (4.3). Then inductively we consider the unique solution

uk ∈ W p(Yk,N × V ) of (1.1) in Yk,N with boundary conditions uk |Γ(Z k−1
N

) = uk−1|Γ(Z k−1
N

) and

uk |G−( k
N
, k−1
N

) = 0 for k < N . For k = N we consider the unique solution uN ∈W p(YN,N × V )

of (1.1) in YN,N with boundary conditions uN |Γ(ZN−1
N

) = uN−1|Γ(ZN−1
N

) and uN |G−( k
N
, k−1
N

) = γ.

Then using the extension Lemma 4.1 it follows that the function u equal to uk in each Yk,N ,
1 ≤ k ≤ N , solves the transport equation with boundary condition u|∂Z0×V = β, u|G−(1,N−1

N
) =

γ, ε = 1
N .

A first conclusion of this theorem is that a transport solution posed on a convex domain
Z0 can be controlled from the boundary of a larger convex domain Z1. This generalizes results
obtained in [3] and finds applications in a class of hybrid inverse problems for the transport
equation; see [3].

Another conclusion concerns the violation of a Unique Continuation Property (UCP) for
the transport equation in the following sense. No matter “how big” the scattering coefficient
is, this does not imply a unique continuation property. Indeed let u1 and u2 be solutions of
the transport equation with boundary conditions u1|Γ∩(∂Z0×V ) = u2|Γ∩(∂Z0×V ) and ui|Gε = γi,
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i = 1, 2, γ1 6= γ2. Thus, w = u1−u2 is a non zero solution of the transport equation with zero
incoming and outgoing boundary conditions at ∂Z0. Therefore w can be continued by zero in
Z0 and the continuation remains a solution of the Boltzmann transport equation in Z1.

The above results should be contrasted with the case of second-order scalar elliptic equa-
tions. For such equations, the UCP holds and is equivalent to a Runge Approximation stating
that any elliptic solution on a (not necessarily convex) subdomain may be approximately con-
trolled from the boundary. On the other hand, transport solutions in the presence of large
scattering (small mean free paths ε) are well approximated by diffusion solutions, with a van-
ishing error as ε → 0. The latter limit is therefore singular as ε → 0. For each ε > 0, we
obtain an exact controllability of the transport solution on a convex sub-domain while UCP
does not hold. In the limit ‘ε = 0’ of the diffusion equation, the control is only approximate
and a result of the UCP.

Of course, the above exact control has to become unstable in the limit ε → 0. This
instability is analyzed in the next section.

4.3 Example of boundary control in the diffusive regime

In this subsection the domain X is the annulus B(0, 2)\B(0, 1), and the velocity space V
is the (d − 1)-dimensional unit sphere Sd−1. We assume that the absorption and scattering
coefficients are constant: σ = ε−1 and k = |V |−1ε−1. Hence the linear Boltzmann equation is

v · ∇xu(x, v) +
1

ε
(u(x, v)− ū(x)) = 0, (x, v) ∈ X × V.

Here ū is the mean value of u over V .
We also slightly change the setting of the previous subsection: Z0 is the inner ball B(0, 1)

of center 0 and radius 1 and the layers Yk,N are now the annuli of thickness 1
N B(0, kN +

1)\B(0, k−1
N + 1) and Z k

N
= B(0, kN + 1) while the sets G−( kN ,

k−1
N ) are defined by (4.3). In

this new setting, Lemma 4.4 is replaced by the explicit estimates: For (x, v) ∈ Yk,N × V

τk(x, v) ∈ [0,
2

N

√
2N + 2k − 1], sup

N∈N
1≤k≤N

‖τk‖L∞(Yk,N×V ) ≤
4√
N
.

Conditions (2.19) and (2.20) are satisfied inside any layer Yk,N when

‖σs‖∞ = ‖κp(x)‖
1
p

L∞(X) = ε−1 <

√
N

4
<
e−‖τσ‖∞

‖τ‖∞
,

or equivalently when N > 16
ε2

. Therefore we set now

N = b16ε−2c+ 1.

We construct a solution u as in the proof of Theorem 4.3. We set β = 0 on ∂Z0×V which
means that our constructed solution vanishes in the inner ball Z0, and we place a boundary
source φ at the boundary of the first layer:

u|G−( 1
N
,0) = φ

where φ ∈ L∞
(
G−( 1

N , 0)
)
. The incoming boundary condition on each other layers Yk,N is

given by
u|G−( k

N
, k−1
N

) = 0, k = 2 . . . N.
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The next Lemma describes the solution u at the boundaries of the layers. For k = 1 . . . N ,
s = k

N , we define

U+,s = {(x, v) ∈ Γ+(Zs) | (x− tv, v) ∈ G−(
1

N
, 0) for some positive t}, (4.9)

and
d−, 1

N
= τ−(Z 1

N
),

as well as

d−,s(x, v) = τ−(Zs\Z̄ 1
N

)(x, v) + τ−(Z 1
N

)(x− τ−(Zs\Z̄ 1
N

)(x, v)v, v) for (x, v) ∈ U+,s, k ≥ 2.

Also, Cp and Cp,ε, 1 ≤ p < d, denote the constants:

Cp = sup
k=1...N

‖ACk‖L
(
Lp(Ck,dξ),Lp(Γ(Yk,N )\Ck,dξ)

),
Cp,ε = sup

k=1...N

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣[(I − T−1

Ck K)−1T−1
Ck KLCk

]
|Γ(Z k

N
)\Ck

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ (4.10)

where |||.||| denotes either the uniform norm of linear bounded operators from L1(Ck, dξ) to
Lp(Γ(Z k

N
)\Ck, dξ) in dimension d = 2 or the uniform norm of linear bounded operators from

L∗(Γ(Z k
N

)) to Lp(Γ(Z k
N

)\Ck, dξ) in dimension d ≥ 3.

Lemma 4.5. Let 1 ≤ p < d. For k = 1 . . . N , s = k
N , we have

u|Γ(Zs) = f
(k)
0 + f

(k)
1 , with

f
(k)
0 (x, v) = exp

τ+(Zs\Z̄ 1
N

)(x,v)

ε φ(x+ τ+(Zs\Z̄ 1
N

)(x, v)v, v)

+χU+,s(x, v)e−
d−,s(x,v)

ε φ(x− d−,s(x, v)v, v) (4.11)

for (x, v) ∈ Γ(Zs) and

f
(k)
1 ∈ Lp

(
Γ(Zs), dξ

)
,

where the source φ ∈ L∞
(
G−( 1

N , 0)
)

is extended by 0 on ∪Nl=1∂Z l
N
× V . Both f

(k)
0 and f

(k)
1

vanish on G−(s, s− 1
N ) when k ≥ 2.

In addition

‖f (k)
0 ‖k ≤

(
1 + e

2
√

(s− 1
N

)(2+s+ 1
N

)

ε
)
‖φ‖1, (4.12)

‖f (k)
1 ‖Lp

(
Γ(Zs)),dξ

) ≤ Cp,εCp(Ck−1
p +

Ckp − 1

Cp − 1
(1 + e

2
√

3+ 2
N

ε )
)
‖φ‖1, (4.13)

where ‖ · ‖k = ‖ · ‖L1(Γ(Zs),dξ) in dimension d = 2 and ‖ · ‖k = ‖ · ‖L∗(Γ(Yk,N )) in dimension
d ≥ 3.

This lemma is proved in appendix B.
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Construction of the source. Let η ∈ (0, 1) and ρ ∈ C∞0 (R,R), ρ ≥ 0, suppρ ⊆ (−1, 1)

with
∫ 1
−1 ρ(s)ds = 1 and ρ even. We set

ρη(x, v) = η−1ρ
(1 + 1

2N − |x− (x · v)v|
η

)
, (x, v) ∈ Rd × V,

and define

Uη = {(x, v) ∈ Γ−(Z1) | |x− (x · v)v| ∈ (−η + 1 +
1

2N
, η + 1 +

1

2N
)}.

When η ≤ 1
2N , then any ray x+Rv, (x, v) ∈ suppρη, intersects the ball Z 1

N
without penetrating

Z0. We denote by uη the transport solution in Lemma 4.5 where “φ”= φη = [ρη]|Γ−(Z 1
N

).

We obtain the following result.

Theorem 4.6. Let N ≥ 2. The source φη satisfies

|V ||Sd−2| ≤ ‖φη‖L1(Γ−(Z 1
N

),dξ) ≤ |V ||Sd−2|
(3

2

)d−2
. (4.14)

(In dimension d = 2 this is an equality.) When d = 2 and 1 < p < 2, q−1 + p−1 = 1 and

η ≤ e
q
2ε

CCqp,εC
q
p

(
CN−1
p +

CNp −1

Cp−1 (1 + e
4
ε )
)q , (4.15)

for some universal constant C then∫
Uη
uηdξ ≥ e

1
2ε |V ||Sd−2|. (4.16)

When d ≥ 3 and 2 < p < d, 2−1 < q−1 < 1− d−1 and

η ≤ e
q

(2−q)ε (|V ||Sd−2|)
2q

2−q(
C

1
q C̃Cp,εCp

) 2q
2−q
(
CN−1
p +

CNp −1

Cp−1 (1 + e
4
ε )
) 2q

2−q
(4.17)

for some universal constant C and a constant C̃ which depends only on ρ, then the lower bound
(4.16) holds.

The theorem is also proved in appendix B. Its interpretation is as follows. For any source
φη generating a solution of order O(1) in the vicinity of the ball B(0, 1), while the solution
is exactly 0 inside that ball, then the transport solution inside the ball B(0, 2) is necessarily
exponentially large (see (4.16)) close to |x| = 2. Equivalently, by linearity of the transport
equation, the above rescaled control of order O(1) at the boundary |x| = 2 generates a source

in the vicinity of |x| = 1 of order at most e−
1
2ε . This provides a quantitative example of the

instability of the boundary control in the diffusive regime that is consistent with the unique
continuation principle that applies in the diffusion limit.

5 Control of outgoing boundary conditions

We now consider the control problem aiming to find incoming conditions on Γ− such that
the outgoing conditions on Γ+ are prescribed. This is a question on the range of the albedo
operator. We obtained in an earlier section that the albedo operator was a Fredholm operator
with vanishing index. We now show that the dimensions of its kernels and co-kernels, which
have to be equal, do not necessarily vanish. In that case, some outgoing conditions cannot be
controlled from Γ−, answering the control problem negatively. By duality, this also shows the
existence of non-trivial incoming conditions such that nothing comes out of the domain (the
trace of the solution on Γ+ vanishes.
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5.1 Selfadjoint operators

In this section we assume that p = 2 and consider the setting with C = Γ− and hence Γ\C = Γ+.
We denote by L2

even(X×V ), resp. L2
odd(X×V ), the closed subspace of L2(X×V ) that consists

of functions that are even, resp. odd, in the v-variable:

L2
even(X × V ) = {f ∈ L2(X × V ) | f(x, v) = f(x,−v) a.e. (x, v) ∈ X × V },

and we denote by Peven, resp. Podd, the orthogonal projection onto that subspace L2
even(X×V ),

resp. L2
odd(X × V ).

We start with the following lemma:

Lemma 5.1. Assume that

σ(x, v) = σ(x,−v) a.e. (x, v) ∈ X × V. (5.1)

Then (
T−1

Γ+

)∗
f(x,−v) = T−1

Γ+
f(x, v), a.e. (x, v) ∈ X × V, (5.2)

and f ∈ L2(X × V ). As a consequence

Peven

(
T−1

Γ+

)∗
= PevenT

−1
Γ+
, Podd

(
T−1

Γ+

)∗
= −PoddT

−1
Γ+

and PevenT
−1
Γ+
Peven is a selfadjoint operator in L2(X×V ) and PoddT

−1
Γ+
Podd is skew-Hermitian.

Proof. We recall that

T−1
Γ+
f(x, v) = −

∫ τ+(x,v)

0
E+(x, v, t)f(x+ tv, v)dt, (x, v) ∈ X × V,

and (
T−1

Γ+

)∗
f(x, v) = −

∫ τ−(x,v)

0
E+(x− tv, v, t)f(x− tv, v)dt (x, v) ∈ X × V.

From (5.1), it follows that E+(x+ tv,−v, t) = E+(x, v, t), which proves the Lemma.

Let (x0, y0) ∈ X2, x0 6= y0, and let η ∈ (0, |x0−y0|
4 ) so that the Euclidean balls B(x0, η) and

B(y0, η) centered at x0 and y0 with radius η are included in X. Then let

ψ = K(χB(x0,η) − χB(y0,η)) =
(
χB(x0,η) − χB(y0,η)

)
σ′s. (5.3)

Performing the change of variables “y = x+ tv”, we have

〈T−1
Γ+
ψ,ψ〉 = −

∫
X×V

∫ τ+(x,v)

0
E+(x, v, t)ψ(x+ tv, v)dtψ(x, v)dxdv

= −
∫
X2

e|y−x|
∫ 1
0 σ(x+ε(y−x),ŷ−x)dε

|y − x|d−1
ψ(y, ŷ − x)ψ(x, ŷ − x)dxdy

= −
∫
B(x0,η)2∪B(y0,η)2

e|y−x|
∫ 1
0 σ(x+ε(y−x),ŷ−x)dεσ′s(x, ŷ − x)σ′s(y, ŷ − x)dxdy

|y − x|d−1

+

∫(
B(x0,η)×B(y0,η)

)
∪
(
B(y0,η)×B(x0,η)

)e|y−x|
∫ 1
0 σ(x+ε(y−x),ŷ−x)dεσ′s(x, ŷ − x)σ′s(y, ŷ − x)dxdy

|y − x|d−1

≥ −4ηe2η‖σ‖∞Vol(B(0, η)) sup
Wη

(σ′s)
2 + 2e

|x0−y0| inf σ
2 Vol(B(0, η))2 2d−1

|x0 − y0|d−1
inf
Wη

(σ′s)
2,
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where we have defined
Wη = (B(x0, η) ∪B(y0, η))× V.

We used that ∫
B(x0,η)2

dxdy

|x− y|d−1
≤ 2ηVol(B(0, η)),∫(

B(x0,η)×B(y0,η)
) dxdy

|y − x|d−1
dxdy ≥ Vol(B(0, η))2 2d−1

|x0 − y0|d−1
.

Hence we arrive at the conclusion that

〈T−1
Γ+
ψ,ψ〉 ≥

2dc2
dη

2d

|x0 − y0|d−1
e
|x0−y0| inf σ

2 inf
Wη

(σ′s)
2 (5.4)

×
(

1−
22−d|x0 − y0|d−1 supWη

(σ′s)
2

cdηd−1 infWη(σ′s)
2

e2η‖σ‖∞− |x0−y0| inf σ
2

)
,

where cd = Vol(B(0, 1)). Therefore when the right-hand side of the above equality is positive
then the operator PevenT

−1
Γ+
Peven has a positive eigenvalue by the min-max principle.

We also assume that k ∈ C
(
X̄, L2(V 2)

)
(see (3.6)). In particular

dim(kerA) = dim
(
ker(I −KT−1

Γ+
)
)
. (5.5)

Lemma 5.2. Assume that

k(x, v′, v) = k(x, v, v′) = k(x, v′,−v) a.e. (x, v′, v) ∈ X × V 2. (5.6)

Then K is a bounded selfadjoint operator in L2(X×V ) and K maps L2(X×V ) to L2
even(X×V ).

For the rest of this section we assume that hypotheses (5.1) and (5.6) hold and we assume
that K defines a positive operator:

〈Kφ, φ〉 ≥ 0, φ ∈ L2(X × V ).

We denote by

R = K
1
2 (5.7)

the non negative square root of the operator K. Note that L2
odd(X × V ) ⊆ kerK = kerR. We

are interested in the existence of a positive eigenvalue for RT−1
Γ+
R. Note that

ψ = Rφ, φ := R(χB(x0,η) − χB(y0,η)). (5.8)

Then
‖φ‖2L2 = 〈K(χB(x0,η) − χB(y0,η)), χB(x0,η) − χB(y0,η)〉 ≤ 2cd sup

Wη

σsη
d.

Hence from (5.4) it follows that

〈RT−1
Γ+
Rφ, φ〉

‖φ‖2
≥ 2d−1cdη

d

|x0 − y0|d−1
e
|x0−y0| inf σ

2
infWη σ

2
s

supWη
σs

(5.9)

×
(

1−
22−d|x0 − y0|d−1 supWη

σ2
s

cdηd−1 infWη σ
2
s

e2η‖σ‖∞− |x0−y0| inf σ
2

)
.
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5.2 Non-controllability result

Under the assumption
σ − σs ≥ 0, (5.10)

the transport equation is well-posed [11] and the albedo operator is well-defined (here σs = σ′s).
We also recall that pairs (σi, ki) ∈ L∞(X × V ) × L1(X × V × V ), i = 1, 2, are said to be

equivalent if there exists ϕ ∈ W̃∞(X × V ), ϕ > 0, ϕ|∂X×V = 1, so that

σ2(x, v) = σ1(x, v)− v · ∇x lnϕ(x, v), k2(x, v′, v) =
ϕ(x, v)

ϕ(x, v′)
k1(x, v′, v).

Equivalent pairs define the same albedo operator [20] when solvability conditions are satisfied.

Theorem 5.3. Let (M1,M2,M3) ∈ (0,+∞)2 and let k ∈ C(X̄, L2(V 2)) so that (5.6) holds
and K is non-negative and that

M1 ≤ σs ≤M2 a.e.

Then there exists a constant C ≥ M2 that depends on X, d, M1, M2 and M3 so that for any
σ ∈ L∞(X × V ) satisfying (5.1),

C ≤ σ ≤ C +M3 a.e. (5.11)

the operator KT−1
Γ+

has a positive eigenvalue greater than or equal to 1. In particular for such a
σ then there exists λ ∈ (0, 1) so that the albedo operator defined with respect to the coefficients
(σ, λk) (or any pair of coefficients equivalent to (σ, λk)) has a non zero kernel.

Proof. Fix (x0, y0, η) as above and let C ∈ (M2,+∞). Then for any σ satisfying (5.11) and
for the function φ previously defined we have

〈RT−1
Γ+
Rφ, φ〉

‖φ‖2
≥ 2d−1cdη

de
C|x0−y0|

2

|x0 − y0|d−1

M2
1

M2

(
1− 22−d|x0 − y0|d−1M2

2

cdηd−1M2
1

e
2η−|x0−y0|

2
C+2M3η

)
. (5.12)

The right-hand side goes to ∞ as C → +∞. Hence for C large enough the right-hand side
of the latter estimate is bigger than 1 and the selfadjoint operator RT−1

Γ+
R admits a positive

eigenvalue µ0 bigger than one. And µ0 is also an eigenvalue for the operator KT−1
Γ+

= R2T−1
Γ+

.

Then rescaling k by µ−1
0 k we obtain that µ−1

0 KT−1
Γ+

has 1 as an eigenvalue. By (5.5) it follows

that the albedo operator for the coefficients (σ, µ−1
0 k) has a nontrivial kernel.

We have the following improvement of Theorem 5.3.

Theorem 5.4. Let (M1,M2,M3) ∈ (0,+∞)3, let N ∈ N and let k ∈ C(X̄, L2(V 2)) so that
(5.6) holds and K is non-negative and that

M1 ≤ σs ≤M2 a.e.

Then there exists a constant C ≥ M2 that depends on X, d, M1, M2, M3 and N so that for
any σ ∈ L∞(X × V ) satisfying (5.1),

C ≤ σ ≤ C +M3 a.e. (5.13)

the operator KT−1
Γ+

has N positive eigenvalues greater or equal to 1.
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Proof. Fix x0 ∈ X and let r ∈ (0,+∞) so that B(x0, 2r) ⊆ X. Consider a plane P passing
through x0 and spanned by two unit vectors v1 and v2 orthogonal to each other. Consider the
sequence of N distinct points zi on the sphere S(x0, r):

zl := x0 + r cos(
lπ

N
)v1 + r sin(

lπ

N
)v2.

and set
zN+l := 2x0 − zl, l = 1 . . . N.

Then there exists α(N, r) ∈ (0, r) which depends only on N and r so that

2r = |zN+l − zl| = max
m,n=1...2N

|zm − zn| ≥ α(N, r) + max
m,n=1...N

m 6=n+N or n 6=m+N

|zm − zn|,

and inf m,n=1...2N
m 6=n

|zm − zn| ≥ α(N, r). Consider the family of N functions

φl = R
(
χ
B(zl+N ,

α(N,r)
4

)
− χ

B(zl,
α(N,r)

4
)

)
, l = 1 . . . N.

Then for any σ satisfying (5.11) and for the function φl we have

〈RT−1
Γ+
Rφl, φl〉
‖φl‖2

≥ γ1(C) (5.14)

where

γ1(C) :=
2−2dcdα(N, r)deCr

rd−1

M2
1

M2

(
1− 2d−1rd−1M2

2

cdα(N, r)d−1M2
1

e
α(N,r)−4r

4
C+

M3α(N,r)
2

)
. (5.15)

Then write
ψl = R(φl). (5.16)

Performing a change of variables “y = x+ tv”, we have for l 6= k

|〈T−1
Γ+
ψl, ψk〉| =

∫
X2

e|y−x|
∫ 1
0 σ(x+ε(y−x),v)dε

|y − x|d−1
ψl(y, v)ψk(x, v)dxdy

≤ max
[ ∫

W1,k,l

e|y−x|
∫ 1
0 σ(x+ε(y−x),v)dεσ′s(x, v)σ′s(y, v)dxdy

|y − x|d−1
,

∫
W2,k,l

e|y−x|
∫ 1
0 σ(x+ε(y−x),v)dεσ′s(x, v)σ′s(y, v)dxdy

|y − x|d−1

]
≤ c2

de
(r−α(N,r)

4
)‖σ‖∞2−3dα(N, r)d+1‖σ′s‖2∞,

where we used the notation v for the unit vector ŷ − x inside the above integrals and we
introduced the sets

W1,k,l =
(
B(zl,

α(N, r)

4
)×B(zk+N ,

α(N, r)

4
)
)
∪
(
B(zl+N ,

α(N, r)

4
)×B(zk,

α(N, r)

4
)
)
,

W2,k,l =
(
B(zl,

α(N, r)

4
)×B(zk,

α(N, r)

4
)
)
∪
(
B(zl+N ,

α(N, r)

4
)×B(zk+N ,

α(N, r)

4
)
)
.

In addition,

‖φl‖2L2 = 〈K(χ
B(zl+N ,

α(N,r)
4

)
− χ

B(zl,
α(N,r)

4
)
), χ

B(zl+N ,
α(N,r)

4
)
− χ

B(zl,
α(N,r)

4
)
〉

=

∫
X×V

σ′s(x, v)(χ
B(zl+N ,

α(N,r)
4

)
+ χ

B(zl,
α(N,r)

4
)
) ≥ 21−2dcdα(N, r)d inf σ′s.
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Hence we arrive at the conclusion that∣∣〈RT−1
Γ+
R

φl
‖φl‖L2

,
φk
‖φk‖L2

〉
∣∣ ≤ cd2−d−1e(r−α(N,r)

4
)‖σ‖∞α(N, r)

‖σ′s‖2∞
inf σ′s

≤ cd2
−d−1e(r−α(N,r)

4
)(C+M3)α(N, r)

M2
2

M1
. (5.17)

Comparing (5.17) and (5.15), we obtain

〈RT−1
Γ+
Rφm, φm〉
‖φm‖2

≥ γ2(C)
∣∣〈RT−1

Γ+
R

φl
‖φl‖L2

,
φk
‖φk‖L2

〉
∣∣,

for m, l, k = 1 . . . N with l 6= k, where

γ2(C) =
2−d+1α(N, r)d−1e−M3r+

α(N,r)
4

(C+M3)M3
1

rd−1M3
2

(
1− 2d−1rd−1M2

2 e
α(N,r)−4r

4
C+

M3α(N,r)
2

cdα(N, r)d−1M2
1

)
.

Note that γ2(C) → +∞ as C → +∞. Then consider the N -dimensional vector space E

spanned by the orthonormal vectors φl, l = 1 . . . N (the balls B(zi,
α(N,r)

4 ) are mutually
disjoint). Assume that the compact selfadjoint operator RT−1

Γ+
R has (only) N − j positive

eigenvalues greater than one with j ≥ 1. Consider the subspace F generated by the N − j
eigenvectors related to these eigenvalues. Then there exists (βi)i=1...N ∈ CN so that

N∑
j=1

|βj |2 = 1 and w :=

N∑
j=1

βj
φj
‖φj‖L2

∈ F⊥ (orthogonal space to F )

and we obtain that
〈RT−1

Γ+
Rw,w〉 ≤ ‖w‖2L2 ≤ N.

However

〈RT−1
Γ+
Rw,w〉 =

N∑
j=1

|βj |2〈RT−1
Γ+
R

φj
‖φj‖L2

,
φj
‖φj‖L2

〉+
∑

i,j=1...N
i 6=j

β̄jβi〈RT−1
Γ+
R

φi
‖φi‖L2

,
φj
‖φj‖L2

〉

≥ γ1(C)(1− N(N − 1)

2γ2(C)
)→ +∞,

as C → ∞. Therefore, for C sufficiently large, RT−1
Γ+
R must have (at least) N positive

eigenvalues greater than one. As a consequence, KT−1
Γ+

also has N positive eigenvalues greater
than one.

Theorem 5.3 shows that the albedo operator has a non-trivial kernel for specific choices
of the scattering coefficients (σ, k). Theorem 5.4 states that (σ, λk) gives rise to non-trivial
kernels for N different values of λ (counting multiplicities). Since the index of the albedo
operator vanishes, we obtain by duality a corresponding number of incoming conditions on Γ−
leading to vanishing outgoing solutions on Γ+.

The next result shows that when the kernel is non-trivial, it is generically one-dimensional.
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5.3 Simple eigenvalues are generic.

Theorem 5.5. Let σ ∈ C(X̄ × V ) satisfy (5.1). Let H be the subspace of C(X,L2(V 2))
defined by

H := {k ∈ C(X̄ × V × V ) | k satisfies (5.6) and K nonnegative operator in L2(X × V )}.

Then there is a dense subset D of H in C(X̄ × V × V ) so that for any k ∈ D the non zero
eigenvalues of the operator T−1

Γ+
K are simple. In addition all the eigenvalues of the operator

T−1
Γ+
K restricted to L2

even(X × V ) are generically simple.

Proof. We first prove that 0 is generically not an eigenvalue of the operator T−1
Γ+
K restricted to

L2
even(X ×V ). Assume that λ = 0 is an eigenvalue for T−1

Γ+
K restricted to L2

even(X ×V ). This

is equivalent to saying that 0 is an eigenvalue for KPeven since T−1
Γ+

is one-to-one. Therefore
we just need to consider an appropriate deformation of the nonnegative operator K.

Let (en)n∈N be an orthornormal basis of L2
even(V ) = {φ ∈ L2(V ) | φ(v) = φ(−v)} so

that the basis is made of smooth functions. Then we would like to consider the following
deformation

Kτ := K + τKw.

where

w(v′, v) =
∑
n∈N

en(v)en(v′)

γn

and the γn are appropriately chosen positive constants so that the series is absolutely conver-
gent and w ∈ C∞(V × V ). Here

Kwφ(x, v) =

∫
V
w(v′, v)φ(x, v′)dv′.

We would like to prove that for small positive τ , then Kτ is one-to-one on L2
even(X × V ). We

have

〈Kτφ, φ〉 ≥ τ
∑
n∈N

γ−1
n

∫
X
|〈en, φ(x, .)〉L2(V )|2,

for any φ ∈ L2
even(X × V ). Therefore, for φ ∈ L2

even(X × V ) and τ > 0, Kτφ = 0 and we have∑
n∈N γ

−1
n

∫
X |〈en, φ(x, .)〉L2(V )|2dx = 0, which proves that φ = 0. Hence 0 is not an eigenvalue

of the operator T−1
Γ+
Kτ restricted to L2

even(X × V ). This proves the second statement of the
Theorem assuming the first one is proved.

For γ ∈ C(X̄×V ×V ) satisfying (5.6), we denote by Kγ the bounded self-adjoint operator
in L2(X × V )

Kγφ(x, v) =

∫
V
γ(x, v′, v)φ(x, v′)dv′, (x, v) ∈ X × V, φ ∈ L2(X × V ).

For (γ1, γ2) ∈ C(X̄ × V × V )2 both satisfying (5.6), the following operator identity holds

Kγ1Kγ2 +Kγ2Kγ1 = Kγ3 ,

where γ3 ∈ C(X̄ × V × V ) also satisfies (5.6) and is defined by

γ3(x, v′, v) =

∫
V

(γ1(x, v′′, v)γ2(x, v′, v′′) + γ2(x, v′′, v)γ1(x, v′, v′′))dv′′.
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We also consider a selfadjoint square root R of the operator K, see [19, Theorem VI.9].
We recall that

R =
√
M

∞∑
n=0

cn
(
I − K

M

)n
,

for M large enough where the ci’s are all negative numbers for i > 0 and their series is
convergent. Here the operator I− K

M is a selfadjoint bounded and nonnegative operator and its
uniform norm is 1 by assumption on the function k ∈ H. We note that for (φ, ψ) ∈ L2(X×V )2∫

V
(Kφ)(x, v)ψ(x, v)dv =

∫
V
φ(x, v)(Kψ)(x, v)dv a.e. x ∈ X.

Hence we obtain that∫
V

(Rφ)(x, v)ψ(x, v)dv =

∫
V
φ(x, v)(Rψ)(x, v)dv a.e. x ∈ X. (5.18)

Now we prove the first statement of the Theorem. We consider the bounded operator

A = KγR for some γ ∈ C(X̄ × V × V ) satisfying (5.6),

and the analytic deformation of R given by Rτ = (R+ τA). Hence

AR+RA∗ = KγK +KKγ = Kγ4 , AA
∗ = KγKKγ = Kγ5

where γ4 and γ5 belong to C(X̄ × V × V ), also satisfy (5.6), and are defined by

γ4(x, v′, v) =

∫
V

(γ(x, v′′, v)k(x, v′, v”) + k(x, v′′, v)γ(x, v′, v′′))dv′′,

γ5(x, v′, v) =

∫
V 2

γ(x, v1, v)k(x, v2, v1)γ(x, v′, v2)dv1dv2,

for (x, v′, v) ∈ X̄ × V × V . Therefore RτR
∗
τ is the analytic deformation of K = R2 given by

RτR
∗
τ = K + τ(AR+RA∗) + τ2(AA∗) = Kkτ , kτ = k + τγ4 + τ2γ5.

By construction the function kτ belongs to H for any real τ . The operator T−1
Γ+
Kkτ = T−1

Γ+
RτR

∗
τ

also defines a τ -analytic deformation of T−1
Γ+
K.

We then apply Albert’s approach [1] on the analytic deformation R∗τT
−1
Γ+
Rτ .

Let λ be a nonnegative (isolated) eigenvalue of T−1
Γ+
K = T−1

Γ+
R2 with multiplicity h > 1.

Then λ is also a nonnegative eigenvalue of RT−1
Γ+
R with multiplicity h. By Rellich’s Theorem

[18, Chapter 2, Section 2], there exist analytic deformations λj(τ) and uj(τ), j = 1 . . . h,
so that λj(0) = λ and (uj(τ))j=1...h is an orthonormal family of eigenvectors of R∗τT

−1
Γ+
Rτ ,

R∗τT
−1
Γ+
Rτuj(τ) = λj(τ)uj(τ). We expand R∗τT

−1
Γ+
Rτ and use (5.3) to obtain

R∗τT
−1
Γ+
Rτ = RT−1

Γ+
R+ τ(RKγT

−1
Γ+
R+RT−1

Γ+
KγR) + τ2(A∗T−1

Γ+
A).

We write λj(τ) = λ+ ταj +O(τ2) and uj(τ) = uj + τvj +O(τ2). We obtain

αjuj + (λ−RT−1
Γ+
R)vj − (RKγT

−1
Γ+
R+RT−1

Γ+
KγR)uj = 0.

We note that (λ−RT−1
Γ+
R)vj ∈ ker(λ−RT−1

Γ+
R)⊥. Hence we obtain

αjδj,l = 〈(KγT
−1
Γ+

+ T−1
Γ+
Kγ)Ruj , Rul〉 = 〈KγT

−1
Γ+
Ruj , Rul〉+ 〈KγRuj , T

−1
Γ+
Rul〉. (5.19)

25



We use that R maps L2(X × V ) to L2
even(X × V ) and we use selfadjointness of the operator

PevenT
−1
Γ+
Peven in the last identity. We finally obtained that

αjδj,l =

∫
X×V 2

γ
(
(PevenT

−1
Γ+
Ruj)(x, v

′)Rul(x, v) +Ruj(x, v
′)(PevenT

−1
Γ+
Rul)(x, v)

)
dxdvdv′.

(5.20)
Above, γ = γ(x, v′, v). Our goal is to prove that we can choose the function γ in the definition
of the operator A so that there exists at least a couple of distinct values of αj ’s, which proves
that for small non zero τ , λ1(τ) has at most multiplicity h− 1. This implies the analog of [1,
Theorem 2] in our setting. Then the conclusion of the proof of genericity of simple non zero
eigenvalues of T−1

Γ+
K follows by reproducing the reasoning in [1].

We now proceed by contradiction and follow [1, Lemma]. Assume that the function γ is
such that all αj ’s have the same value α. Then it follows from (5.19) that for any couple
(ũ1, ũ2) of orthonormal real valued eigenvectors of ker(RT−1

Γ+
R− λ)

0 = 〈(KγT
−1
Γ+

+ T−1
Γ+
Kγ)Rũ1, Rũ2〉 = 〈KγT

−1
Γ+
Rũ1, Rũ2〉+ 〈KγRũ1, T

−1
Γ+
Rũ2〉. (5.21)

Lemma 5.6. Under the assumptions of Theorem 5.5, Ru is continuous on X̄ × V for any
u ∈ ker(RT−1

Γ+
R− λ).

The proof of Lemma 5.6 is given in Appendix D.

Lemma 5.7. Let (ũ1, ũ2) be two orthonormal real valued eigenvectors of ker(RT−1
Γ+
R − λ).

One of the following statements is satisfied:

i. Identity (5.21) does not hold when

γ(x, v′, v) = Rũ1(x, v′)Rũ2(x, v) +Rũ1(x, v)Rũ2(x, v′), (x, v′, v) ∈ X × V × V,

ii. Identity (5.21) does not hold when

γ(x, v′, v) = Rũ1(x, v′)Rũ1(x, v), (x, v′, v) ∈ X × V × V,

and the couple (ũ1, ũ2) is replaced by the couple ( ũ1−ũ2√
2
, ũ1+ũ2√

2
) in (5.21).

The proof of Lemma 5.7 is given in Appendix D.

Remark 5.8. The kernel of T−1
Γ+
K is infinite dimensional with the assumptions of Theorem

5.5. For k(x, v′, v) = k(x, v,−v′) and u ∈ L2
odd(X ×V ), we indeed have Ku = 0, T−1

Γ+
Ku = 0.

5.4 High-dimensional obstruction to controllability.

We now show that in specific, highly symmetric, situations, the kernel of the albedo operator
may have an arbitrarily large dimension. For the rest of this section, we consider the case
X = B(0, 1) the unit Euclidean Ball of dimension d centered at 0, σ is a constant and the
function k is identically equal to 1.

The operator of interest is KT−1
Γ+

on L2(X × V ). We restrict KT−1
Γ+

to L2
odd(X) = {g ∈

L2(X) | g(−.) = −g}, and we denote by F this restriction. Then

Ff(x) = −
∫
X

eσ|x−y|

|x− y|d−1
f(y), a. e. x ∈ X, f ∈ L2

odd(X).

The main properties of F are invariance by complex conjugation and by orthogonal transfor-
mations of Rd. The operator F is a compact self-adjoint operator on L2

odd(X).
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Consider the spaceHl(V ) of spherical harmonics of degree l, l ∈ N. The spherical harmonics
of degree l are the traces of harmonic homogeneous polynomials in Rd of degree l. We denote
by Nl the dimension of Hl(V ) and recall that Nl =

(
d+l−1
d−1

)
−
(
d+l−3
d−1

)
for l ≥ 2, N1 = d,

N0 = 1 (see [7]). We also denote by (Y1,l, . . . , YNl,l) an orthonormal basis for Hl(V ) endowed
with the L2-product on V .

Let l be odd and Lk,l be the subspace of L2
odd(X) consisting of square summable functions

f written in spherical coordinates as

f(rω) = g(r)Yk,l(ω) a.e. (r, ω) ∈ (0, 1)× V,

for some function g ∈ L2([0, 1], rd−1dr). The space Lk,l can be identified to L2([0, 1], rd−1dr).

Lemma 5.9. The operator F leaves stable the subspace Lk,l. For any g ∈ L2([0, 1], rd−1dr),

F (gYk,l) = Fl(g)Yk,l,

where Fl is a selfadjoint compact (Hilbert-Schmidt) operator in L2([0, 1], rd−1dr).

The proof of the Lemma is given in Appendix D. Note that the orthogonal sum

⊕l∈N, l odd , k=1...NlLk,l

is dense in L2
odd(X). Hence Lemma 5.9 provides a spectral decomposition of the operator F

once each Fl’s are diagonalized. The eigenvalues of F have a multiplicity greater than or equal
to d since Nl ≥ d for any l ≥ 1. There does not exist a (uniform) bound on the multiplicity of
eigenvalues for the operator F .

Lemma 5.10. Let l ∈ N, l odd. When the constant σ is large enough then the operator Fl in
L2([0, 1], rd−1dr) has a positive eigenvalue µ greater than 1 and µ is also an eigenvalue for the
operator F with multiplicity at least Nl.

The proof of the Lemma is given in Appendix D. We observe that the dimension Nl grows
to +∞ as l → +∞ when the spatial dimension d is greater or equal to 3. As a corollary of
Lemma 5.10, we deduce the existence of kernels of the albedo operator with arbitrary large
dimension when d ≥ 3.
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A Proof of Lemma 2.10

We start with the proof of the statements for the operator T−1
C K. Let φ be a bounded

mesurable function on ∂X × V and (x, v) ∈ X × V . It follows from the definition of T−1
C and

K:

T−1
C KLCφ(x, v)

= χC−(x− τ−(x, v)v, v)

∫
S

∫ τ−(x,v)

0
E−(x, v, t)

∫
V
k(x− tv, v−, v)LCφ(x− tv, v−)dv−dt

−χC+(x+ τ+(x, v)v, v)

∫
S

∫ τ+(x,v)

0
E+(x, v, t)

∫
V
k(x+ tv, v−, v)LCφ(x+ tv, v−)dv−dt.
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Hence∣∣T−1
C Kφ(x, v)

∣∣ ≤ ‖k‖∞χC−(x− τ−(x, v)v, v)

∫
S

∫ τ−(x,v)

0

∫
V
|LCφ|(x− tv, v−)dv−dt

+‖k‖∞e‖σ‖∞τ+(x,v)χC+(x+ τ+(x, v)v, v)

∫
S

∫ τ+(x,v)

0

∫
V
|LCφ|(x+ tv, v−)dv−dt.

From the definition of LC , we have

|LCφ(y, v−)| ≤

{
|φ|(y − τ−(y, v−)v−, v−), (y − τ−(y, v−)v−, v−) ∈ C−,
e‖σ‖∞τ+(y,v)|φ|(y + τ+(y, v−)v−, v−), (y + τ+(y, v−)v−, v−) ∈ C+,

for a.e. (y, v−) ∈ X × V . Now set

I−± (φ, x, v) =

∫
S

∫ τ±(x,v)

0

∫
V
|φ|(x± tv − τ−(x± tv, v−)v−, v−)dv−dt,

I+
± (φ, x, v) =

∫
S

∫ τ±(x,v)

0

∫
V
|φ|(x± tv + τ+(x± tv, v−)v−, v−)dv−dt.

We obtain∣∣T−1
C Kφ(x, v)

∣∣ ≤ ‖k‖∞
[
χC−(x− τ−(x, v)v, v)(I−− + e‖σ‖∞‖τ+‖∞I+

− )

+χC+(x+ τ+(x, v)v, v)e‖σ‖∞‖τ+‖∞(I−+ + e‖σ‖∞‖τ+‖∞I+
+ )
]
.

We omitted the arguments (φ, x, v) in front of I±− and I±+ for clarity. We first find a bound for
I−− . The study of I+

± and I−+ is similar. We make the change of variables

γv−,v,x(t) = x− tv − τ−(x− tv, v−)v−, dt =
∣∣νPv−,v,x(γv−,v,x(t)) · v−

v− · v⊥
∣∣dγv−,v,x(t),

where Pv−,v,x denotes the 2-dimensional plane passing through x with directions (v, v−) for
a.e. v− and where γv−,v,x is the intersection curve between ∂X and the plane Pv−,v,x and where
νPv−,v,x(z) is the outward unit normal at the boundary point z of the 2-dimensional domain

Pv−,v,x ∩X. Here v⊥ denotes one unit vector orthogonal to v in the vector plane spanned by
v and v−. We set

∂X−,v−,v,x = {x− tv − τ−(x− tv, v−)v− | t ∈ (0, τ−(x, v))} ⊂ ∂X ∩ Pv−,v,x.

We obtain

I−− (φ, x, v) =

∫
Sd−1

∫
γv−,v,x

χ∂X−,v−,v,x(γv−,v,x)|φ|(γv−,v,x, v−)|νPv−,v,x(γv−,v,x) · v−|dγv−,v,xdv−
|v− · v⊥|

.

(A.1)

Dimension d = 2. In that case, ∂X is 1-dimensional and X ∩ Pv−,v,x = X for a.e. (v, v−).
Hence (A.1) reduces to

I−− (φ, x, v) =

∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|
|φ(x−, v−)|dξ(x−, v−).
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Let p ∈ (1, 2−r) for some small positive number r and denote its conjugate by q, p−1+q−1 =
1. We are going to prove that

‖I−− (φ, ., .)‖Lp(X×V ) ≤ Cp‖φ‖L1(C,dξ), ‖I−− (φ, ., .)‖Lp(Γ\C,dξ) ≤ Cp‖φ‖L1(C,dξ). (A.2)

Similar estimates are derived for I+
± and I+

− which prove our statements for the dimension
d = 2. We use the estimates

sup
x−∈∂X

∫
∂X

χ∂X−,v−,v,x(x−)|ν(x) · v|dµ(x) ≤ CX |v · v⊥−|,

sup
x−∈∂X

∫
X
χ∂X−,v−,v,x(x−)dx ≤ CX |v · v⊥−| (A.3)

for a constant CX and for a.e. (v, v−) ∈ V 2, and

sup
v−∈V

∫
V
|v− · v⊥|1−pdv =

∫ 2π

0
| sin(θ)|1−pdθ <∞. (A.4)

A proof of (A.3) is postponed to the end of this section.
Let us start with the first estimate in (A.2). We first prove that∫

X×V

∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|p
|φ(x−, v−)|dξ(x−, v−)dxdv ≤ C̃p‖φ‖pL1(C,dξ). (A.5)

Indeed we use Tonelli’s theorem on nonnegative measurable functions and the second estimate
in (A.3) and (A.4) to obtain∫

X×V

∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|p
|φ(x−, v−)|dξ(x−, v−)dxdv

≤ CX

∫
C−

∫
V

dv

|v− · v⊥|p−1
|φ(x−, v−)|dξ(x−, v−) ≤ CX

∫ 2π

0
| sin(θ)|1−pdθ‖φ‖L1(C,dξ).

Hence

C̃p = CX

∫ 2π

0
| sin(θ)|1−pdθ <∞

and the integrand in (A.5) belongs to L1 and we can apply Hölder estimate below

‖I−− (φ, ., .)‖pLp(X×V ) =

∫
X×V

∣∣∣ ∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|
|φ(x−, v−)|dξ(x−, v−)

∣∣∣pdxdv
≤

∫
X×V

[ ∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|p
|φ(x−, v−)|dξ(x−, v−)

×
( ∫
C−
χ∂X−,v−,v,x(x−)|φ(x−, v−)|dξ(x−, v−)

) p
q

]
dxdv

≤
∫
X×V

∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|p
|φ(x−, v−)|dξ(x−, v−)dxdv‖φ‖

p
q

L1(C,dξ) ≤ C̃p‖φ‖
p
L1(C,dξ),

which proves the first estimate. The second estimate in (A.2) is proved in the same way (use
the first estimate in (A.3) instead) and we start from the estimate

‖I−− (φ, ., .)‖pLp(Γ\C,dξ) ≤
∫
∂X×V

∣∣∣ ∫
C−

χ∂X−,v−,v,x(x−)

|v− · v⊥|
|φ(x−, v−)|dξ(x−, v−)

∣∣∣pdξ(x, v).
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Dimension d ≥ 3. Let 1 ≤ p < d. We first prove that I−− (φ, ., .) ∈ Lp(X × V ) and

‖I−− (φ, ., .)‖Lp(X×V ) ≤ Cp‖φ‖L∗(Γ), (A.6)

for some constant Cp depending only on p and X. This reduces to proving (A.6) when φ is
replaced by |φ|. By (A.1) and by Hölder’s inequality

‖I−− (|φ|, ., .)‖pLp(X×V )

=

∫
X×V

∣∣∣ ∫
V

∫
γv−,v,x

χ∂X−,v−,v,x(γ)|νPv−,v,x(γ) · v−||φ|(γ, v−)dγdv−

|v− · v⊥|

∣∣∣pdxdv
≤

∫
X×V

[ ∫
V

∫
γv−,v,x

χ∂X−,v−,v,x(γ)|νPv−,v,x(γ) · v−|
|v− · v⊥|p

|φ|(γ, v−)dγdv−

×
( ∫

V

∫
γv−,v,x

|νPv−,v,x(γ) · v−||φ|(γ, v−)dγdv−
) p
q

]
dxdv.

We use the notation γ for γv−,v,x in the integrands above and below. By definition of the norm
‖φ‖L∗(Γ) we have ∫

V

∫
γv−,v,x

|νPv−,v,x(γ) · v−||φ|(γ, v−)dγdv− ≤ ‖φ‖L∗(Γ),

and we have

‖I−− (|φ|, ., .)‖pLp(X×V )

≤ ‖φ‖
p
q

L∗(Γ)

∫
X×V

[ ∫
V

∫
γv−,v,x

χ∂X−,v−,v,x(γ)|νPv−,v,x(γ) · v−|
|v− · v⊥|p

|φ|(γ, v−)dγdv−

]
dxdv.

We introduce the spherical coordinates for the v-variable:

v(θ, ω) = sin(θ)v− + cos(θ)ω, (θ, ω) ∈ (−π
2
,
π

2
)× Sd−2

v−

where Sn−2
v− = {ω ∈ Sd−1 | v− · ω = 0}. We recall that γv−,v,x denotes the curves that in-

tersect ∂X and the 2-dimensional plane Pv−,v,x passing through x with directions (v, v−) (or
equivalently (ω, v) for a.e. v). Hence

γv−,v,x = γv−,ω,x, Pv−,v,x = Pv−,ω,x for a.e. (v, v−) ∈ (Sd−1)2.

In addition
|v− · v⊥| = cos(θ) in the vector plane spanned by ω and v−,

and we obtain

‖I−− (|φ|, ., .)‖pLp(X×V ) ≤ ‖φ‖
p
q

L∗(Γ)

∫
V

∫
X×Sd−2

v−

∫ π
2

−π
2

(cos θ)d−2−p
∫
γv−,ω,x

χ∂X−,x,v(θ,ω),v−
(γ)

×|νPv−,ω,x(γ) · v−||φ|(γ, v−)dγdθdωdxdv−.

We denote Hv−,ω the (d− 2)-dimensional space orthogonal to v− and ω. We introduce the
change of variables

x = y + tv− + sω, y ∈ Hv−,ω, |y| ≤ r1, (s, t) ∈ (−r1, r1)2, dx = dtdsdy.

30



Hence Pv−,ω,x = Pv−,ω,y and γv−,ω,x = γv−,ω,y and we obtain

‖I−− (|φ|, ., .)‖pLp(X×V )

≤ ‖φ‖
p
q

L∗(Γ)

∫
V

∫
Sd−2
v−

∫
y∈Hv−,ω
|y|≤r1

∫ π
2

−π
2

(cos θ)d−2−p
∫

(−r1,r1)2

χX(y + tv− + sω)

×
∫
γv−,ω,y

χ∂X−,y+tv−+sω,v(θ,ω),v−
(γ)|νPv−,ω,y(γ) · v−||φ|(γ, v−)dγdtdsdθdωdydv−.

We use the following estimate (see above for the 2-dimensional case)

sup
y∈Hv−,ω

∫
(−r1,r1)2

χX(y + tv− + sω)χ∂X−,y+tv−+sω,v(θ,ω),v−
(γv−,ω,y)dsdt ≤ CX |v− · v⊥|

= CX cos(θ) (A.7)

for a constant CX which depends only on X and for a.e. v−, v, and we note that

Cp =

∫ π
2

−π
2

(cos θ)d−1−pdθ <∞ for p < d,

and we obtain that

‖I−− (|φ|, ., .)‖pLp(X×V )

≤ ‖φ‖
p
q

L∗(Γ)CX

∫
V

∫
Sd−2
v−

∫
y∈Hv−,ω
|y|≤r1

∫ π
2

−π
2

(cos θ)d−1−p

×
∫
γv−,ω,y

|νPv−,ω,y(γ) · v−||φ|(γ, v−)dγdθdωdydv−

≤ ‖φ‖
p
q

L∗(Γ)CXCp

∫
V

∫
Sd−2
v−

∫
y∈Hv−,ω
|y|≤r1

∫
γv−,ω,y

|νPv−,ω,y(γ) · v−||φ|(γ, v−)dγdωdydv−

≤ CXCp|V ||Sd−2||Bd−2(0, r1)|‖φ‖
p
q

+1

L∗(Γ) = CXCp|V ||Sd−2||Bd−2(0, r1)|‖φ‖pL∗(Γ).

Here |V |, |Sd−2| |Bd−2(0, r1)| denote the (d − 1)-dimensional volume of V , the (d − 2)-
dimensional volume of Sd−2 and the (d−2)-dimensional volume of the Euclidean Ball of center
0 and radius r1 in Rd−2 respectively. This concludes the proof on boundedness of T−1

C KLC
from L∗(Γ) to Lp(X × V ).

Similarly we prove that I−− (φ, ., .) ∈ Lp(Γ, dξ) and

‖I−− (φ, ., .)‖Lp(Γ,dξ) ≤ Cp‖φ‖L∗(Γ), (A.8)

Indeed we repeat the first lines of the proof above to obtain

‖I−− (|φ|, ., .)‖pLp(Γ,dξ) ≤ ‖φ‖
p
q

L∗(Γ)

∫
V

∫
∂X×Sd−2

v−

∫ π
2

−π
2

(cos θ)d−2−p
∫
γv−,ω,x

χ∂X−,x,v(θ,ω),v−
(γv−,ω,x)

×|νPv−,ω,x(γv−,ω,x) · v−||φ|(γv−,ω,x, v−)dγv−,ω,x|ν(x) · v(θ, ω)|dθdωdµ(x)dv−.

Then recalling that the variable x lives on the boundary ∂B(0, r1) ∪ ∂B(0, r2), we introduce
the change of variables

x(r, y, θ′) = y +
√
r2 − |y|2(cos(θ′)ω + sin(θ′)v−), y ∈ Hv−,ω, 0 ≤ |y| < r1, θ

′ ∈ (0, 2π),
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dx = rdθ′dy.

and r = r1 when r2 < |y| < r1 while either r = r1 or r = r2 when 0 ≤ |y| < r2. We omit
the dependance of x(r, y, θ) with respect to v− and ω. Note that Pv−,ω,x = Pv−,ω,y and
γv−,ω,x = γv−,ω,y. We obtain

‖I−− (|φ|, ., .)‖pLp(Γ,dξ) ≤ ‖φ‖
p
q

L∗(Γ)

∫
V

2∑
i=1

ri

∫
Sd−2
v−

∫
y∈Hv−,ω
|y|<ri

∫ 2π

0

∫ π
2

−π
2

(cos θ)d−2−p

×
∫
γv−,ω,y

χ∂X−,x,v(θ,ω),v−
(γv−,ω,y)|ν(x) · v(θ, ω)|

×|νPv−,ω,y(γv−,ω,y) · v−||φ|(γv−,ω,y, v−)dγv−,ω,y

∣∣∣
x=x(ri,y,θ′)

dθdωdθ′dydv−.

We also use the following estimates (see the end of this section for their proof)

sup
y∈Hv−,ω , 0≤|y|<ri

∫
(0,2π)

χ∂X−,x,v(θ,ω),v−
(γv−,ω,y)|ν(x) · v(θ, ω)|

∣∣∣
x=x(ri,y,θ′)

dθ′

≤ CX |v− · v⊥| = CX cos(θ), i = 1, 2. (A.9)

Hence we obtain as above

‖I−− (|φ|, ., .)‖pLp(Γ,dξ) ≤ ‖φ‖
p
q

L∗(Γ)CX

∫
V

( 2∑
i=1

ri

∫
Sd−2
v−

∫
y∈Hv−,ω
|y|<ri

∫ π
2

−π
2

(cos θ)d−1−pdθ

×
∫
γv−,ω,y

|νPv−,ω,y(γv−,ω,y) · v−||φ|(γv−,ω,y, v−)dγv−,ω,ydωdydv−

≤ 2r1CXCp|V ||Sd−2||Bd−2(0, r1)|‖φ‖pL∗(Γ),

which conclude the proof on boundedness of T−1
C KLC from L∗(Γ) to Lp(Γ\C, dξ).

Boundedness of
[
(I−T−1

C K)−1(T−1
C K)LC

]
|Γ\C

under condition (2.17). Under condition

(2.17) we write

(I − T−1
C K)−1(T−1

C K)LCφ = (T−1
C K)LCφ+ (I − T−1

C K)−1(T−1
C K)2LCφ,

for any φ ∈ L∞(C, dξ). Let us consider dimension d = 2. The higher dimensional case d ≥ 3
is handled similarly: replace L1(C, dξ) by L∗(Γ(X)).

We have already proved that T−1
C KLC defined a bounded operator from L1(C, dξ) to

Lp(Γ\C, dξ). It remains to prove that the second term also defines a bounded operator from
L1(C, dξ) to Lp(Γ\C, dξ).

We have proved above that T−1
C KLC defined a bounded operator from L1(C, dξ) to Lp(X×

V ). Then by Lemmas 2.3 and 2.4, (T−1
C K)2LC defines a bounded operator from L1(C, dξ) to

W p(X × V ). Hence we obtain that (I − T−1
C K)(T−1

C K)2LC is bounded from L1(C, dξ) to
W p(X × V ) and Lemma 2.2 concludes the proof.

Boundedness of
[
LC ]|Γ on L∗(Γ) in dimension d ≥ 3. Let us recall first a formula for a

2-dimensional C1 bounded domain X, a velocity space V and a boundary set C: For f ∈ L∞(C)∫
∂X\Cv

[JCf ]|Γ\C(x, v)|ν(x) · v|dµ(x) =

∫
Cv
f(x, v)|ν(x) · v|dµ(x) (A.10)
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for a.e. v ∈ S1 where Cv = {x ∈ ∂X | (x, v) ∈ C}. The proof of (A.10) follows from the identity∫
V
g(v)

( ∫
∂X\Cv

[JCf ]|Γ\C(x, v)|ν(x) · v|dµ(x)
)
dv =

∫
Γ\C

[JCf ]|Γ\C(gf)dξ =

∫
C
gfdξ

=

∫
V
g(v)

( ∫
Cv
f(x, v)|ν(x) · v|dµ(x)

)
dv,

for any g ∈ L1(V ). Now let us return to dimension d ≥ 3. Let φ ∈ L∞(∂X × V ) and let
(v−, ω, y) ∈ M so that γv−,ω,y is either a circle or the union of 2 circles and X ∩ Pv−,ω,y
is either a disk or a planar annulus depending on the value of y (either 0 ≤ |y| < r2 or
r2 < |y| < r1). We denote by Sω,v− the unit sphere in the vector plane spanned by (ω, v−)
and Γv−,ω,y = γv−,ω,y × Sω,v− . The subsets C±,v−,ω,y = Γv−,ω,y ∩C± are measurable subsets of
Γv−,ω,y and their union Cv−,ω,y = Γv−,ω,y∩C has a non zero measure for a.e. (v−, ω, y) ∈M. We
also denote by φ|Γv−,ω,y the measurable bounded function obtained by restricting φ on Γv−,ω,y
for a.e. (v−, ω, y) ∈ M. In addition LCv−,ω,y(φ|Γv−,ω,y) = LCφ for a.e. (v−, ω, y) ∈ M where

BCv−,ω,y denotes any operator “BC” of Section 2 for “(X,V, C) = (X ∩Pv−,ω,y,Sω,v− , Cv−,ω,y)”.
In addition [

LCv−,ω,y
]
|Γv−,ω,y

(φ|Γv−,ω,y) =
[[
LC
]
|Γ(φ)

]
|Γv−,ω,y

(A.11)

for a.e. (v−, ω, y) ∈M.
Then, the above left-hand side defines a bounded function (see Lemma 2.3 and φ ∈

L∞(∂X × V )) and we apply (A.10) to obtain∫
γv−,ω,y

|
[
LCv−,ω,y

]
|Γv−,ω,y\Cv−,ω,y

(φ|Γv−,ω,y)||νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y

≤ e‖τ‖∞‖σ‖∞
∫
γv−,ω,y

∣∣∣[JCv−,ω,y]|Γv−,ω,y\Cv−,ω,y(φ|Γv−,ω,y)∣∣∣|νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y
≤ e‖τ‖∞‖σ‖∞

∫
γv−,ω,y

|φ|Cv−,ω,y ||νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y,

for a.e. (v−, ω, y) ∈M. Since
[
LCv−,ω,y

]
|Cv−,ω,y

f = f for any f ∈ L∞(Cv−,ω,y), we finally obtain∫
γv−,ω,y

|
[
LCv−,ω,y

]
|Γv−,ω,y

(φ|Γv−,ω,y)||νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y

≤ (1 + e‖τ‖∞‖σ‖∞)

∫
γv−,ω,y

|φ||νPv−,ω,y(γv−,ω,y) · v−|dγv−,ω,y.

We combine (A.11) and (A.12) to obtain that
[
LC ]|Γ is a bounded operator from L∗(Γ) to

L∗(Γ) with e‖τ‖∞‖σ‖∞ as a uniform bound. Here a straightforward computation for X =
B(0, r1)\B(0, r2) gives ‖τ‖∞ = 2

√
r2

1 − r2
2. �

Proof of (A.3) and their higher dimensional counterparts. We prove the first estimate
in (A.3). We first assume that X is a disk of center 0 and radius 1. The constant CX behaves
linearly with the radius of the disk. By symmetry, we can assume that x− = (−

√
1− q2, q) for

some q ∈ (0, 1) and v− = (1, 0). We introduce the angle θq = arcsin(q). The point x− is located
at the angle π−θq and its tangent vector has an angle π/2−θq. We write v = (cos(θ), sin(θ))),
θ ∈ (−π, π). Then for a point x ∈ ∂X

χ∂X−,x,v,v− (x−) = 1
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if and only if x = x− + sv− + tv for some positive number t and 0 < s < 2
√

1− q2. Let
x̃− = (cos(θq), sin(θq)). The lines x− + Rv−, x− + Rv and x̃− + Rv cross the boundary at
the point x̃−, x− + 2 cos(θ + θq)v = (cos(θq + 2θ), sin(θq + 2θ)) and x̃− + 2 cos(θ + π − θq)v =
(cos(−π − θq + 2θ), sin(−π − θq + 2θ)), respectively. Then x lies at the intersection of the
boundary with the sector based at x− and directed by (v−, v) and the sector based at x̃− and
directed by (−v−, v). We denote A(x−, v−, v) =

∫
∂X χ∂X−,v−,v,x(x−)|ν(x) · v|dµ(x). Then,

A(x−, v−, v) =

∫
[θq ,2θ+θq ]

| cos(θ − φ)|dφ ≤ 4π sin(θ) = 4π|v− · v⊥|. (A.12)

When θ ∈ (−π/2−θq,−π/2+θq), then v is ingoing at x− and at x̃− and x = (cos(φ), sin(φ))
for some φ between the angles θq + 2θ and π − θq + 2θ. Then φ− 2θ is between the angles θq
and π− θq. Hence | cos(φ− 2θ)| ≤ cos(θq) ≤ | sin(θ)|. Then we obtain that | cos(φ− 2θ+ θ)| ≤
| cos(φ− 2θ)|+ | sin(θ)| and A(x−, v−, v) is bounded by 4π| sin(θ)| as above.

When θ ∈ (−π/2 + θq, π/2 − θq), then v is ingoing at x− and outgoing at x̃− and x =
(cos(φ), sin(φ)) for some φ between the angle θq and 2θ + θq. In that case A(x−, v−, v) is
trivially bounded by the length 2|θ| which is bounded by C sin(θ) for some constant C.

When θ ∈ (π/2+θq, π), then v is outgoing at x− and ingoing at x̃− and x = (cos(φ), sin(φ))
for some φ between the angles −π − θq + 2θ and π − θq. Then for θ′ = θ − π, we have
θ′ ∈ (−π/2 + θq, 0) and φ between the angles π− θq + 2θ′ and π− θq. In that case A(x−, v−, v)
is bounded by the length 2|θ′| which is bounded by C| sin(θ′)| = C sin(θ) for some constant C.

When θ ∈ (−π,−π/2 − θq), then v is outgoing at x− and ingoing at x̃− and x = (cos(φ),
sin(φ)) for some φ between the angles π − θq + 2θ and −π − θq. Then for θ′ = θ + π, we have
θ′ ∈ (0, π/2− θq) and φ between the angles −π − θq + 2θ′ and −π − θq. Again A(x−, v−, v) is
bounded by C| sin(θ)| for some constant C.

Now assume that X is the annulus B(0, 1)\B(0, r) for some 0 < r < 1. (Again CX behaves
linearly with the radius of the bigger disk.) Let A be a measurable subset of ∂B(0, r) so that
any straight line in direction v has at most one point in A. Then for v ∈ V consider the
measurable set A+ = {x+ tv ∈ ∂B(0, 1) | x ∈ A, t > 0}. One has∫

A
|ν(x) · v|dµ(x) =

∫
A+

|ν(x) · v|dµ(x).

Hence for (x−, v−) ∈ ∂X × V∫
∂X

χ∂X−,v−,v,x(x−)|ν(x) · v|dµ(x) ≤
∫
∂X̃

χ∂X̃−,v−,v,x
(x̃−)|ν(x) · v|dµ(x),

where X̃ is the disk D(0, 1) and x̃− ∈ ∂B(0, 1), x̃− = x if x ∈ ∂B(0, 1) and x− = x̃− + sv−,
x̃ ∈ for some positive s otherwise. This ends the proof of the first estimate in (A.3).

We now prove that the first estimate implies the second one in (A.3) when X is a planar
domain. Let (v, v−) ∈ V 2 and x− ∈ ∂X. We perform the change of variables x = y − tv,
y ∈ ∂X, dx = |ν(y) · v|dtdµ(y), ν(y) · v > 0 and we obtain the formula∫

X
χ∂X−,v−,v,x(x−)dx =

∫
y∈∂X, ν(y)·v>0

∫ τ−(y,v)

0
χ∂X−,v−,v,y−tv(x−)dt(ν(y) · v)dµ(y).

Then the definition of the set ∂X−,v−,v,y−tv implies that ∂X−,v−,v,y−tv ⊆ ∂X−,v−,v,y for any t.
Hence the right hand side is bounded by∫

y∈∂X
ν(y)·v>0

τ−(y, v)χ∂X−,v−,v,y(x−)dt(ν(y) · v)dtdµ(y) ≤ 2r1

∫
y∈∂X

χ∂X−,v−,v,y(x−)|ν(y) · v|dµ(y).
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Thus, the first estimate in (A.3) implies the second one.
The higher dimensional counterpart (A.7) also follows from a straightforward use of the first

estimate (A.3) on the planar domain X ∩ Pv−,ω,y which is either an annulus with “(r2
1, r

2
2)”=

(r2
1 − |y|2, r2

2 − |y|2), 0 ≤ |y| < r2, or a disk of center 0 and radius the square root of r2
1 − |y|2.

We use notation introduced before (A.7).
The higher dimensional counterpart (A.9) is also derived by (A.3) applied on the planar

domain X ∩ Pv−,ω,y. Indeed consider a boundary point x ∈ γv−,ω,y and a unit vector v lying
on the plane Pv−,ω,y. We denote by νPv−,ω,y(x)⊥ a unit vector lying on the plane Pv−,ω,y

and orthogonal to the normal vector νPv−,ω,y(x). The vector νPv−,ω,y(x)⊥ is tangent to the
boundary γv−,ω,y. Hence it is also a tangent vector to the d-dimensional domain X. Therefore
ν(x) is orthogonal to νPv−,ω,y(x)⊥. Then v = α1νPv−,ω,y(x) + α2νPv−,ω,y(x)⊥ for some real
numbers αi, i = 1, 2, and obviously

|ν(x) · v| = |α1ν(x) · νPv−,ω,y(x)| ≤ |α1| = |νPv−,ω,y(x) · v|.

This proves the estimate |ν(x) · v(θ, ω)| ≤ |νPv−,ω,y(x) · v(θ, ω)| when x = x(ri, y, θ
′), and we

have reduced the proof of (A.9) to (A.3). �

B Proof of Lemma 4.5 and Theorem 4.6

B.1 Proof of Lemma 4.5

The Lemma follows by induction on the number k of layers Yk,N , 1 ≤ k ≤ N .

The base case. The trace of the solution u on the boundary ∂Z 1
N
× V is written as

u|Γ(Z 1
N

) = f
(1)
0 + f

(1)
1 , f

(1)
0 =

[
LC1φ

]
|Γ(Z 1

N
)
, f

(1)
1 =

[
(I − T−1

C1 K)−1T−1
C1 KLC1φ

]
|Γ(Z 1

N
)
.

Then by definition of LC1 we have

f
(1)
0 (x, v) = φ(x− τ−(Z 1

N
)(x, v)v, v)e−

τ−(Z 1
N

)(x,v)

ε , (x, v) ∈ Γ(Z 1
N

). (B.1)

Obviously

‖f (1)
0 ‖1 ≤ ‖φ‖, (B.2)

and by definition of the constant Cp,ε

‖f (1)
1 ‖Lp(Γ(Z1),dξ) ≤ Cp,ε‖φ‖. (B.3)

The induction step. Now assume that the statements of the Lemma are proved in all layers
Yl,N , 1 ≤ l ≤ k. We have

u|Γ(Z
s+ 1

N
)\G−(s+ 1

N
,s) = f

(k+1)
0 + f

(k+1)
1 ,

where
f

(k+1)
0 =

[
LCk+1

f
(k)
0

]
|Γ(Z

s+ 1
N

)\G−((s+ 1
N
,s)
, (B.4)

and

(f1)
(k+1)

Γ(Z
s+ 1

N
)\G−(s+ 1

N
,s)

= ACk+1
f

(k)
1 +

[
(I − T−1

Ck+1
K)−1T−1

Ck+1
KLCk+1

f
(k)
0

]
|Γ(Z

s+ 1
N

)\G−(s+ 1
N
,s)
.

(B.5)

35



Here we extended f
(k)
0 and f

(k)
1 by 0 on G−(s+ 1

N , s).
From the definition of the operator LCk+1

and formula (4.11) for the index k, we obtain

(4.11) with k replaced by k+1. The ballistic term f
(k+1)
0 can be considered as the ballistic term

in the domain Zs+ 1
N
\Z̄ 1

N
: Introduce the set C = C− ∪ C+ where C− as G(s+ 1

N ,
1
N ) ∪ Γ+(Z 1

N
)

and C+ = Γ−(Z 1
N

). Then

f
(k+1)
0 =

[
LCf

(1)
0

]
|Γ(Z

s+ 1
N

)
, (B.6)

and by Lemma 2.10 ((r1, r2) = (1 + s+ 1
N , 1 + 1

N )) and (B.2) we obtain that

‖f (k+1)
0 ‖k+1 = (1 + e

2
√
s(2+s+ 2

N
)

ε )‖f (1)
0 ‖1 ≤ (1 + e

2
√
s(2+s+ 2

N
)

ε )‖φ‖1. (B.7)

This proves (4.12).
From (4.10)

‖ACk+1
f

(k)
1 ‖Lp(Γ(Z

s+ 1
N

)\G−(s+ 1
N
,s),dξ) ≤ Cp‖f

(k)
1 ‖Lp(Γ(Zs),dξ),

and
‖
[
(I − T−1

Ck+1
K)−1T−1

Ck+1
KLCk+1

f
(k)
0

]
|Γ(Z

s+ 1
N

)
‖Lp(Γ(Z

s+ 1
N

),dξ) ≤ Cp,ε‖f
(k)
0 ‖k.

Therefore
‖(f1)(k+1)‖Lp(Γ(Z

s+ 1
N

),dξ) ≤ Cp‖f
(k)
1 ‖Lp(Γ(Zs),dξ) + Cp,ε‖f (k)

0 ‖k. (B.8)

Hence

C−k−1
p ‖(f1)(k+1)‖Lp(Γ(Z

s+ 1
N

),dξ) ≤ C−1
p ‖f

(1)
1 ‖Lp(Γ(Zs),dξ) + Cp,ε

k∑
l=1

C−lp ‖f
(l)
0 ‖l.

We use (B.7) and (B.3) and we obtain (4.13). �

B.2 Proof of Theorem 4.6

Any ray x+ Rv, (x, v) ∈ Uη, intersects the ball Z 1
N

without penetrating Z0 when η ≤ 1
2N . In

addition ∫
Uη
dξ ≤ Cη, (B.9)

for a universal constant C. And Γ−(Z1) ∩ suppρη ⊆ Uη.
By Lemma 4.5 [uη]|Z1

= f
(N)
0,η + f

(N)
1,η where f

(N)
0,η is given by (4.11). Here by definition of

φη

f
(N)
0 (x, v) =

[
χUη(x, v)e

τ+(Z1\Z̄ 1
N

)(x,v)

ε + χU+,1(x, v)e−
d−,1(x,v)

ε

]
ρη(x− (x · v)v, v), (B.10)

for (x, v) ∈ Γ(Z1). From (B.10)∫
Uη
f

(N)
0,η dξ ≥ e

infUη τ+(Z1\Z̄ 1
N

)

ε

∫
Uη
ρη(x− (x · v)v, v)dξ(x, v).

Note that

inf
Uη
τ+(Z1\Z̄ 1

N
) ≥ 1− 1

N
,
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and ∫
Uη
ρη(x− (x · v)v, v)dξ(x, v) =

∫
Γ−(Z1)

ρη(x− (x · v)v, v)dξ(x, v)

=
1

2

∫
∂Z1×V

ρη(x− (x · v)v, v)dξ(x, v).

Since ∂Z1 is a sphere of radius 2 and center 0, we have ν(x) = 2−1x for x ∈ ∂Z1 and using
spherical coordinates on ∂Z1, “x = 2(sin(θ)v + cos(θ)ω), ω · v = 0” we actually compute:∫

∂Z1×V
ρη(x− (x · v)v, v)|ν(x) · v|dµ(x)dv

= η−12d−1|V ||Sd−2|
∫ π

2

−π
2

ρ
(1 + 1

2N − 2| cos(θ)|
η

)
cos(θ)d−2| sin(θ)|dθ

= η−12d|V ||Sd−2|
∫ 1

0
ρ
(1 + 1

2N − 2s

η

)
sd−2ds

= 2d−1|V ||Sd−2|
∫ 1+ 1

2N
η

−1+ 1
N

η

ρ(s)(
1 + 1

2N − ηs
2

)d−2ds

≥ 2d−1|V ||Sd−2|
∫ 1

−1
ρ(s)(

1 + 1
2N − ηs
2

)d−2ds ≥ 2|V ||Sd−2|

when η ≤ (2N)−1. Therefore∫
Uη
f

(N)
0,η dξ ≥ e

1− 1
N
ε 2|V ||Sd−2| when 0 < η ≤ 1

2N
. (B.11)

(We used the convention |Sd−2| = 2 in dimension d = 2.)
Then by (B.9) and (4.13)∣∣ ∫

Uη
f

(N)
1,η dξ

∣∣ ≤ C
1
q η

1
q ‖f (N)

1,η ‖Lp(Γ−(Z1),dξ)

≤ C
1
qCp,εCp

(
CN−1
p +

CNp − 1

Cp − 1
(1 + e

2
√

3+ 2
N

ε )
)
η

1
q ‖φη‖1, (B.12)

where p−1 + q−1 = 1. It remains to compute ‖φη‖L1(Γ−(Z 1
N

),dξ) and find an upper bound for

‖φη‖1.

Proof of formula (4.14). The computation is similar to the derivation of (B.11). Since
∂Z 1

N
is a sphere of radius 1 + 1

N and center 0, we have ν(x) = (1 + 1
N )−1x for x ∈ ∂Z 1

N
and

using spherical coordinates on ∂Z 1
N

, “x = (1 + 1
N )(sin(θ)v + cos(θ)ω), ω · v = 0” we actually
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compute:

‖φη‖L1(Γ−(Z 1
N

),dξ) =

∫
Γ−(Z 1

N
)
|φη|dξ =

1

2

∫
∂Z 1

N
×V

ρη(x− (x · v)v, v)dξ(x, v)

= |V |η−1(1 +
1

N
)d−1|Sd−2|

∫ π
2

0
ρ
(1 + 1

2N − (1 + 1
N ) cos(θ)

η

)
sin(θ) cos(θ)d−2dθ

= |V ||Sd−2|
∫ 1+ 1

2N
η

− 1
2ηN

ρ(s)(1 +
1

2N
− ηs)d−2ds

= |V ||Sd−2|
∫ 1

−1
ρ(s)(1 +

1

2N
− ηs)d−2ds. (B.13)

Then we use that
∫
R ρ = 1, ρ ≥ 0 and obtain (4.14).

Upper bound for ‖φη‖1 in dimension d ≥ 3. We recall that

‖φη‖L∗(Γ(Z 1
N

)) =

∫
V

(
supess(ω,y)∈Mv−

∫
γv−,ω,y

|φη|(γ, v−)|νPv−,ω,y(γ) · v−|dγ
)
dv−, (B.14)

Here γv−,ω,y andM are defined at the end of section 2 when (r1, r2) = (1+ 1
N , 1). The function

φη is invariant under rotation in the v−- variable and φη also vanishes on ∂Z0. Hence

‖φη‖L∗(Γ(Z 1
N

)) = |V |supess(v−,ω,y)∈M

∫
γv−,ω,y∩∂Z 1

N

|φη|(γ, v−)|νPv−,ω,y(γ) · v−|dγ. (B.15)

Let (v−, ω, y) ∈M. We omit the indices v−, ω, y for γv−,ω,y and Pv−,ω,y:∫
γ∩∂Z 1

N

|φη|(γ, v−)|νP (γ) · v−|dγ = η−1

∫
γ∩∂Z 1

N

ρ(
1 + 1

2N − |γ − (γ · v−)v−|
η

)|νP (γ) · v−|dγ.

As above we introduce the coordinates γ = y+
√

(1 + 1
N )2 − |y|2(cos(θ)ω+ sin(θ)v−) and the

change of variables s = cos(θ) and we obtain∫
γ∩∂Z 1

N

|φη|(γ, v−)|νP (γ) · v−|dγ =
4

η

√
((1 +

1

N
)2 − |y|2)

×
∫ 1

0
ρ(

1 + 1
2N −

√
|y|2 + ((1 + 1

N )2 − |y|2)s2

η
)ds.

(The length of the circle γ ∩ ∂Z 1
N

is 2π
√

(1 + 1
N )2 − |y|2.) Then we perform the change of

variables

s =

√
(1 + 1

2N + ηt)2 − |y|2√
(1 + 1

N )2 − |y|2
, ds =

η(1 + 1
2N + ηt)dt√

(1 + 1
N )2 − |y|2

√
(1 + 1

2N + ηt)2 − |y|2

and ∫
γ∩∂Z 1

N

|φη|(γ, v−)|νP (γ) · v−|dγ = 4

∫ 1
2Nη

−1− 1
2N

+|y|
η

(1 + 1
2N + ηt)ρ(t)√

(1 + 1
2N + ηt)2 − |y|2

dt

≤ 4

∫ 1

min
(−1− 1

2N
+|y|

η
,1
) ρ(t)

√
1 + 1

2N + ηt√
1 + 1

2N + ηt− |y|
dt.
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Let us write y = 1 + 1
2N + tyη. Then

∫
γ∩∂Z 1

N

|φη|(γ, v−)|νP (γ) · v−|dγ ≤
4
√

1 + 1
N

√
η

∫ 1

min(ty ,1)

ρ(t)
√
t− ty

dt ≤ C̃|V |−1η−
1
2 ,

where

C̃ = 2
3
2 |V | sup

σ∈(−∞,1)

∫ 1

−1

ρ(t)√
|t− σ|

dσ

Finally we obtain

‖φη‖L∗(Γ(Z 1
N

)) ≤ C̃η−
1
2 . (B.16)

Proof of (4.16) in dimension d = 2. From (B.12) and (4.14) (‖φη‖1 = 2) it follows that

∣∣ ∫
Uη
f

(N)
1,η dξ

∣∣ ≤ |V ||Sd−2|C
1
qCp,εCp

(
CN−1
p +

CNp − 1

Cp − 1
(1 + e

2
√

3+ 2
N

ε )
)
η

1
q . (B.17)

Therefore we combine (B.17) and (B.11) and we obtain (4.16) where

η
1
q ≤ e

1− 1
N
ε

C
1
qCp,εCp

(
CN−1
p +

CNp −1

Cp−1 (1 + e
2
√

3+ 2
N

ε )
) .

Proof of (4.16) in dimension d ≥ 3. From (B.12) and (B.16) it follows that

∣∣ ∫
Uη
f

(N)
1,η dξ

∣∣ ≤ C
1
q C̃Cp,εCp

(
CN−1
p +

CNp − 1

Cp − 1
(1 + e

2
√

3+ 2
N

ε )
)
η

1
q
− 1

2 . (B.18)

Therefore we combine (B.18) and (B.11) and we obtain (4.16) when

η
1
q
− 1

2 ≤ e
1− 1

N
ε |V ||Sd−2|

C
1
q C̃Cp,εCp

(
CN−1
p +

CNp −1

Cp−1 (1 + e
2
√

3+ 2
N

ε )
) .

�

C Proof of Lemmas 2.3 and 2.4

C.1 Proof of Lemma 2.3

We first prove (2.6). We have

‖LC,σg‖W p = ‖(τσ)τ
− 1
pLC,σg‖Lp + ‖τ−

1
pLC,σg‖Lp

≤ (1 + ‖τσ‖∞)‖τ−
1
pLC,σg‖Lp ≤ e‖τσ‖∞(1 + ‖τσ‖∞)‖g‖Lp(C,dξ).

Similarly we obtain the estimate of LCg with respect to W̃ p.
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Then we prove (2.8) and (2.9). Let D± := {(x, v) ∈ X × V | (x ± τ±(x, v)v, v)) ∈ C±}.
Then(∫

X×V
τ−εp|T−1

C f(x, v)|pdxdv
) 1
p ≤ e‖τσ‖∞

[( ∫
D+

τ−εp
( ∫ τ+(x,v)

0
|f(x+ sv, v)|ds

)p
dxdv

) 1
p

+
(∫

D−

τ−εp
( ∫ τ−(x,v)

0
|f(x− sv, v)|ds

)p
dxdv

) 1
p
]
.

Next, ∫
D+

τ−εp
( ∫ τ+(x,v)

0
|f(x+ sv, v)|ds

)p
dxdv

≤
∫
D+

τp(1−ε)−1

∫ τ+(x,v)

0
|f(x+ sv, v)|pdsdxdv,

=

∫
C+

∫ τ(x,v)

0
τ(x, v)p(1−ε)−1

∫ t

0
|f(x− tv + sv, v)|pdsdtdξ(x, v)

=

∫
C+

∫ τ(x,v)

0
τ(x, v)p(1−ε)−1(τ(x, v)− s)|f(x− sv, v)|pdsdξ(x, v) ≤ ‖τ1−εf‖pLp(D+).

Similarly ∫
D−

τ−εp
( ∫ τ−(x,v)

0
|f(x− sv, v)|ds

)p
dxdv ≤ ‖τ1−εf‖pLp(D−),

which provides (2.8).
Estimate (2.9) follows from (2.8) and the identity v · ∇xT−1

C f + σT−1
C f = f . �

C.2 Proof of Lemma 2.4

We only treat the case 1 < p <∞. Let φ ∈ Lp(X × V ). Assume (2.10). We have∫
X×V

|Kφ(x, v)|pdxdv =

∫
X×V

( ∫
V
|k(x, v′, v)||φ(x, v′)|dv′

)p
dxdv

≤
∫
X×V

( ∫
V
|k(x, v′′, v)|

p
p−1dv′′

)p−1( ∫
V
|φ(x, v′)|pdv′

)
dxdv

≤ ‖φ‖pLp(X×V )

∥∥∫
V

( ∫
V
|k|

p
p−1 (., v′, v)dv′

)p−1
dv
∥∥
∞.

Similarly assume (2.13) and let φ ∈ τ
1
pLp(X × V ). Then∫

X×V
τp−1|Kφ(x, v)|pdxdv ≤

∫
X×V

τp−1
( ∫

V
k(x, v′, v)φ(x, v′)dv′

)p
dxdv

≤
∫
X×V

τp−1
( ∫

V
k(x, v′, v)φ(x, v′)dv′

)p
dxdv

≤
∫
X×V

τp−1

∫
V
τ(x, v′)−1|φ(x, v′)|pdv′

( ∫
V
|k(x, v′′, v)|

p
p−1 τ(x, v′′)

1
p−1dv′′

)p−1
dxdv

≤ ‖
∫
V
τp−1

( ∫
V
|k(x, v′′, v)|

p
p−1 τ(x, v′′)

1
p−1dv′′

)p−1
dv‖L∞(X)

×
∫
X×V

τ(x, v′)−1|φ(x, v′)|pdv′dx.
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Now assume (2.11). Let (φ, ψ) ∈ Lp(X × V )× L
p
p−1 (X × V ). We have

|
∫
X×V

Kφ(x, v)ψ(x, v)dxdv| ≤
∫
X×V×V

|k|(x, v′, v)|φ|(x, v′)ψ(x, v)dxdvdv′

≤
( ∫

X×V×V
|k(x, v′, v)||φ|p(x, v′)dv′dxdv

) 1
p

×
( ∫

X×V×V
|k(x, v′, v)|ψ|

p
p−1 (x, v)dv′dxdv

) p−1
p

= ‖σs‖
1
p
∞‖σ′s‖

p−1
p
∞ ‖φ‖Lp(X×V )‖ψ‖

L
p
p−1 (X×V )

.

Similarly assume (2.14). Let (φ, ψ) ∈ τ
1
pLp(X × V )× τ

p−1
p L

p
p−1 (X × V ). We have

|
∫
X×V

Kφ(x, v)ψ(x, v)dxdv| ≤
( ∫

X×V×V
|k(x, v′, v)||φ|p(x, v′)dv′dxdv

) 1
p

×
( ∫

X×V×V
|k(x, v′, v)||ψ|

p
p−1 (x, v)dv′dxdv

) p−1
p

= ‖τσs‖
1
p
∞‖τσ′s‖

p−1
p
∞ ‖τ−

1
pφ‖Lp(X×V )‖τ

− p−1
p ψ‖

L
p
p−1 (X×V )

.

�

D Proof of Lemmas 5.6, 5.7, 5.9 and 5.10

D.1 Proof of Lemma 5.6

We note that

KT−1
Γ+
f(x, v) = −

∫
X

e|x−y|
∫ 1
0 σ(εx+(1−ε)y,ŷ−x)dεk(x, ŷ − x, v)

|x− y|d−1
f(y, ŷ − x)dy, (D.1)

for f ∈ L2(X × V ) (we used a change of variables y = x+ tv′). Hence

|
(
KT−1

Γ+

)d+2
f(x0, v)| ≤ e(n+2)diam(X)‖σ‖∞‖k‖d+2

∞

×
∫
Xd+2

|f(xd+2, ̂xd+2 − xd+1)|dx1 . . . dxd+2

Πd+2
i=1 |xi − xi−1|d−1

≤ e(d+2)diam(X)‖σ‖∞‖k‖d+2
∞

×
[

sup
(z0,zd+1)∈X2

∫
Xd

dz1 . . . dzd

Πd+1
i=1 |zi − zi−1|d−1

] ∫
X2

|f(xd+2, ̂xd+2 − xd+1)|
|xd+1 − xd+2|d−1

dxd+1dxd+2,

where we recall that (see for instance [4])

C := sup
(z0,zd+1)∈X2

∫
Xd

dz1 . . . dzd

Πd+1
i=1 |zi − zi−1|d−1

<∞,

and we have∫
X2

|f(xd+2, ̂xd+2 − xd+1)|
|xd+1 − xd+2|d−1

dxd+1dxd+2 =

∫
X×V

∫ τ−(xd+2,v)

0
|f(xd+2, v)|dtdvdxd+2
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(we used the change of variables xd+2 = xd+1 − tv). Hence

|
(
KT−1

Γ+

)d+2
f(x0, v)| ≤ Cdiam(X)e(d+2)diam(X)‖σ‖∞‖k‖d+2

∞ ‖f‖L1(X×V ) <∞.

Therefore Ru = λ−1KT−1
Γ+
Ru = (λ−1)d+2(KT−1

Γ+
)d+2Ru ∈ L∞(X × V ). Then from (D.1)

applied twice it follows that

Ru(x, v) = λ−2

∫
X2

e|x−x1|
∫ 1
0 σ(εx+(1−ε)x1,x̂1−x)dε+|x1−x2|

∫ 1
0 σ(εx1+(1−ε)x2,x̂2−x1)

|x− x1|d−1|x1 − x2|d−1

×k(x, x̂1 − x, v)k(x1, x̂2 − x1, x̂1 − x)Ru(x2, x̂2 − x1)dx1dx2.

Hence, from the above formula, the boundedness of Ru, and the continuity of the optical
parameters σ and k, it follows that Ru is a continuous function on X̄ × V . �

D.2 Proof of Lemma 5.7

First set
γ(x, v′, v) = Rũ1(x, v′)Rũ2(x, v) +Rũ1(x, v)Rũ2(x, v′).

Then ∫
X×V 2

γ
(
(PevenT

−1
Γ+
Rũ1)(x, v′)Rũ2(x, v) +Rũ1(x, v′)(PevenT

−1
Γ+
Rũ2)(x, v)

)
dxdvdv′

=

∫
X

(∫
V
Rũ1(x, v)T−1

Γ+
Rũ1)(x, v)dv

)(∫
V
|Rũ2(x, v′)|2dv′

)
dx

+

∫
X

(∫
V
Rũ2(x, v)(T−1

Γ+
Rũ2)(x, v)dv

)(∫
V
|Rũ1(x, v′)|2dv′

)
dx

+

∫
X

(∫
V
Rũ1(x, v)(T−1

Γ+
Rũ2)(x, v)dv

)(∫
V
Rũ1(x, v′)Rũ2(x, v′)dv′

)
dx

+

∫
X

(∫
V
Rũ2(x, v)(T−1

Γ+
Rũ1)(x, v)dv

)(∫
V
Rũ2(x, v′)Rũ1(x, v′)dv′

)
dx.

Now we use the property (5.18) and the identity RT−1
Γ+
Rũj = λũj ,and we obtain

λ−1

∫
X×V 2

γ
(
(T−1

Γ+
Rũ1)(x, v′)Rũ2(x, v) +Rũ1(x, v′)(T−1

Γ+
Rũ2)(x, v)

)
dxdvdv′

=

∫
X

(∫
V
|ũ1(x, v)|2dv

)(∫
V
|Rũ2(x, v′)|2dv′

)
dx

+

∫
X

(∫
V
|ũ2(x, v)|2dv

)(∫
V
|Rũ1(x, v′)|2dv′

)
dx

+2

∫
X

(∫
V

(ũ1ũ2)(x, v)dv
)(∫

V
(Rũ1Rũ2)(x, v′)dv′

)
dx ≥ 0.

We applied Cauchy-Schwarz inequality to each single integral over V at the last line. We also
obtain that the right hand side vanishes if and only if∫

V
|ũ1(x, v)|2dv

(∫
V
|Rũ2(x, v′)|2dv′

)
=

∫
V
|ũ2(x, v)|2dv

(∫
V
|Rũ1(x, v′)|2dv′

)
,

∫
V

(ũ1ũ2)(x, v)dv
(∫

V
(Rũ1Rũ2)(x, v′)dv′

)
= −

∫
V
|ũ1(x, v)|2dv

(∫
V
|Rũ2(x, v′)|2dv′

)
(D.2)
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for a.e. x ∈ X. Therefore we consider the measurable set O of X where∫
V
|ũ1(x, v)|2dv

(∫
V
|Rũ2(x, v′)|2dv′

)
=

∫
V
|ũ2(x, v)|2dv

(∫
V
|Rũ1(x, v′)|2dv′

)
6= 0

and we obtain by equality in Cauchy-Schwarz inequality applied to (D.2)

ũ1(x, v) = ε(x)ũ2(x, v) a.e. (x, v) ∈ O × V, (D.3)

where ε is a real valued measurable function. But going back to (D.2) we see that the left
hand side is the nonnegative number

ε2(x)

∫
V
|ũ1|2(x, v)dv

(∫
V
|Rũ1|2(x, v′)dv′

)
.

Hence either O is a negligible set or (5.21) does not hold. In the latter case we found a defor-
mation defined by γ so that all αj ’s can not have the same value.

Therefore we now assume that O is negligible. Then we have∫
V
|ũ1(x, v)|2dv

(∫
V
|Rũ2(x, v′)|2dv′

)
=

∫
V
|ũ2(x, v)|2dv

(∫
V
|Rũ1(x, v′)|2dv′

)
= 0 (D.4)

for a.e. x ∈ X. In particular we also have∫
V

(ũ1ũ2)(x, v)dv
(∫

V
(Rũ1Rũ2)(x, v′)dv′

)
= 0 (D.5)

for a.e. x ∈ X.
Now set

γ(x, v′, v) = Rũ1(x, v′)Rũ1(x, v),

and replace the couple of vectors (ũ1, ũ2) by the orthonormal couple ( ũ1−ũ2√
2
, ũ1+ũ2√

2
). We

compute as before and we use the identities (D.4) and (D.5) and we obtain∫
X×V 2

γ
(
T−1

Γ+
R
ũ1 − ũ2√

2
(x, v′)R

ũ1 + ũ2√
2

(x, v)

+R
ũ1 − ũ2√

2
(x, v′)(T−1

Γ+
R
ũ1 + ũ2√

2
)(x, v)

)
dxdvdv′

=
λ

2

∫
X

(∫
V
|ũ1(x, v)|2dv

)(∫
V
|Rũ1(x, v′)|2dv′

)
dx. (D.6)

Then for a.e. x ∈ X we have∫
V
|Rũ1(x, v)|2dv =

∫
V

(Kũ1)(x, v)ũ1(x, v)dv

≤ ‖k‖∞
∣∣ ∫

V
ũ1(x, v)

∣∣2 ≤ ‖k‖∞|V | ∫
V
|ũ1(x, v)|2dv. (D.7)

Therefore we combine (D.6) and (D.7) and we obtain that there exists a positive constant C
so that ∫

X×V 2

γ
(
T−1

Γ+
R
ũ1 − ũ2√

2
(x, v′)R

ũ1 + ũ2√
2

(x, v)

+R
ũ1 − ũ2√

2
(x, v′)(T−1

Γ+
R
ũ1 + ũ2√

2
)(x, v)

)
dxdvdv′ ≥ C

∫
X

(∫
V
|Rũ1(x, v′)|2dv′

)2
dx.

Hence the right hand side vanishes if and only if Rũ1 = 0, which contradicts that ũ1 is a unit
eigenvector of the operator RT−1

Γ+
R. �
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D.3 Proof of Lemma 5.9

Introducing spherical coordinates we have for d ≥ 2

Ff(x) = −
∫ 1

0
rd−1

∫
Sd−1

eσ
√
|x|2+r2−2r(x·ω)(

|x|2 + r2 − 2r(x · ω)
) d−1

2

f(rω)dωdr.

For f(rω) = g(r)φ(ω), φ ∈ Hl(V ), we obtain that

F (f)(sω) = −
∫ 1

0
rd−1g(r)

∫
Sd−1

eσ
√
s2+r2−2rs(ω′·ω)(

s2 + r2 − 2rs(ω′ · ω)
) d−1

2

φ(ω′)dω′dr.

Next, following [17, VII.3.2], F (f)(sω) = φ(ω)
∫ 1

0 r
d−1g(r)fl(s, r)dr, where

fl(s, r) = −|Sd−2|
∫ 1

−1

(1− t2)
d−3

2 G
d−2

2
l (t)eσ

√
s2+r2−2rst(

s2 + r2 − 2rst
) d−1

2

dt, s 6= r, (D.8)

and G
d−2

2
l denotes the Gegenbauer polynomial of degree l with normalizing condition G

d−2
2

l (1)
= 1 which is the unique polynomial (with values 1 at 1) of the equation [15, Chapter V, 5.1.3]

(1− x2)
d2G

d−2
2

l

dx2
(x)− (d− 1)x

dG
d−2

2
l

dx
(x) + l(l + d− 2)G

d−2
2

l (x) = 0, x ∈ (−1, 1). (D.9)

Hence the operator Fl defined on L2([0, 1], rd−1dr) by

Flg(s) =

∫ 1

0
g(r)fl(s, r)r

d−1dr (D.10)

is a selfadjoint compact (in fact Hilbert-Schmidt) operator in L2([0, 1], rd−1dr).
For these last statements we used the following estimates

rd−1|fl(s, r)| ≤ Cl

∫ π

0

rd−1 sin(θ1)d−2(
s2 + r2 − 2rs cos(θ1)

) d−1
2

dθ1

= Cl

∫ π

0

rd−1 sin(θ1)d−2(
r2 sin(θ1)2 + (s− r cos(θ1))2

) d−2
2
√

(s2 + r2 − 2rs cos(θ1)
)dθ1

≤ Cl

∫ π

0

r√
(s2 + r2 − 2rs cos(θ1)

)dθ1 ≤ C ′l(ln(
1

r − s
) + 1), (D.11)

for any (s, r) ∈ [0, 1]2, s < r, and for some constants Cl and C ′l . �

D.4 Proof of Lemma 5.10

Let us first consider the Gegenbauer polynomials introduced above in (D.8). We recall the

property [15, Chapter V, 5.2.1 and 5.1.3]: G
d−2

2
l (−x) = (−1)lG

d−2
2

l (x). Hence l being odd we

actually have G
d−2

2
l (−1) = −G

d−2
2

l (1) = −1. Therefore there exist positive numbers ε and η,
η < 1/2 so that

−|Sd−2|G
d−2

2
l (t) ≥ ε
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for t ∈ (−1,−1 + η). Now let (s, r) ∈ [η, 1]2, s 6= r. Then the above estimate gives

−|Sd−2|
∫ −1+η

−1

(1− t2)
d−3

2 G
d−2

2
l (t)eσ

√
s2+r2−2rst(

s2 + r2 − 2rst
) d−1

2

dt ≥ ε
∫ −1+η

−1

(1− t2)
d−3

2 eσ
√
s2+r2−2rst(

s2 + r2
) d−1

2

dt.

The integrand on the right hand side is non-negative and the integral over (−1,−1 + η) is
bounded below by the integral of the same integrand over the smallest interval (−1+η/2,−1+
η). In addition using monotonicity in t of the denominator and of the exponential we easily
obtain

−|Sd−2|
∫ −1+η

−1+η/2

(1− t2)
d−3

2 G
d−2

2
l (t)eσ

√
s2+r2−2rst(

s2 + r2
) d−1

2

dt ≥ c(ε, η)eσ
√

(s+r)2−2ηsr (D.12)

where c(ε, η) is the positive constant εη(η − η2/4)
d−3

2 /(2
d+1

2 ηd−1). We also have the following
bound

−|Sd−2|
∫ 1

−1+η

(1− t2)
d−3

2 G
d−2

2
l (t)eσ

√
s2+r2−2rst(

s2 + r2 − 2rst
) d−1

2

dt

≥ −Cl(2η2)
1−d

2

∫ 0

−1+η
eσ
√
s2+r2−2rstdt− Cleσ

√
s2+r2

∫ 1

0

(1− t2)
d−3

2 dt(
s2 + r2 − 2rst

) d−1
2

(D.13)

for some positive constant Cl that depends only on l. We combine (D.8), (D.12) and (D.13)
and obtain

fl(s, r) ≥ c(ε, η)eσ
√

(s+r)2−2ηsr

×
[
1− Cl

c(ε, η)
(2η2)

1−d
2

∫ 0

−1+η
eσ(
√
s2+r2−2rst−

√
(s+r)2−2ηsr)dt (D.14)

− Cl
c(ε, η)

eσ(
√
s2+r2−

√
(s+r)2−2ηsr)

∫ 1

0

(1− t2)
d−3

2 dt(
s2 + r2 − 2rst

) d−1
2

]
.

We note that the second term inside the brackets of the right hand side goes to 0 uniformly in
(s, r) ∈ [η, 1]2 as σ → +∞. Indeed we use the identity “a− b = (a2 − b2)/(a+ b)” and obtain
that ∫ 0

−1+η
eσ(
√
s2+r2−2rst−

√
(s+r)2−2ηsr)dt ≤

∫ 1−η

0
e
−ση2t

2 dt.

Hence there exists σ0(l, η) so that for any σ ≥ σ0(l, η) the second term is bounded by

c(ε,η)(2η2)
d−1

2

2Cl
, and we obtain

fl(s, r) ≥ c(ε, η)
[eσ√(s+r)2−2ηsr

2
− Cl
c(ε, η)

eσ(
√
s2+r2)

∫ 1

0

(1− t2)
d−3

2 dt(
s2 + r2 − 2rst

) d−1
2

]
(D.15)

when σ ≥ σ0(l, η).
Now pick any point r0 ∈ (η, 1). There exist δ ∈ (0,min(r0 − η, 1− r0)) and ε1 > 0 so that

inf
(r,s)∈[r0−δ,r0+δ]2

√
(s+ r)2 − 2ηsr ≥ ε1 + sup

(r,s)∈[r0−δ,r0+δ]2

√
s2 + r2. (D.16)
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We denote ε2 the positive number sup(r,s)∈[r0−δ,r0+δ]2
√
s2 + r2.

Let g be any continuous and non-negative function on [0, 1] normalized by the condition
‖g‖L2([0,1],rd−1dr) = 1 so that g is compactly supported inside [r0 − δ, r0 + δ]. We combine
(D.10), (D.15), (D.16) and we obtain for any σ ≥ σ0(l, η)

〈Flg, g〉L2([0,1],rd−1dr) =

∫
[0,1]2

g(r)g(s)fl(s, r)(rs)
d−1drds

≥ c(ε, η)eσ(ε1+ε2)

∫
[0,1]2

g(r)g(s)(rs)d−1
[1

2
− Cle

−σε1

c(ε, η)

∫ 1

0

(1− t2)
d−3

2 dt(
s2 + r2 − 2rst

) d−1
2

]
drds.

The integrand in r, s, t inside the integral in t is integrable in L1([0, 1]2×[−1, 1], (rs)d−1dr dsdt),
see (D.11). Hence we obtain that there exists a constant σ(l, g) so that for any σ ≥ σ(l, g)

〈Flg, g〉L2([0,1],rd−1dr) ≥
c(ε, η)

2
eσε1/2

(∫ 1

0
g(r)rd−1dr

)2
.

Obviously there exists a constant σ1(l, g) ≥ σ(l, g) so that for any σ ≥ σ1(l, g)

〈Flg, g〉L2([0,1],rd−1dr) ≥ 2,

which proves that the selfadjoint compact operator Fl has a positive eigenvalue greater or
equal to 2. �
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