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The Unmet Data Visualization Needs of
Decision Makers within Organizations

Evanthia Dimara, Harry Zhang, Melanie Tory, and Steven Franconeri

Abstract—When an organization chooses one course of action over alternatives, this task typically falls on a decision maker with
relevant knowledge, experience, and understanding of context. Decision makers rely on data analysis, which is either delegated to
analysts, or done on their own. Often the decision maker combines data, likely uncertain or incomplete, with non-formalized knowledge
within a multi-objective problem space, weighing the recommendations of analysts within broader contexts and goals. As most past
research in visual analytics has focused on understanding the needs and challenges of data analysts, less is known about the tasks
and challenges of organizational decision makers, and how visualization support tools might help. Here we characterize the decision
maker as a domain expert, review relevant literature in management theories, and report the results of an empirical survey and
interviews with people who make organizational decisions. We identify challenges and opportunities for novel visualization tools,
including trade-off overviews, scenario-based analysis, interrogation tools, flexible data input and collaboration support. Our findings
stress the need to expand visualization design beyond data analysis into tools for information management.

Index Terms—Decision making, visualization, interview, survey, organizations, management, business intelligence.

1 INTRODUCTION

ISUALIZATION varies in its goals, from testing data
Vveracity or confirming a suspected pattern, to open-
ended exploration in search of insight or enjoyment. Within
organizations, often these processes serve an end goal of
making a decision that will affect the organization’s struc-
ture, processes, or outcomes. For example, a homeless shel-
ter might need to decide which services might provide max-
imum benefit for an individual, while balancing resource
distribution among many people. A university administra-
tor might need to compare retirement plan offerings for
faculty and staff, while juggling an overwhelming list of
costs and benefits to many parties.

We argue that this decision making step has received too
little attention in the visualization research literature. Across
a survey and interviews of organizational decision makers,
we identify challenges and opportunities for tools that can
better support them.

We summarize the challenges with an example ab-
stracted from our interviews. Sam is the CEO of a city
convention center, facing the decision of whether to make
a large investment in a greener power plant. Her decision is
complex. Some important factors are quantifiable after hir-
ing outside experts, such as a consultant who can estimate
the tradeoff between initial capital costs against later savings
from higher efficiency and government tax incentives, or
engineers who can estimate the greener system’s slower cor-
rection in interior temperature in response to rapid weather
changes. But even these quantities carry uncertainties, or
rely on sparse or unreliable data. Will that government
tax incentive still exist after the next election? How much
will the slower correction time upset our temporarily chilly
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patrons, or temperature-sensitive catering operations? Other
factors are difficult or impossible to quantify. How does
she weigh financial factors against an improvement in the
organization’s reputation, or the abstract moral goal of
decreasing negative environmental impacts? Sam does not
fully trust the recommendations of the analysts because of
this lack of context: To account for government tax incen-
tive uncertainties, she dove into the financial data analysis
herself, but gave up after wading through the consultant’s
dozen disconnected spreadsheets.

The goal of the present study is to identify how visual-
izations can be embedded within the complex framework of
organizational decision making (hereafter referred to simply
as decision making). We identify themes and challenges, as
well as opportunities for novel visualization tools to aid
decision makers like Sam. These opportunities stress the
need to expand visualization design beyond data analysis
into tools for information management, including tools that
facilitate trade-off overviews, scenario-based analysis, inter-
rogation, more flexible data input, and collaborative work.

2 RELATED WORK

We focus on decisions that influence the interpersonal,
collaborative structures and processes of an organization
(not just micro-decisions related to the decision-maker’s
own personal workflow) and aim to characterize organiza-
tional decision makers as visualization users. To that end,
we discuss works at the intersection of visualization and
decision making and then literature investigating the use of
visualizations within organizations.

2.1 Visualization & Decision making

Scholarly books on visualization emphasize that decision
making is the ultimate goal of data visualization [1], [2], [3],
[4], [5], [6], while the effective support of those decisions has
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Fig. 1: A) Participants grouped as “decision makers” or “data analysts” based on their answers to the Decision Making
(DM) and Data Analysis (DA) questions. B) Survey demographics. C) Emerging themes from our interview analysis.

been identified as the core challenge of visual analytics [7].
Decision-making is studied in domains such as psychology,
economics, cognitive science and management, and each
discipline has its own understanding of decision-making
processes and how to study them. Yet visualization research
emphasizes building a unified cross-domain understanding
of human decisions made with visualized data [8].

Numerous visualization tools can potentially support
decision making activities. General-purpose tools typically
support any multi-attribute choice task [9] through displays
such as decision trees [10], interactive querying or
more targeted solutions that allow users to express attribute
importance and visually combine attributes into aggregated
scores [12], [13], [14]. More sophisticated solutions mitigate
decision biases through algorithmic support; for example,
to assist a credit analyst to rank qualified customers for
a loan without discriminating against female customers
[15]. Domain-specific visualizations are tailored to decision-
making in applications such as epidemiological research
[16], finance or urban planning [18].

While these systems likely contribute to data-informed
decisions, they focus on supporting data analysis steps
rather than decision mechanics. Most domain-specific de-
signs are based on iterative development with data analyst
users. However, data analysts report that senior decision
makers often ignore their analysis unless it is oversimplified
[19]. Most evaluations rely solely on visual analytic tasks
(e.g., identify a correlation) rather than decision tasks [9].
Yet, empirical research has shown evidence that users who
successfully complete visual analytic tasks can still fail on
an almost identical task that is framed as a decision [20].

A reason why visualization research lacks an explicit tie
to decision making could be the lack of relevant foundations
in visualization literature. Although uncertainty research
suggests that decision frameworks are essential for achiev-
ing realism and control , the visualization literature
provides very few comprehensive frameworks that help us
understand how humans make decisions over visualized
data [8], [22], and even fewer evaluation methodologies
and metrics to assess their effectiveness [9], [24].

Notably, the few studies that do assess decisions concern
cases of narrow complexity [25], such as binary decision
tasks [23]], [26]. Here we attempt to understand more
complex forms of decision making by studying its
operational perspective within organizations.

2.2 \Visualization & Organizational Context

Numerous studies have investigated the use of visualiza-
tion within organizational contexts. Most surveyed or inter-
viewed professional data analysts about their data analysis

workflow and problems [19], [28], [29], [30], [31], often

targeting specific analysis challenges such as the role of
exploratory analysis [32], [33], provenance [34], uncertainty
[35], or big data . Other works analyzed artifacts cir-
culated within organizations, including visualizations [37],
dashboards [38], or analyses of the features of commercial
visualization software [30]. This corpus of “in the wild”
observations have identified critical challenges for visual
analytic tools, including demands to support statistical rigor
(e.g., formal hypothesis testing, confidence intervals, nor-
malization baselines) [29], [30], [36], data collection rigor
(e.g., data cleaning and shaping) [29], [32], provenance [19],

[82], [36], uncertainty exploitation [35], and audiences other
than professional analysts, such as dashboard users .

Common to all these studies is their choice of target user:
the data analyst. Data analysts are typically characterized as
people whose primary job function is to answer questions
with data [29], [32], [35], [36]. End products of their analysis
may (or may not) support decision makers [35]. Unfortu-
nately, this focus on analysts means that decision makers
are currently understood incidentally and through the lens
of their subordinate data analysts. Analysts have described
decision makers as uncertainty-averse people [35] who do
not use visualizations unless they display oversimplified
information and gross trends [19], [37], noting that the
cultures of analysis and decision making might not always
agree on a visual language [37].
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3 ORGANIZATIONAL DECISION MAKING

To understand decision making with data within a complex
organizational context, we briefly review critical ideas from
the field of organizational theory.

3.1 Roles and Rules in Organizations

Organizations are social systems established to make deci-
sions. Modern organizational research recognizes that com-
plex decision making can easily overwhelm the capacity
of any individual [39], [40]. Organization theory draws on
sociology, economics, political science and psychology to
profile decision making processes. The field tends to focus
on the social interactive and structural factors that affect
collaborative decisions and actions rather than cognitive
and psychological factors (e.g., [8]).

Because complex multi-person decision making faces the
danger of information loss, miscommunication, uncertainty,
and friction [41], [42], [43], organizations delineate special-
ized roles, rules and communication channels to enable
these complex collaborations. They create horizontal and
hierarchical divisions of labor: horizontally, subunits search
for and process information based on specialized roles (e.g.,
marketing, design, engineering, or human resources). Hier-
archically, decision makers at higher levels rely on synthe-
sized and simplified information from the subunits.

3.2 Organizational Decision Makers’ Skills and Tasks

Many organizational decision makers have non-technical
backgrounds [44]. Even the quantitatively experienced are
likely to be unfamiliar with the technical details at other
specialized subunits. Therefore, they typically rely on ag-
gregate information and metrics provided by subunits.

Organizational decision making differs from technical
tasks in that the problems usually have greater complexity
and ambiguity. As a result, higher-level decision makers
frequently rest on “intuition” [45] rather than “definitive
objective criteria” [46], and are highly exposed to socio-
political factors [47]. Internal and external politics among
different stakeholders will always orient the attention of
decision makers and their combinatorial use of different
types of information [48].

Several canonical models depict how socio-political fac-
tors influence the use of information in organizational de-
cisions. A ‘political model” focuses on conflicting interests
and power variation [49], which demand that higher-level
decision makers engage in a form of conflict resolution
[50]. A ‘programs and programming’ model [51] focuses on
how organizations standardize routines and institutionalize
rules to reduce the friction and redundancy over different
tasks. The ‘isomorphism’ perspective stresses external influ-
ences [52]], [53], where instead of searching for information
and calculating the benefit and cost of alternatives, they
follow actions taken by other organizations. The ‘Garbage
Can’ model [54] denies the view that decision making
is predictable or structured by highlighting the stochastic
processes in which idiosyncratic information happens to
become salient and useful at the time of decision making.

These models of the decision making mechanisms in
organizations profile very different tasks and questions than

the typical quantitative optimization problems during tech-
nical decisions. They often ask: who are the stakeholders
involved in this problem? How influential are they? How
important are their demands? What are their individual
goals and how do those align with the organizational goal?
Have they communicated with other parts of the organiza-
tion? What are the unsolved problems and unused solutions
we currently have? What are our competitors’ decisions?
As the roles, tasks and processes greatly differ between
decision makers and data analysts, the visualization tool
needs of decisions makers likely differ drastically from the
features that help data analysts with data processing, anal-
ysis and presentation. This leads to our research question:
Who are the organizational decision makers and what are their
data visualization needs? We seek answers to this question
empirically using a survey (Section [4) and interviews (Sec-

tions[fand [6).

4 ASKING THE EXPERTS: SURVEY

We surveyed real world decision makers to understand
their work practices. All materials and data are
available here: https://osf.io/nqtj6 /?view_only=
dal856fc1b15489b96{b82657891b51c. Please refer to the
survey instrument at this link to see the exact questions
asked. Results are shown in Figll| (A, B) and FigP|(A, C).

4.1 Survey Design

We obtained IRB approval to survey decision makers and
data analysts on their tasks, needs and visualization usage.
While our focus is on decision makers, we included ana-
lysts in order to examine organizational decision making
practices from their perspective. We advertised the survey
via LinkedIn, Twitter, Reddit, and the commercial research
platform userzoom.com via the following call “It’s tough to
organize data to make complex decisions in your organization. We
want to design a software tool to help. Help us customize it to
your needs by completing a 15’survey at X and please forward to
your manager & colleagues”, encouraging readers to forward
the link (snowball sampling).

We first explained the purpose of the survey was to
better understand how software tools are used in profes-
sional settings. Participants reported job title, rank, number
of people they supervise, years of experience, and the or-
ganization size and sector (for-profit, government, etc.), as
such organizational characteristics may significantly affect
the task and roles of employees in acquiring and using
information [55], [56], as well as standard demographic
information (Fig{IB).

We classified users based on their responses on how
their work relates to decision making and data analysis roles
(Fig[T)A). They indicated the extent to which they considered
‘decision-making’ (i.e. the selection of a course of action
over alternative actions) as a primary task in their job. Those
who indicated some decision making role (read DM levels
2-4 in Fig[lJA) in their work were classified as “decision-
makers”. Respondents then indicated the extent to which
they consider ‘data analysis’ as a primary task in their
job. Those who described their role as not responsible for
making decisions while pursuing a data analysis role (read
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DA levels 2, 3 in Fig[lJA) were classified as “data-analysts”.
Based on their roles, to verify quality of responses, we asked
for explicit examples of decisions and data analysis.

Participants reported in open-ended formats which tools
they use for certain tasks (Fig), decision making and data
analysis (conditionally base on their role), as well as data
communication and data visualization (all participants).
They also responded in Likert scales how often they use
spreadsheets as well as various visualizations including
dashboards, interactive vs static visualizations, visualization
software, and 20 types of basic charts (Fig2JA). Finally, they
were asked to suggest potential improvements for new tools
and indicated their interest in a follow-up interview.

4.2 Results

We received 177 complete responses, after removing 30 par-
ticipants whose responses were incomplete or nonsensical.
Their profiles are summarized in Fig[I]A consisting of 122
decision makers (red dots) and 42 data analysts (blue dots).
13 respondents did not meet the inclusion criteria of either
group and were excluded (gray dots). Our sample held
diverse roles and responsibilities, and worked for organi-
zations of different sizes (1 person to > 5000), locations
and domains (e.g., commercial, nonprofit, health, education)
(Fig[IB). In (Fig[T]A), we observe that the “decision makers”,
as derived by our classification rule, had different profes-
sional and demographic profiles than the data analysts.

We expected that decision making and data analysis
roles would also be fairly distinct within the organization,
and that decision makers would mostly rely on others to do
data analysis on their behalf. We were surprised to see that
many decision makers reported conducting data analysis
themselves (see top-right red dots in Fig[T]A). Some of this
analysis work may still build on substantial work by others,
as we did not ask directly about how other people might
pre-process their data and artifacts. It is also possible that
our call has attracted decision makers with more interest in
data and analysis than average. Conversely, people working
in analyst and data scientist teams reported being involved
in decisions that go beyond micro-decisions involved in
their personal workflow (and are therefore “decision mak-
ers” by our classification, along with the decision makers
who hold less data-oriented roles). That suggests that aiding
decision support could also benefit the data analysts” work-
flow. P159 noted on a common misconception about role
diversity, “Most discussions of decision making assume that only
senior executives make decisions or that only senior executives’
decisions matter. This is a dangerous mistake.”.

FigDIA&C illustrate the differences between decision
makers and analysts in their use of visualizations. Fig2[C
reports qualitative analysis of open text responses of num-
ber of tools per user profile. Fig[2lA, for each mean frequency
of usage, a point estimate is reported together with a 95%
confidence interval (CI), indicating the range of plausible
values for the population mean. We observe that decision
makers showed preferences for different types of charts. For
instance, analysts tend to use histograms, stacked bars and
scatterplots, while decision makers tend to use more flow
charts and pie charts. This could reflect a difference in tasks,
literacy or even interest in different type of represented
information, with data analysis seeking to understand data

distributions and patterns (e.g. a correlation in a scatterplot),
while decision makers emphasizing future planning and
proportion summaries. Certain chart types were frequent or
rare for everyone within the organization (e.g., high usage
of bars and lines and rare usage of treemaps, radial charts
and parallel coordinates). Yet, the types of visualizations
being used (Fig[2JA) can also be influenced by the defaults
of the available software (FigC.) Two points that stood out
were the high use of spreadsheets among decision makers
and the considerably lesser use of visualization software
and interaction by decision makers as compared to analysts
(Fig[2]A). The use of spreadsheets some data visualization
software suggests an interest within decision makers in
data, but that they use less sophisticated tools. The limited
use of interactivity could further suggest that the established
organizational practices for decision making are centered
around static data reports.

FigPIC shows an aggregated analysis of 940 reported
tools in total that assist with tasks: decision making , data
analysis , data communication , and visualization . Yet 9
participants expressed frustration for switching among var-
ious tools to support different phases of their workflow. To
our surprise, we found no “decision making” tool designed
specifically to support that activity. Rather, various general
purpose tools contributed to decision making tasks, mostly
non-data analysis tools along with spreadsheets (Fig2C1).
By further looking at the design focus of the non-data
analysis tools used by decision makers (Fig2C1 top-right),
we might infer some essential needs such as the support of
natural language, drawing, collaboration, and project man-
agement. The widespread adoption of these tools suggests a
need for potential decision making support tools to integrate
or interoperate effectively with these software ecosystems.

We further used open card-sorting analysis [59] to gener-
ate categories of suggestions of critical challenges within or-
ganizations that need to be supported. Percentages indicate
participants who made the same suggestions. Consistent
with previous work [19], [28], [32], [36], [37], data analysts
emphasized the pain of data preparation and cleaning, inte-
gration from disparate sources, and the need to visualize ef-
fectively missing, uncertain, or low quality data (38%). Deci-
sion makers also confirmed that data “wrangling” steps are
burdensome of data-driven decision making (23%) which
should be also addressed at an organization level. As noted
by P101, “Good visualizations don’t fix problems with underlying
data. Organizations need to invest more in data governance and
data quality efforts.”. Some data analysts (10%) voluntarily
requested guidance on how to visualize effectively, while
many decision makers (21%) complained that experience
difficulty to understand data analysis results. As noted by
P126, “Even when the output is of high quality, leaders mostly
just decide on what they see and do not undertake a statistical
analysis, partly because they do not fully understand themselves
and partly because there are no statisticians at hand to support
timely decision making” .

Unlike data analysts, decision makers further noted
that their disparate data sources include qualitative data,
requesting their integration with results by data analysts
within a single interface. P267 noted for qualitative data
creation: “Data input via mobile devices would be a huge benefit,
and that data would flow into simple cloud-stored tables (e.g.,
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Email/Messengers E—N— PowerBI - —
Spreadsheet Soft.  E——————— Tableau ——
Meoings | People i P
eetings / People . -
Visualizations e mm— MATLAB [ 1) eufficient
Tableau - — Looker L]
PowerBl =n Qlik -
MATLAB 1 Presentation Soft. ] st
Pen &Paper 1 Adobe Analytics ! l no satisfactory
R n Cognos n CHOICE solution
Data Sources 1] ] D3 n
Python L] Custom L]
Other S I Other I
n— \ flexible data
[ interfaces,
trade-off
overviews

It's all about the trade-offs
st decision has to do with trade-offs. We
can not run a regression and say “Oh, this is the
answerl” [...] | feel that data can be very useful in
decision making for a single point. As soon as we
introduce tradeoffs, [...] we are dealing with a
multi-dimensional situation and we don't have the
ability to put the information at the same scale
within the same space. [...] All of these require
somebody to put a rank order on the importance
in the position rather than the methods of showing
the "inside"that we learn in data visualization EXEC1
16.A super smart assistant or some sort of tool where
you can fill with the inputs you want and the tool will
go through the trade-offs and show: Here are M
trade-offs!
3

15.

fou ideal decision assistant?
A'simulation robot! The reason that you want to make a
decision is that you want the result will be different. And if
machine can help to to simulate the different scenarios and
what will be the result then, that's perfect.But on top of that,
decision making has to make sense. So | would probably be
skeptical about their simulation. So it's really important for
the simulator test to present to you what are the assump-
tions in a structured way, so that you can examine themSM1
18An assistant that can run scenario analysis, for sure!
Because that is what allows us to choose between
alternatives. You have scenario A which is different
and implies different decisions and scenario B and
scenario C. And they have to be different enough to
be meaningful in their assumptions so that we know
the scale and the relative impact of the decision we
are making. THAT is useful for decision making. [...]
like"Monte Carlo" analysis where we run 10.000, we
apply random numbers, 10.000 iterations, and we
get a distribution of results. [...] I think people do
scenario analysis in their heads. And they are Erettg
bad at it. XEC1
19.1 want to try things out and | want to build a model
that simulates the real world. DIR";’

interrogative
tools
Question-oriented view points

20, Analytic tools are not designed to ask the right

questions, the type of questions decision makers
need. EXEC1

21.The decision maker always has a question in mind;
a why and the reason is always there. And you stick
with that. Whatever you are doing you're trying to
answer that question, while analysts, a large propor-
tion of analysts, don't have a concrete question in
mind. They see data and try to highlight whatever
interesting pattern they find. There are a lot of
interesting patterns, but likely not relevant to your
question. [...] Such analysts search a lot of patterns
what is stock price in the financial data, but they
never ask why the price is going up or down or why
people are buying and that may or may not be
answered in those data. But only if you stick to that
question, you will have much more quality in your
analysis. SM1

22 Helping those with less data literacy understand
how to ask meaningful questions of data and under-
stand uncertainty in results; how to shift an organiza-
tion more towards visual storytelling and less dash-
boards. DIR1

b

23, Visualization is just one little part of the job. How to model

24, Because you have to share it with other people! [..]Itis

25. ' would like to have a system where this decision [..] has the

26. [during decision making meeting for health policies] From

27. [During decision making meeting for budget & salaries,

28.The real reason I'm not using Tableau or Microsoft Bl or

Why drawing and not a visualizatiol

the decision process supporting the flow with sufficient flexi-
bility is more important. [...] It's inconvenient to distinguish
between the tool itself and how | do the decision process. |
can explore the data, the patterns, which are also important
and useful, but that part is more in collecting evidence for
my later decision making. But in the existing tools, either you
have to program it or you have to do a lot to transform the
data. [...] For visualization, | still use those tools, but for deci-
sion making | draw flow charts. [..] Computers don't give you
much advantage over pen and paper [...] It's not about sitting
in front of the computer, but have the notebook with me,
maybe when | am eating lunch and | think or talk to people
for something. It is about the convenience. SM1

easier if you are leading the meeting to go to the white-
board and start drawing.[..] They just wanna make the
damn decision and move on! EXEC1

possibility to create loops in systems thinking. | don't know if
it exists. SmartDraw, for example, is a simpler system but |
don't know if it can do this kind of work. [..] When | evaluate
it will create systems thinking matrix of these actions. For
example, if | have several different parameters, after | evalu-
ate, | want to indicate which parameter is most important to
take action based on that parameter and not the others.
Unfortunately, something like that does not existt CEO
Why spreadst

and not vi: tools?

the analytic side, we actually set up a table. As soon as a
decision is made a policy, it goes into this table.Then our
trend will automatically highlight “Hey! this certain specific
service category had a decision point made” . That will come
up and get annotated.Then it'll show the projected impact
of it so we can monitor it from day one. [Q:lt was not possi-
ble to use directly the dashboard for this work?] No! The
dashboard sits on top of the data! [..] We wanted to have it
interactive so that any one of our analysts that are working
with any of the other departments within health and
finance, they could say, "Hey, this decision was made. Let's
update the table."Then the dashboard would automatically
pick it up! [..JThere's got to be a better way that at the time
when we're having these discussions to make the decision
to immediately create data out of it and have records of
every decision that's made. DIR1

somebody is projecting a spreadsheet in the room.] Each
member has their own spreadsheets. [..] We could put com-
ments to say why we want to go above or below the average
budget. [..] And then we have discussions. [..] | see an em-
ployee really high, but then another manager who has
another employee who is about at the same level and we
noticed that the salaries are really different. So we adjust the
low salary. [Q: They add a new column in the spreadsheet
with the new values?] Yes! [Q: How do you compare all these
values at once? ] | see what you mean, | am a data visualiza-
tion specialist! | would rather see it in another format than
the spreadsheet, but this is easier for the HR department. [..]
HR is responsible for adjusting everything in the file. Then
we managers discuss about the specifics and somebody else
is inputting the data at this stage. [..] They track it live! JM2

some other big tool is because the data | need to make this
decision isn't in a database. It's in a bunch of people's
heads! And these people are very smart. We hired them for
their expertise [...] [Tabeau] isn't a spreadsheet. There isn't a
way to change data on the fly. | can only change the way it's
represented visually. And in this exercise I'm changing the
data constantly and then there's a back and forth between
what I'm seeing and then what I'm doing. [...] It's more than
just the interactivity. [..] This is a knock on the lack of any
tool that allows me to use the visual representation of my

data as an input for that same data. DIRZ 93

Fig. 2: A Survey: frequency of spreadsheets, dashboards,

interaction, visualization software and basic charts usage. B

Interviewee nicknames, roles, experience, relation with data analysis (0-3 blue boxes). C Survey: 940 reported tools (in
total) that help participants with tasks: decision making and data visualization (1) data communication (2) and data
visualization (3). D 3-phase decision model |E7]],
intelligence tasks, but almost never during the later phases. E Interviewee quotes on: (1-14) the perspective of decision
makers towards data analysts and (15-28) themes outlining opportunities for novel visualization tools.

our decision makers occasionally use data visualization for some
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spreadsheet) that could easily be accessed and analyzed. Because
a lot of my data-gathering is via conversation and observation,
being able to seamlessly enter the data as it’s being observed or
expressed would be a great time-saver. But not into proprietary
or needlessly complex tools. Simple data, thoughtfully gathered,
often results in the most profound and actionable analysis.”.

Numerous other decision makers (41%) stressed such
need of enriching interactivity of current tools. Along with
the need to create data on the spot discussed by P267, they
requested a seamless visual environment that will allow
drag and drop operations and analysis annotations. P129
asked for a tool “to help me tell my data specific story. Have it
be something that flows from the base application right into a tool
like PowerPoint or Word and have it create visuals that utilize
the best practices such as chunking, use of white space...ability to
add highly customized story-titles, and annotations...have it tell
the story and be able to show elements of the story in anima-
tion...to tell the story piece by piece.”. This also echoes with the
more political and ambiguous nature of decision makers’
jobs. While “telling stories” is also important during some
data analysts” work [28]], [32], decision makers are the ones
responsible for skillfully framing their proposals during the
decision making meeting where they have to synthesise
the interests and perspectives from different stakeholders
[60], [61]. The majority of requests on enriching interactivity
requested an interface that will allow them to organize
their data freely (16%). This creates the need for tools that
have better flexibility in switching and combining different
sources and types of information.

Our most critical finding is the lack of a data interface
with a design focus on the decision making process. To
be able to inform the creation of such a tool, there were
questions that remained unanswered about the needs of
decision makers within data visualization. On one hand,
decision makers showed a strong interest in low-level data
work (e.g., spreadsheets, active involvement in data analysis
efforts). On the other hand, they tend to use less sophisti-
cated tools and static simplified displays. Still, they request
highly interactive features when working with data. One
explanation can be that decision makers are simply not
aware of more interactive solutions, and find themselves
most familiar with spreadsheet tools. Yet it remains unclear
if there are other limitations of visualization software that
hinder its adoption for decision making support.

5 ASKING THE EXPERTS: INTERVIEW DESIGN

Our survey investigated the current use of visualization in
the landscape of organizational decision making. Our next
step was to conduct an interview with some of our survey
participants to understand decision maker profiles in more
depth, as well as to identify challenges and opportunities
for novel visualization tools. Here we present the interview
approach, and the next section will present our findings.

5.1 Interview Participants

From the pool of the survey’s decision makers (Fig[IB), we
obtained IRB approval to reach out to those who agreed to
be contacted for an interview. 10 answered our email and
participated in an interview. As it was not our intention to

interview data analysts, we discarded one participant who
had accidentally self-identified as a decision maker, but then
clarified that they only conduct data analyses for decision
makers. While we cannot assess how representative our
interview volunteers were compared to the broader sample
of survey respondents, the interview sample was diverse
(Fig2B) holding various management positions including
CEO, Executives, Directors, Senior and Junior Managers,
located in USA, Canada and Europe, of ages 32 - 66. At the
time of the interview, three participants were working on
critical decisions in the context of the COVID-19 pandemic
(CEO, EXEC2, DIR). The organization sizes ranged from 25
to 5000+. Most organizations were commercial, two in
healthcare (public and private) and one in government.

5.2

We first explained the purpose of the study as to help both
academic and industry researchers, as well as designers,
understand the software needs of decision makers. We
summarised what we learned from their survey, as a way
to connect with the participant, save introduction time,
and confirm that survey responses still reflect their current
status. We introduced the interview’s purpose as “software
designers who want to understand how to support decision
makers”. We intentionally did not mention data visualiza-
tion in the introduction. There were 4 core questions:

Interview Questions & Analysis

Q1: We used the critical incident interview technique [62]
asking them to narrate a difficult decision they made in the
past. Depending on the examples, we asked clarifications on
how they navigated that decision (e.g., tools and/or infor-
mation they needed). Responses often generalized decision
making practices beyond the specific example.

Q2: To better understand the mental model [63] of the deci-
sion maker, we asked them to draw the way they mentally
organized the information involved in the decision example
in Q1. Two participants lacked a pen so they described
verbally what they would draw.

Q3: We asked them to identify differences between decision
makers and data analysts, as they either had worked with a
team of data analysts or had been data analysts themselves
before becoming decision makers. Two participants who did
none of the two were not asked this question.

Q4: We asked them to describe their ideal decision making
assistant. We clarified that there is no need to restrict them-
selves to the capabilities of current technology. It could be a
future technology, an artificial intelligence, or a person, and
we encouraged them to let their imagination run free and
request what would be most helpful.

Interviews, conducted by skype, lasted about 1
hour. With participant permission, interviews were audio
recorded and transcribed. The transcripts were annotated
independently by all 4 authors (3 visualization and 1 man-
agement researchers). One visualization coder used The-
matic Analysis [64] to analyze the transcripts, identifying
meaningful patterns (themes) from the data. In their first in-
dependent pass, the other 2 visualization authors identified
their own interesting themes and events. The independent
observations were either integrated into existing themes or
resulted in new themes. All 3 visualization researchers took
an inductive and iterative approach to derive themes purely
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from the data. The management researcher took a mixed
inductive and deductive approach [64] to identify some
themes through the lens of management theory.

6 ASKING THE EXPERTS: INTERVIEW FINDINGS

This section presents our interview results on who are the
expert decision makers and their data visualization needs.

6.1 Decision Makers within Organizations

We first provide an overview of the decision maker profiles
and the way they make decisions within their organization.
Later sections focus on how such decisions can be better
supported by visualization.

6.1.1 Who are they?

Prior to our study, we expected decision makers to come
from management schools and have a limited understand-
ing of the technical aspects of data analysis. To our surprise,
while our participants had diverse backgrounds besides
management (e.g., CS, law, economics, aerospace engineer-
ing), throughout the interview they appeared quite knowl-
edgeable in data analytics and visualization. All of them
spontaneously expressed the need to involve more data and
visual analysis in their decision process, and even the need
for guidance to conduct rigorous data analysis themselves.
Note that our sample consists of volunteers who answered
our call, so this sample might not be representative of
all decision makers within organizations, but it is likely
reflective of our target users: people who want to make
more data-informed decisions, but for whom the current
technology falls short of supporting them effectively.
Another characteristic of our decision makers was the
importance of time in their daily work (see also survey quote
P126). That was evident even from the way they managed
the interview, making sure to finish in 1 hour precisely.
Interestingly, they characterized their tasks by the time they
chose to allocate on them, rather than their inherent task
difficulty or effectiveness (Fig[2E.6). EXEC2 drew a decision
tree of her actions indicating percentages of time allocation
(e.g., allocates 50% of her time on action X). Their workflow
appeared to be driven by well defined questions which they
were always able to articulate as being relevant to concrete
actions. Questions and actions were the two criteria for
their engagement (or not) with the findings of the data
analysis teams. Does this data visualization help me answer
my question? Does this analysis help me identify my next
actions? (Fig.21). We discuss the need for visualization to
support question-driven analysis in Section [6.3.2}
Interviewees had roles at various levels of the organi-
zational hierarchy, from junior managers to CEOs (Figl2D).
Although the interview always started with the same ques-
tion (Q1), their role seemed to affect the scope of the
interview. Upper management focused more on high-level
observations (i.e. discussions on national policies, systems,
general assessments) and we had to make an effort to extract
their concrete tasks and tools. In contrast, with lower level
management their narration started directly with concrete
tasks and we had to ask explicitly to generalize their ob-
servations. These top-down vs bottom-up perspectives might
influence the type of visualization those users need.

6.1.2 How do they make decisions?

Across all participants, we consistently observed that no
decision was made by a single person alone. EXEC1, to make
a decision on their manufacturing strategy, must combine
the perspectives of the production, marketing and logistics
teams. EXEC2, to make a decision on the sustainability of
their thousand private clinics, needs to combine the per-
spectives of the operations team, the clinical analysis team,
as well as the real estate team that analyzes their long term
investment potential. Then each of the 9 strategists makes
a recommendation for their respective locations. Their ag-
gregated plan passes to the C-Suite team for refinement
and finally to the CEO who gives the final “pass or fail”.
Such group decision making activities are very much iterative,
involving several meetings and back and forth communica-
tion. Decision makers often felt that the amount of iteration
in such meetings is counterproductive. For example, JM2
wanted a decision assistant that would reduce iterations, so
“we move on to something else, instead of doing three meetings
about the same thing!”

Moreover, while they sometimes circulate information
artifacts in advance of the meetings (typically a report),
the decision process per se (i.e. synthesis, evaluation of
alternatives, and conflict resolution) happens in a rather ad
hoc way. By the end of a meeting, the decision must be made.
Such “garbage can” processes [54] seem, at least in part,
to be the result of the absence of a sophisticated tool that
can organize and present complex data and analyses for the
decision makers. Indeed, the interviews reveal that although
most decisions involved complex data and analyses, the
group decision process was supported only by discussions
or spreadsheet software. Data analysis results were typically
circulated before the meeting as static reports. Participants
also used personal paper notes or whiteboards. Only one
participant reported the use of dashboards during the deci-
sion making meeting. However, the use of visualization was
primarily for data communication or to justify decisions to
their peers in a post-hoc way, rather than during the actual
decision process. We elaborate more on the need to support
collaborative visual data analysis in Section [6.3.1]}

Just as in group decisions, in individual decision mak-
ing processes, visualization and technology in general did
not seem to play a major role. Consistent with the sur-
vey findings, our interviewees were not supported by any
“decision making” tool designed specifically for that task.
Data visualization was sometimes involved at early stages
of the decision process. For example, SM1 reported using
visualizations only when “collecting evidence” for his “later
decision making” (Fig[2E.23). Decision making involves other
data-heavy tasks besides collecting information. One well-
accepted account suggests that humans go through three es-
sential phases in the act of decision making: INTELLIGENCE,
DESIGN, and CHOICE [57], [58] (Figl2D). We were able to
identify those phases in all decision examples narrated
by the participants. Visualization was sometimes used to
understand some data prior to the decision (INTELLIGENCE
phase), but not to support the synthesis of alternative
solutions (DESIGN phase), or their final selection (CHOICE
phase). We elaborate more on the need for visualization
tools to support the phases of DESIGN and CHOICE in



AUTHORS’ VERSION, 2021. TO APPEAR IN IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 8

Sections and respectively.

Decision makers expressed the need “to model the deci-
sion process supporting [their] flow” (FigPJE.23). Developing
a single system that would be able to support the user in
all phases of the decision making would be valuable. How-
ever, decision making is a creative process, unique to each
individual, and it is unclear how a visualization tool can
become a useful assistant throughout the decision process.
The following sections attempt to outline this landscape by
identifying challenges in data analytic practices (Section[6.2)
as well as our main themes that highlight opportunities for
design innovations (Section [6.3).

6.2 Decision Makers vs. Data Analysts

We explored how decision makers describe their relation-
ship with their data analysts. The benefit from under-
standing this relationship is twofold. First, it complements
previous interview studies that investigated visual analytic
practices from the perspective of data analysts [19], [35],
[37]. Second, we hope that by capturing decision makers’
concerns about their data analyst teams, we can uncover
shortcomings of analytic practices that prevent effective de-
cision support. Fig2E shows a subset of participants’ quotes.
All participants expressed (spontaneously) the need to base
their decisions on reliable data and analysis. ]M1’s company
went one step further, making a significant investment and
collaborating with visualization researchers from academic
institutions to train its leaders around analytic thinking. The
course focused on explaining basic analytic concepts and
how leaders can communicate with their analytics team in
a strategic way. J]M1 humorously noted that the moment she
entered the room of the course she could immediately tell
who was a decision maker and who was a data analyst by
their looks, as decision makers had much more extroverted
personalities (FiglJE14). The themes that will be described
next identify challenges in current practices (i.e. in the way
people do data work), while the next section will focus more
on visualization design opportunities (i.e. the visualization
tools people use to do data work).

NEED FOR EXPLANATION OF ANALYSES : Interestingly, the
second reason for this course was that JM1’s company
wanted to exploit the communication skills of its decision
makers to explain the visual analytic solutions of the com-
pany to broader audiences (Figl2E9). Consistent with the
survey, the way that data analysts present their results can
be confusing for decision makers and stakeholders with
diverse backgrounds (Fig2E1,2). DIR1 used to advise his
data analysts not to “visualize as an analyst!” For exam-
ple, in policy decision making, a relationship presented in
a scatterplot might not be immediately understood by a
politician. So DIR1 advised the analyst to break the analysis
out, explaining each factor separately and narrating the
analysis conclusions step by step (FiglJE10). This type of
explanation of an analysis can also be demanded by decision
makers with expertise in analytics or statistics, who do not
trust summary results without an unpacking of the steps
followed to derive the conclusions (FigPE3). Although the
level of explanation that each decision maker needs can
differ, all participants described a process where explana-
tions occur “on-demand” and are targeted to the question

at hand. More technical and elaborated explanations (e.g.
analytic provenance) could instead violate the need for less
verbose analysis that we discuss next.

NEED FOR INFORMATION REDUCTION: Management re-
search has noted information overload as a perennial issue
for decision makers at different levels of organizations [65].
In our interviews, decision makers similarly noted that
the visualizations presented by their data analysts were
sometimes too verbose. They often conducted analyses that
seemed unfocused or unnecessarily detailed (Fig{2E4), or
presented too many charts that they deemed irrelevant to
the main question (Fig[2E5). The impression of some data
analysts that decision makers “ignore” their analysis [19],
[37] might also be due to a lack of relevance and context of
that analysis, as ]M1 has emphasized: “to present WHAT IS
IMPORTANT to make decisions and not just everything!”. In-
formation reduction further echoes with decision timeliness
discussed in Section[6.1.1]

NEED FOR QUALITATIVE ANALYSIS: Decision makers also
reported a lack of qualitative nuance (Fig[2E11,12,13), which
resonates with the “Garbage Can Model” where important
information can be difficult to track, analyze and distribute
in the most rational or structured ways for the organiza-
tion. EXEC1 explained that some factors can not be purely
quantified (e.g., the company’s reputation) and that he in-
corporates the client’s informal feedback into that analysis.
Similarly, EXEC2 noted: “This is patients! Each patient is very
different... although we have our ratio... saying we need one
nurse per 4 patients, one patient can take one nurse because they
have more needs or they can’t walk. There are a lot of different
stories and I need to make sure that I do not look purely at the
numbers.”. In contrast, analysts in previous research describe
decision makers as being generally uninterested in data, and
unwilling to use visualization tools, until they need to justify
decisions they have already made [35], [37].

Of course, the reality likely lies in between these per-
spectives. We encourage future studies to draw more in-
sights from the management literature in considering how
visualizations can adopt certain designs to reduce such poor
practices. For example, research shows that open, cross-level
communication (instead of hierarchical channels that strictly
follow the organizational chart) helps organizations make
better decisions [48], [66], [67]. Tool designs that account
for managerial incentives and facilitate monitoring structure
and composition of decision making teams can help reduce
the misuse of power and information by decision makers
[68]. This implies that transparent data analysis through
visualization can encourage different people to monitor and
attenuate the misuse of information. We note that the use
of information relates to the organizational culture, and
in particular, the level of misuse of information to serve
personal and political interests within organizations [69],
[70]. Such insights indicate substantial opportunities for
visualization designers to help decision makers engage in
more effective and efficient use of information.

6.3 Future Visualization Tools

Both survey and interviews suggested that decision mak-
ers lack “decision making” tools designed to support the
flow along all decision phases: INTELLIGENCE, DESIGN and
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TAXONOMY OF ALLOWABLE USER ACTIONS ON DATA INTERFACES

DATA ACTIONS

INPUT PROCESSING

Apply t
e

PERCEPTUALIZATION DATA ACTIONS

MAPPING PRESENTATION

Apply functions ata Apply to the abstract
d:

Apply to the specific
datz

the data

NON-DATA ACTIONS

META SOCIAL INTERFACE

Apply to the person’s
own acti

Connect the person Apply to external

Fig. 3: Taxonomy of allowable user actions in a visualiza-
tion system [71]]. Increasing the cardinality of such actions
increases the degree of flexibility of the system. Input and
social actions appeared as crucial for decision makers.

CHOICE (Fig.2D). We next present emergent themes derived
from our data that highlight design opportunities for visu-
alization to better support decision makers.

6.3.1 Flexible Data Interfaces

Our interview provided a potential explanation for the
survey’s contradicting findings that while decision makers
request interactivity, yet they favor static solutions over
sophisticated visualization software: Current visualization
tools might lack the necessary “flexibility” to support de-
cisions “flow” (Fig. .23). To understand how to increase
visualization flexibility to accommodate the creative act of
decision making, we can draw upon the concept of flexibil-
ity for data interfaces that we have proposed in previous
work [71]. It was developed as a taxonomy of interactions
with visualization systems, so this schema was used to help
us categorize and identify the most prominent of those
interactions for decision makers. Interactions are classified
into INPUT, PROCESSING, MAPPING, PRESENTATION, META,
SOCIAL and INTERFACE actions (see Fig. 3). One way to
increase the flexibility of a visualization system is to in-
crease the cardinality of allowable actions [71]. We report
next the action categories that have been identified by our
participants as critical for their decision making process in
an order of importance (declining frequency of incidents).

SOCIAL ACTIONS: Interactions that connect the user to other
users (Fig. [3) were suggested as vital in decision making
workflow (Fig.[2E.24). Section[6.1.2]showed decisions within
organizations to require a group of decision makers to iter-
ate together. To share thoughts and communicate proposals,
decision makers often rely on the expressiveness of paper
drawings and whiteboards (Fig. .23,24,25), but these me-
dia are not connected to data sources. Visualizations were
used in some meetings to present results of data analyses,
but pre-defined visualizations lack the adaptability afforded
by a whiteboard. EXEC1 mentioned that his peers do not
always trust summary results of other teams, but they do
trust his recommended actions if he illustrates them step by
step on a whiteboard. That is at least partially because group
decision making is not only about reporting each team’s
analysis findings independently - our participants expressed
the need for coordination in data analysis. As mentioned by
EXEC1: “The best use case for us is to understand the data to-
gether. The same data! Rather than: ‘I have my data and somebody

”r

else has their own data.”” To that end, visualization research on
collaborative data analysis (e.g., [72]) could be essential to
decision making support. This does not necessarily refer to a
synchronous co-located collaboration, but that coordinated
analysis is needed that shares a common ground dataset.

INPUT DATA ACTIONS: Interactions that operate on raw data
(see Fig[3), often overlooked by visualization tools, range
from correcting erroneous data, to adding data-aware an-
notations to creating knowledge from scratch. We illustrate
the value of input actions with three examples. After our
survey, we anticipated that the preference for spreadsheet
software by decision makers in the survey was mainly due
to familiarity biases. However, our interviewees explained
that spreadsheets are more flexible in supporting essential
data operations. In three different meetings, budgetary deci-
sions (JM2), public health policy making (DIR1) and strategic
product design (DIR2), spreadsheets were projected to the
decision makers. While alternative actions were being dis-
cussed, they were correcting, annotating and creating data
rows and columns in the spreadsheet (Fig.26,27,28). DIR1
explained that the preference for spreadsheets was more of a
necessity rather than a preference. They had displayed inter-
active dashboards at early stages of the decision process (i.e.
INTELLIGENCE phase) in the same meeting. In fact, while
they came up with a novel technical solution of connecting
the dashboard with the spreadsheet software, they would
prefer if the input action was performed directly on the
visualization. To that end, M2 explained that in order to
maintain the flow of the managers’ discussion, HR assistants
added data to the spreadsheet, tracking the decision in real
time. In DIR2’s case, the manager collected data on employ-
ers’ opinions and decision criteria in a spreadsheet for a
period of 2 years. Then, all teams iterated over the spread-
sheet to synthesize and resolve conflicts. Data creation also
appeared essential for qualitative analysis (Section [6.2), as
decision makers often transformed qualitative information
into quantitative formats; e.g. both CEO and EXEC2 extracted
“numbers” from text reports or assigned weights of im-
portance. From a broader perspective, INPUT actions allow
decision makers to refine and integrate their knowledge into
the visualization system. These results highlight a gap in
current visualization software, which makes an assumption
that data already exist and are structured, all before analysis
takes place. In contrast, we found decision makers needing
to write back to the data source or to restructure it on the fly
as part of the decision making process.

MAPPING & PRESENTATION ACTIONS: These interactions ap-
ply to the representation of the data (Fig[3). When we asked
decision makers to draw the way they organize information
in their head, we expected various shapes that we would
later translate into novel visualizations. To our surprise, the
mental models of our decision makers were quite similar.
We saw flow charts, a bullet list and a decision tree (a
flowchart-like diagram), action-oriented representations not
typically supported by visualization tools, likely because
they are not perceived as data-driven. Other action oriented
domains, such as medical diagnosis, have embedded flow
charts within the visualization [73]. The CEO, when describ-
ing his ideal decision assistant, said: “I would like to have a
system where this decision [..] has the possibility to create loops
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in systems thinking. I don’t know if it exists. SmartDraw, for
example, is a simpler system but I don’t know if it can do this
kind of work. [..] When I evaluate it will create systems thinking
matrix of these actions [..] Unfortunately, something like that
does not exist!”, indicating that free form sketch-based data
visualization [74] could be helpful in decision support.

PROCESSING: Participants did not mention many processing
actions, possibly because those are closer to the technical
needs of data analysis. Yet EXEC2 described her ideal de-
cision assistant as “..if tableau or excel could suggest to me,
because I do not have a data analyst background, like most others
in C-suite [..] Hey in order for you to look at these data, it’s better
to calculate the weighted average this way instead of putting an
average of all clinics”, uncovering the need for guidance on
rigorous data processing actions.

Another way to increase the flexibility of a visualization
system is to increase the cardinality of interaction means with
which a user can perform each action [71]. SM mentioned
that the reason he can not use visualizations is because it
is inconvenient to interact in front of a desktop computer
(Fig[2E.23). Promising solutions can be suggested from re-
search in situated visualizations [75]. We note here that
the seemingly conflicting calls for information reduction
and for increasing flexibility differ. Information reduction
refers to the amount of data (in our case within visual
representations), while flexibility refers to the ways with
which a decision maker can interact with the displayed data.

We next discuss themes associated with each of the
decision phases proposed by H. Simon, a precursor of deci-
sion making models about human and artificial intelligence:
INTELLIGENCE, DESIGN and CHOICE. We note that while
these ideal typical classes of activities in Simon’s model con-
ceptually help us disentangle the decision making process,
they are certainly more tangled and iterative in real life.

6.3.2 Interrogator Tools

During the INTELLIGENCE decision phase, the decision
maker works on collecting and understanding the data rel-
evant to the decision (Figl2D). Our participants used visual
analytics during that phase but these tools did not always
meet their needs. The problem could be understudied: either
it lacked the qualitative dimensions (Fig[2E.11,12, 13) or it
was too overwhelmed with verbose and irrelevant analysis
(Fig.4,5). These shortcomings relate to the main target of
the decision maker: the well-identified question. As noted
by sm1: “The decision maker always has a question in mind;
a why and the reason is always there. And you stick with that.
Whatever you are doing you’re trying to answer that question,
while analysts [...] don’t have a concrete question in mind. They
see data and try to highlight whatever interesting pattern they
find. There are a lot of interesting patterns, but likely not relevant
to your question.” Similarly, EXEC1 noted that “Analytic tools
are not designed to ask the right questions, the type of questions
decision makers need.” Here our participants did not mean
that the tool should pose the questions, but rather that the
tools could encourage question oriented analysis. Visualiza-
tion research has explored designs with a question driven
focus, including natural language systems (e.g., [76]]). These
tools are a step in the right direction, but do not go as far
as helping people define the questions to ask. In a similar
fashion, decision makers and data analysts could collaborate

in question driven systems, where the system encourages
or even assists less verbose analytic practices and where
support for their asymmetric collaborative practices are
explicitly built in. Moreover, to enable decision makers define
rather than solve questions, the tools should focus on helping
users navigate through the ambiguity in the usefulness of
relevance of different information for their tasks. Therefore,
the tools should facilitate 1) users’ discretionary approaches
of storing, organizing and annotating quantitative and qual-
itative data and 2) convenient, iterative scan, alignment and
recombination of different types of information.

6.3.3 Scenario-based Simulations

During the DESIGN decision phase (Fig[2D), the decision
maker generates alternative solutions to the problem. Partic-
ipants emphasized that the ideal decision assistant should
help them synthesize decision alternatives (Figl2E.17-19).
SM1 noted “A simulation robot! [...] if the machine can help to
simulate the different scenarios and what will be the result then,
that’s perfect. But on top of that, decision making has to make
sense. So I would probably be skeptical about their simulation.
So it’s really important for the simulator test to present to you
what are the assumptions in a structured way, so that you can
examine them.” Similarly, EXEC1 noted “Ah.. it would be an
assistant that can run scenario analysis, for sure! Because that is
what allows us to choose between alternatives. You have scenario
A which is different and implies different decisions and scenario
B and scenario C. And they have to be different enough to be
meaningful in their assumptions so that we know the scale and
the relative impact of the decision we are making. THAT is useful
for decision making. [...] more like "Monte Carlo” analysis where
we run 10000, we apply random numbers, 10000 iterations, and
we get a distribution of results. [...] I think people do scenario
analysis in their heads. And they are pretty bad at it.” Assistance
in scenario generation can be enhanced with interactive
visualization planning solutions [77].

6.3.4 Trade-off Overviews

During the CHOICE decision phase, the decision maker
selects the ‘best’” solution from amongst the alternative so-
lutions using some criteria (Fig2D). Similar decision types
have been described in the visualization literature as multi-
attribute choice tasks [9] and have been supported by several
promising visualization tools [12], [13], [14] that help users
to define the importance of decision criteria and visually
combine multiple attributes into aggregated scores. Par-
ticipants did not report using such solutions since they
are usually customized tools for specific applications. Yet
participants expressed difficulty in dealing with trade-offs.
EXEC1 noted “The best decision has to do with trade-offs. We
cannot run a regression and say ‘Oh, this is the answer!” [...] 1
feel that data can be very useful in decision making for a single
point. As soon as we introduce tradeoffs, [...] we are dealing with
a multi-dimensional situation and we don’t have the ability to put
the information at the same scale within the same space. [...] All
of these require somebody to put a rank order on the importance
in the position rather than the methods of showing the ‘inside’
that we learn in data visualization.” M2 described the ideal
decision assistant as one that could help them see the trade-
offs, likely with some computational support, “That could be
a super smart assistant or some sort of tool where you can fill
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with the inputs you want and the tool will go through the trade-
offs and show: ‘Here are trade-offs!”’. However, facilitating
multi-attribute choice has been challenging for visualization
research as those tools are difficult to evaluate [9] and
expressing attribute weights in an intuitive manner remains
a design challenge [14]. Notably, our decision makers ex-
pressed mostly difficulty in dealing with the sheer number
of attributes rather than the number of alternatives, which
were typically limited to 2-5. However, it is unclear whether
those limited option sets grew out of necessity due to the
lack of tool assisting in handling larger choice sets.

7 CONCLUSION

While visualizations support analysis and the transfer of
knowledge between analysts and decision makers, this
work outlines a much larger space where visualizations can
play a role. To understand how data visualizations can fit
into the broad landscape of decision making support within
organizations, we asked expert decision makers to describe
the way they make decisions in complex environments as
well as the role of technology in their workflow. Participants
reported that there is no ‘decision making’ tool that supports
them throughout their 3-phase decision process, uncovering
an undersupported community whose needs are highly
aligned with the goals of the visualization community.

Our findings stress the need for data visualization to
support decisions via qualitative nuance and information re-
duction, along with concise on-demand explanations of the
data analysis process. We further identified opportunities
for novel visualization designs, including flexible data in-
put and collaboration mechanisms, interrogation, scenario-
based analysis, and aids for trade-off overview analysis.
Yet, our findings, as in most qualitative studies, should not
be interpreted as conclusive or cases for drawing causal
inferences, as they are grounded in the data that we gath-
ered. Future research is needed to confirm and extend these
findings to a wider set of decision makers and scenarios.
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