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1. Introduction

Quantitative gait analysis is an effective tool for diagnosis and prognosis in clinical issues like cerebral 

palsy [1]–[3]. Also, it may assist in the diagnosis and succeeding therapy of individuals at risk of falls 

[4], [5]. The current established gold standard systems for gait analysis are marker-based motion 

capture systems. However, their recognized interest, their routine clinical use is limited to a few highly 

specialized centers for various reasons: labor costs for data acquisition and processing, equipment 

costs, the need for a controlled laboratory environment, and the time-consuming testing procedure 

[6].  

Because of these limitations, marker-less motion capture systems are proposed as cost-effective and 

easy-to-use alternatives. The marker-less systems mainly utilize two types of cameras, either depth 

cameras or RGB cameras, generally based on three-dimensional (3D) human pose estimation 

methods. Such methods refer to processing two-dimensional (2D) images, captured by a single (or 

multiple) depth camera or RGB camera, to locate a set of anatomical landmarks (or joint centers) in 

the three-dimensional capture volume. 

Clark et al. [7] authored a recent literature review on the uses, validity, and developments of depth 

cameras, especially the Kinect camera. For example, for the overground gait, it was reported that the 

Kinect's validity for most of the kinematic gait parameters was restricted (r<0.75) [8]. Also, based on 

several studies [9], [10], substantial errors were found in assessing kinematic gait parameters (RMS 

error > 10 degrees or Bland-Altman limits of agreement > 10 degrees). 

Concerning RGB cameras, in recent years, human pose estimation methods based on artificial 

intelligence, especially deep learning, have demonstrated significant progress [11]–[14]. These 

methods estimate the three-dimensional (3D) position of joint centers (e.g., ankles, knees) using a 

single or a multi-view (captured by several synchronized cameras) RGB image. 

The deep learning-based human pose estimation methods are mostly trained using publicly available 

three-dimensional human pose datasets, mainly HumanEva [15] and Human3.6M [16] datasets. In 

these datasets, the reference values for joint centers were obtained by marker-based motion capture 

systems. However, although very rich in terms of the number of gestures and images, they may be 

less adapted to train the human pose estimation methods for clinical gait study for the following 

reasons. 

First, the subjects wore their regular clothing, and the placement of markers on the regular clothing 

would reduce the accuracy of joint centers’ reference values. Second, the number of subjects is 

limited. HumanEva and Human3.6M datasets contain the reference values of only four and seven 



subjects. Moreover, these datasets are limited to adults and do not include the motion of pathological 

cases. Therefore, a human pose dataset for the specific aim of gait study should be collected. 

The objective of this study is to investigate the added value of collecting a dedicated human pose 

dataset and comparing the performance of a marker-less motion capture system based on the state-

of-the-art human pose estimation method when trained on the Human3.6M dataset alone and after 

finetuning on the new dataset. 

2. Materials and Methods

2.1. Setup and calibration of the marker-less system 

The gait analysis was focused on the walking part of a 4 m stand up and go test that is routinely used 

in clinics [17]. The proposed marker-less motion capture system was composed of four RGB cameras 

(GoPro Hero 7 Black) – resolution 1920x1080 pixels, 100 frames per second, and linear field of view. 

The cameras were fixed using specific 3D printed fasteners on two aluminum bars. The distance and 

angle between two cameras on a bar were respectively 75cm and 15°. Each aluminum bar was 

mounted on a one-meter height tripod. As shown in Figure 1, the first couple of cameras was placed 

in front of the subject (referred to as frontal cameras) and the second on its right side (referred to as 

lateral cameras). 

Figure 1. The experimental setup showing the placement of the VICON system’s cameras (Vi) and the 
GoPro cameras (GPi) 

A calibration checkerboard (calib.io, 9x14, 40mm) was used for intrinsic and extrinsic calibration of 

the marker-less system. The classical pinhole model [18] was adopted due to the selection of linear 

field of view. Around 40 images of the checkerboard were acquired at various positions in the 



experiment room. The intrinsic (focal lengths, principal points, skew coefficient, and distortion 

parameters), extrinsic (relative position and orientation of each camera with respect to a global 3D 

frame) were estimated using the MATLAB Stereo Camera Calibrator App.  

At this stage, a 3D frame was defined for the marker-less motion capture system, ensuring its potential 

for use in a realistic clinical environment. However, for validation purposes, we needed to define a 

common 3D frame with a reference system. 

2.2. Setup and calibration of the reference system 

A marker-based motion capture system (VICON system, Oxford Metrics, UK) was used as a reference 

for both training and evaluation. It was composed of twelve cameras. The frequency of data 

acquisition for data collection of the ENSAM pose dataset was 100 Hz to simplify the synchronization 

of the marker-less and marker-based systems. The VICON system was calibrated according to the 

recommendations of the supplier. The VICON 3D frame was adopted as the experiment room frame 

for both systems (Figure 1). 

For that purpose, the calibration checkerboard was equipped with six reflective markers. The relative 

position of markers and checkerboard corners was measured. To this end, this calibration tool was 

scanned using a biplane X-ray system (EOS system, EOS imaging Paris France). It enabled the 3D 

reconstructions of the checkerboard and markers, thanks to an in-house software (Figure 2). 

Figure 2. Left: The calibration device equipped with six markers. Middle: The biplanar X-ray images of 
the calibration device. Right: The 3D reconstruction for measuring the relative position of markers and 
checkerboard corners. 

2.3. Synchronization 

An Arduino board connected to the VICON-based system was used to synchronize the GoPro-based 

and the VICON-based systems. The Arduino generated a time-dependent signal that turned ON and 

OFF a set of LEDs placed in the capture space (Figure 1). The LEDs' status, recorded in every frame of 

the videos, was determined using image processing techniques. Cross-correlation between the 



retrieved signals from the GoPro cameras and VICON data helped find the temporal offset between 

the recorded videos and data. 

2.4. Constitution of the new database 

Thirty-one subjects (19 males and 12 females) participated in this study after informed consent. They 

all had to perform Vicon based gait analysis for research previously approved by the relevant ethics 

committee (CCPP 06036 and CPP 06001, Paris VI). Subjects were on average 25 years old with a large 

variation range (range: 6-44 years), mean height was 168 cm (125-199 cm), body mass was 65 kg 

(range: 30-90 kg), and Body Mass Index (BMI) was 22.5 kg/m2 (range: 16.9-29.4 kg/m2). Among this 

population, 22 subjects were asymptomatic, one subject had moderate scoliosis, another had a 

spondylolisthesis. The remaining seven subjects were children or teenagers (range: 6-15 years) 

suffering from X-linked hypophosphatemia (XLH). This pathology can cause short stature and bone 

deformities.  

2.5. In-vivo data acquisition 

The Vicon based gait analysis protocol, as published in [19], [20], was used. Subjects were asked to be 

with their underwear. Fifty-one reflective markers were placed by an orthopedic surgeon directly on 

the subjects’ skin, at well-defined anatomical landmarks locations. The marker-set was based on [21], 

[22]. Subjects equipped with markers first underwent a biplanar X-ray examination using the EOS 

system (EOS Imaging, Paris, France) in a standard standing posture (Figure 3) to get accurate 

registration between anatomic and markers coordinate systems. Then, subjects were asked to walk 

for ten walking trials at their comfortable self-selected walking speed, recorded by both motion 

capture systems.  



Figure 3. The 3D reconstruction of pelvis, femurs, tibias, fibulas, and markers using the 
biplanar X-ray images. 



2.6. Data labeling 

The annotation data consisted of the 3D position of 15 joint or segment centers (hereafter, for 

simplicity called joint centers) – head, neck, shoulders, elbows, wrists, pelvis, hips, knees, and ankles 

– and subjects’ bounding boxes in multi-view images. The annotation data were obtained from the

recorded data by the marker-based motion capture system and the EOS imaging system. 

The bi-planar radiographs acquired by the EOS system were then processed as described in [23]. First, 

3D shape models of the lower limbs and pelvis were reconstructed [24], [25]. Second, the reflective 

markers were reconstructed by fitting markers' sphere models to the markers contours visible on the 

bi-planar X-ray images. These two steps helped register the bony segments' anatomical frames, 

constructed using the biplanar X-ray images, to the marker-based motion capture system's 

environment (Figure 3).  

The upper limbs centers, including head, neck, shoulders, elbows, and wrists, were defined based on 

the markers in the marker-based motion capture environment. On the other hand, the hips, knees, 

and ankles centers were determined using the 3D reconstructed shape models obtained using medical 

imaging. These key points were first defined on the 3D model then registered in the marker-based 

system’s environment. 

Once the position of the body joint centers was entirely determined with the marker-based system, 

the joint centers were projected into the image planes of the marker-less system's cameras. Then, for 

each frame of each camera, a subject' bounding box was determined using the projected joint centers. 

2.7. 3D joint center detection using a convolutional neural network 

The implemented deep learning-based human pose estimation method for the proposed marker-less 

motion capture system was presented by Iskakov et al. [13] that achieved state-of-the-art results on 

the Human3.6M dataset [16]. The pose estimation method consisted of two main parts, 2D pose 

estimation and 3D pose reconstruction. The input to the 2D pose estimation – based on a 

convolutional neural network ResNet-152 [26] – was a multi-view RGB image. The 3D pose 

reconstruction took the output of the 2D estimation, aggregated in a 3D volume, processed by a 

convolutional neural network called V2V-PoseNet [27], and estimated the 3D joint centers.   

The new human pose dataset (hereafter, referred to as ENSAM dataset) was split randomly into 

training (19 subjects – 4 XLH, 1 Scoliosis) and test sets (12 subjects – 3 XLH, 1 Spondylolisthesis). The 

deep learning-based pose estimation method was first trained on the Human3.6M dataset, then 

finetuned on the ENSAM training set. Before and after finetuning, the positions of joint centers were 

estimated for the ENSAM test set. Agreement between the estimated joint centers and the 



corresponding reference values was assessed using the Bland-Altman method by determining the 

mean difference (bias) and 95% limits of agreement along the axes of the global coordinate system 

(Figure 1). The joint position error, which determines the Euclidean distance between the estimated 

and reference values, was also measured. In very few cases (less than 0.5% of the total number of 

frames), clear outliers were detected, probably due to left-right flipped information. As these events 

were rare and could further be automatically detected and removed, they were arbitrarily removed. 

3. Results

First, the human pose estimation was trained on the Human3.6M dataset and evaluated on the 

ENSAM test set. Then, the human pose estimation method was finetuned on the ENSAM training set 

and evaluated on the ENSAM test set. The difference between the estimated joint centers and the 

corresponding reference values, along the axes of the global coordinate system, is presented in Table 

1. The mean differences (biases) were relatively high (within 49.8 mm) and became close to zero

(within 3.1 mm) across all joints after finetuning on the ENSAM training set. Also, the 95% confidence 

intervals (2 standard deviations) were significantly reduced across all joints. For instance, along the Z-

axis for the hip joint, the confidence interval was reduced from 106.9 mm to 17.4 mm. 

Table 1. Bland-Altman bias and 95% confidence interval (2SD: 2 standard deviation) between 
the estimated and corresponding reference joint centers on the ENSAM test set 

There was no statistically significant difference among the joint position error of twelve subjects 

(p=0.62). Also, there was no statistically significant difference between the joint position error of 

pathological subjects and asymptomatic subjects (p=0.58).  The joint position errors across all subjects 

are presented in Table 2. 



After finetuning on the ENSAM test set, the ankles were the most accurate (mean error = 6.2 mm). 

The second and third most accurate joints were the knees (mean error = 10.3 mm) and the neck (joint 

position error = 11.3 mm). The least accurate joints were the shoulders (mean error = 21.1 mm). 

Table 2. Joint position error (Euclidean distance between the estimated joint centers and 
corresponding reference values) on the ENSAM test set. 

4. Discussion

While gait analysis is of high clinical relevance, there is a lack of methods based on RGB cameras that 

could be accurate enough to be considered in clinical routine. While deep learning-based pose 

estimation methods appear attractive, accuracy is still an issue that may be related to the non-

specificity of currently used training datasets. 

Indeed, publicly available datasets like the Human3.6M dataset have contributed significantly to 

advancing the human pose estimation methods. However, these datasets are addressed to solve 

computer vision problems in various situations and contexts, and they are not sufficient for particular 

applications. Thus, a new human pose dataset (ENSAM dataset), well-adapted for gait study, was 

collected. In the ENSAM dataset, despite the Human3.6M dataset, the markers were placed directly 

on subjects’ anatomical landmarks by orthopedic surgeons. The bi-planar X-ray images from subjects 

helped reconstruct the 3D coordinates of the bony segments and the reflective markers, thus allowing 

accurate registration of joint centers’ coordinates to marker-based coordinate systems. This technique 

reduced the errors of determining joint centers, which were mostly attributed to the marker 

misplacement on the anatomical landmarks [23]. Also, while the Human3.6M dataset contains the 

reference data for only seven young adults, the ENSAM dataset contains the walking trials of thirty-

one symptomatic and pathological subjects of different age groups. 

This study aimed to assess the role of the ENSAM pose dataset in the advancement and evaluation of 

marker-less motion capture systems. Comparing the performance of the human pose estimation 

method on the ENSAM test set, trained on the Human3.6M dataset, before and after finetuning on 

the ENSAM training set, showed a drastic improvement. For instance, for the ankle joint center, the 

95% confidence intervals along the axes of the global coordinate system were within 68.5 mm. 



Finetuning the human pose estimation method on the ENSAM training set reduced these values to be 

less than or equal to 13.3 mm. These improvements may highlight the need for a well-adapted human 

pose dataset for training the human pose estimation methods which are the basis for the marker-less 

motion capture systems.  

The outliers, which were excluded, were found in three walking trials of one subject. In these three 

walking trials, the subject was walking in the backward direction (opposite direction of walking toward 

frontal cameras). These high errors mostly (but not limited to) occurred because the human pose 

estimation method estimated the left shoulder instead of the right shoulder and vice versa. We 

arbitrarily manually removed this data because, in future developments, these inconsistencies in the 

trajectory of a joint center could be easily identified by graphical visualization and filtered out. Except 

for this case, results appeared as robust. There was no statistically significant difference among the 

95% confidence interval of the joint position error of subjects (p=0.57). 

As shown in Table 2, the joint centers were not estimated with the same level of accuracy. For 

instance, the ankles position error was 6.2 mm, whereas the shoulder position error was 21.1 mm. 

Several factors may affect the estimation accuracy of different joint centers, including occlusion and 

the accuracy of joint centers’ reference values. 

Occlusion occurs when a joint is hidden by another body segment or joint. In the ENSAM pose dataset, 

in five out of ten walking trials, subjects were walking toward the frontal cameras. Thus, from the 

lateral cameras' view, the subjects' left elbow and wrist were mostly occluded by the subject's body 

and could be seen only by the frontal cameras. When a joint center was occluded, the accuracy of 

estimation was decreased. The mean joint position error of the right elbow and wrist was 14.1 mm 

and 12.8 mm, whereas the left elbow and wrist's joint position error was 18.8 mm and 16.2 mm. 

The accuracy of joint centers' reference values can be interpreted as the consistency of joint centers' 

reference values across different subjects. The shoulders' reference values were retrieved from the 

markers placed on the acromion that were affected by the marker placement error. The human pose 

estimation method was trained and assessed using these reference values. Therefore, the less 

accurate the reference values were, the less accurate the estimations were. The shoulders' joint 

position errors were the highest. Also, hip joint center error (mean: 17.7 mm) was higher than pelvis 

center error (mean: 14.0 mm) because the hip joint centers were retrieved from the reconstructed 

femurs registered to the marker-based motion capture environment using the markers placed on the 

thighs. The soft tissue artifact associated with the thigh was greater than the pelvis [28]. 



This study had some limitations. The number of subjects is still limited and not representative of the 

range of subjects with or without musculoskeletal troubles (age <= 44 years, particularly lack of older 

adults). However, the protocol of data collection is now well defined and further data collection is in 

progress. Also, in this study, the performance of the proposed marker-less system was only assessed 

in terms of joint center positions. Work is in progress to evaluate the motion capture system in terms 

of clinically relevant gait parameters. Another limitation of this study was that the implemented deep 

learning-based human pose estimation could not estimate the foot centers' position, which is relevant 

in gait study. The development of the pose estimation method is in progress. Also, in this study, four 

RGB cameras were used. A fewer number of cameras may make the system easier-to-use. In future 

studies, various pose estimation methods with a fewer number of cameras should be analyzed. 

5. Conclusion

This study proposed a new dataset that was used for training and evaluation of a marker-less motion 

capture system based on RGB cameras and deep learning-based human pose estimation methods. 

Even with a limited number of subjects in the training set (nineteen subjects), the proposed approach 

demonstrated the relevance of considering 

 a dedicated thoroughly constituted dataset. The evaluation of the marker-less system on the test set 

obtained promising results (mean joint position error = 14.4 mm), with potential improvements with 

the future extension of this dataset to a broader range of populations. Work is in progress for 

extensive evaluation in terms of clinically relevant gait parameters, thus paving the way for using RGB 

cameras-based gait analysis. 
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