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1Université Paris-Saclay, ENS Paris-Saclay, Institut Farman (FR3311), LURPA, 91190 Gif-sur-Yvette, France
aCorresponding author, Email adress: sylvain.lavernhe@ens-paris-saclay.fr

Abstract
During manufacturing by Laser Powder Bed Fusion (LPBF), the laser-scanning path influences the thermomechanical behavior of parts.
Therefore, it is necessary to validate the path generation considering the thermal behavior induced by this process to improve the quality of
parts. The purpose of this study is to develop an analytical thermal 3D model that allows the efficient analysis of laser trajectories in each
layer. First, the proposed approach consists of applying impulse temperature excitation according to the trajectory, then summing the thermal
conduction effects in the material to calculate the distribution of the temperature field in the part at each time step. The developed model is
calibrated and validated by comparison with thermal results obtained by FEM software as well as experimental measurements. Numerical
investigation is performed to compare different scanning path strategies on the Ti6Al4V material with different simulation parameters. The
simulation results confirm the effectiveness of the approach as well as the influence of trajectories on the maximum temperature field and
the distribution of thermal gradients during the manufacturing of each layer.

Keywords: additive manufacturing, LPBF, scanning path, thermal modeling, thermal gradient.

1 Introduction

The process of Laser Powder Bed Fusion (LPBF) is a technique of
direct manufacturing that uses a high-power laser to melt powder
according to the scanning paths. During this process, the temper-
atures in local areas could generate significant thermal gradients.
These gradients lead to the presence of residual stresses that affect
the mechanical characteristics of the part and may cause deforma-
tion, as well as micro- and macro-cracks due to the cooling condi-
tions [1].

In this context, scanning paths play a major role in the fusion and
solidification of the material, and therefore, of the part. In the litera-
ture, several scanning approaches have been proposed; among them,
the zigzag filling approach is the most widely used. It is simple to
implement in a trajectory calculation algorithm but presents many
drawbacks, such as heat accumulation at the extremities where the
movement inversions are located [2]. This leads to the appearance
of residual stresses, and consequently, to the deformation of the part
or even the generation of cracks [3]. To solve these problems, the
sequenced scanning path has been proposed, during which the laser
first scans the surface in alternate lines and then returns to fill the
remaining spaces. Experimental results show that sequenced scan-
ning produces parts with small deformations and almost no shrink-

age, compared with parts obtained by continuous scanning [4]. In-
deed, in the case of continuous scanning, there is not enough time
to dissipate the heat.

The generation of filling scanning paths given the contour-offset
method is an approach that has demonstrated efficiency through the
improvement in the geometric accuracy and homogenization of the
stress distribution [5]. Through a different method, Chantarapanich
et al. [6] proposed a honeycomb strategy. The main drawback of
this approach is the large number of hexagonal shapes, and thus,
geometric discontinuities that limit the scanning speed and increase
the manufacturing time. Jhabvala et al. [2] developed the sectoral
trajectory whose principle is to divide the surface into small sectors.
Each area is scanned with the strategy of parallel lines in alternating
directions. This method modifies the thermal dynamics and limits
the inhomogeneity of the temperature field, which reduces the level
of residual stresses on the part [7]. Ma and Bin tested the fractal
trajectory [8] in which the scanning path is generated according to
the Hilbert curve. The simulation of this trajectory shows a uniform
distribution of thermal gradients, and consequently, a decrease in
the residual stresses compared with the zigzag trajectory.

All these studies have demonstrated the major role of the scan-
ning strategy, which affects the geometric quality and mechanical
properties of the parts, as well as the efficiency of the process in



terms of speed and productivity. Therefore, it is essential to be able
to simulate the thermal behavior to validate the influence of these
trajectories on the temperature distribution during manufacturing
and on the appearance of part defects.

In general, to study the residual stresses in parts manufactured
by LPBF, the temperature distribution during manufacturing must
first be simulated. For that purpose, several models at the macro-
scopic and microscopic levels have been developed [9]. Tempera-
ture evolution is often obtained by finite-element methods. Criales
et al. [10] proposed a two-dimensional (2D) model to analyze the
influence of material properties and process parameters on the tem-
perature field for Inconel 625. Hussein et al. [11] used 3D finite el-
ement simulations to study temperature fields and residual stresses
in 316L stainless steel layers, built in LPBF without support. The
studies of Li et al. [12], Nickel et al. [13] and Foroozmehr and Ko-
vacevic [14] present 3D models based on the finite element method
as well. These works focused mainly on the evolution of tempera-
ture, residual stresses, and warping of parts manufactured by LPBF,
according to the scanning strategies. They showed that the type of
trajectory, lengths of scanning paths, and their orientations can play
a crucial role in the level of residual stresses in the part. Indeed,
the best strategy is the one that slows down the cooling cycle and
reduces the temperature gradient.

Other analytical and semi-analytical models were proposed in the
literature. These models are generally based on the Rosenthal’s so-
lution originally designed for welding field [15]. Promoppatum et
al. [16] used this approach to predict the evolution of the temper-
ature field and the dimensions of the melt pool during the manu-
facturing of a part of Inconel 718. The thermal results obtained
from the analytical resolution show that the dimensions of the melt
pool and the cooling rate are more sensitive to the material absorp-
tivity. They also mentioned the effects of simplifying assumptions
related to the Rosenthal solution whose advantage lies in its sim-
plicity. Plotkowski et al. [17] used a 3D model developed in the
field of laser welding which enables the prediction of the macro-
scopic variation of the temperature in the part. However, this solu-
tion is based on the hypothesis that the heat source has a circular
ring shape, which is not representative of energy distribution in the
case of the LPBF process. The principle of the model proposed by
Forslund et al. [18] consists of discretizing the trajectory according
to small segments and integrating each segment separately using the
Gaussian quadrature method whose order depends heavily on the
process parameters. The downside of their approach is the need to
iteratively test the quadrature orders under various conditions and to
pre-calculate a lookup table for later use. In addition, the segmenta-
tion into segments makes it suitable for the high scanning speeds of
the EBM process, but less relevant for the LPBF process. Yang et
al. [19] proposed a semi-analytical model to calculate the tempera-
ture evolution along a given scanning path. The proposed approach
consists of superposing analytical solutions for point heat sources
and complementary numerical fields to impose the boundary con-
ditions. This approach gives satisfactory results. However, these
two techniques are usually used separately, and their coupling can
further increase the computation time. In addition, the study has not

validated the impact of boundary conditions using finite differences
on the accuracy of the thermal calculation.

Regardless of the simulation technique used (numerical or analyt-
ical), the simulation of the LPBF process requires relatively small
temporal and spatial steps to predict the thermal gradients that are
generated during melting. However, maintaining such small dis-
cretization parameters increases the computation time and the mem-
ory size reserved for the simulation. Therefore, the purpose of this
study is to develop an analytical thermal model that enables the fast
analysis of the scanning paths for each manufacturing layer while
respecting as much as possible the characteristics of the LPBF pro-
cess. The proposed approach allows the implementation of adjust-
ment solutions that lead to reduce the computation time and the
memory occupancy.

The rest of the paper is organized as follows: the model and its
numerical implementation are presented in the second section. The
third section is dedicated to the validation of the model in the case
of Ti6Al4V alloy by aligning the model with the 3D finite element
method, conducted with the reference software proposed by ESI
[20]. The proposed methods to optimize the computation time are
presented in the fourth section. The fifth section is dedicated to the
numerical investigation of the influence of scanning paths on the
temperature distribution and thermal gradients. Finally, the paper is
concluded in Section 6.

2 Thermal modeling

2.1 Physical description of the model
The difficulty in controlling the LPBF process comes from the com-
plexity of the different phenomena involved in the melting of the
powder and its solidification. Indeed, as shown in Fig. 1, several
physical behaviors occur at different scales: fluid mechanics (e.g.,
surface tension, gravity, and buoyancy), metallurgy (phase change),
and heat transfer.
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Figure 1: Physical phenomena involved in the LPBF process

During the LPBF process, when the laser beam irradiates the sur-
face of the powder bed, its energy is transferred in several ways:
a fraction of the energy is absorbed by the powder, while the rest
is reflected. The absorbed energy increases the temperature of the
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material beyond its melting point. Another part of the remaining
energy is transferred by conduction in the part or lost either by con-
vection or radiation from the surface to the environment.

The spatial and temporal distribution of the temperature field is
defined by the heat equation Eq.1.

ρC
∂T
∂ t

= λ∇
2T +Q (1)

where ρ is the material density (kg m−3), C is the specific heat
capacity (J kg−1 K−1), T is the temperature (K), λ is the thermal
conductivity (W m−1 K−1), and Q is the heat source generated by
the laser (W m−3).

Considering n as the normal vector to the interface, the boundary
condition at the top surface of the powder is written as follows (Eq.
(2)):

−λ
∂T
∂n

= q−qc−qr (2)

where q is the laser surface flux (W m−2), qc is the heat lost by
convection (W m−2) and qr is the heat losses by radiation (W m−2).

The powder bed is heated to a preheating temperature equal to T0
at t = 0.

In this study, some assumptions are adopted:

1. The conductivity λ and the absorptivity A are those of the
consolidated material which is a common hypothesis in LPBF
[18]. Indeed, on the one hand, powder is a porous medium
that absorbs more energy than solid (around 70% versus 30%)
and on the other hand the thermal conductivity of the solid is
higher than powder (around 21 versus 7 W m−1 K−1 at 1900K)
[21], [22]. Therefore, shortly after the laser-matter interaction,
the evolution of the thermal behavior in both media, over time,
could be considered as similar.

2. Physical properties of materials are independent of the temper-
ature.

3. Radiation qr and convection qc losses are considered to be null.

4. Phase change and the latent heat are not taken into account in
the simulation.

In this context, the thermal problem of powder melting is reduced
to a conduction problem after the interaction between the laser and
material. To solve this problem, an explicit formulation of the evo-
lution of the temperature in the part over time is proposed.

2.2 Presentation of the Flash method
The Flash method is commonly used to measure the thermal dif-
fusivity of materials [29]. The idea consists of loading a plate of
thickness L and radially semi-infinite on its front surface by impulse
excitation δ (t) (Dirac function), which has a Gaussian distribution
of radius R. Considering z as the downward vertical axis, r the radial
direction, z = 0 represents the top surface and r = 0 the center of the

laser spot. Then, its impulse response in temperature is measured
on the irradiated surface. The sample is supposed to be homoge-
neous, isotropic, and opaque. The mathematical interpretation of
these phenomena leads to the following differential equations [23]:

∇
2T (r,z, t) =

1
α
·∂T (r,z, t)

∂ t
(3)

where α is the thermal diffusivity (m2 s−1). For the top surface
(z = 0):

−λ
∂T (r,z = 0, t)

∂ z
=

2AQl

πR2 ·e
−2r2

R2 δ (t) (4)

where R is the radius of the laser beam (m), A is the absorptivity of
the material, and Ql is the laser energy (J).

On the opposite surface of the plate, a constant heat flow is de-
fined as follows (Eq. (5)):

−λ
∂T (r,z = L, t)

∂ z
= 0 (5)

The laser energy is calculated as follows (Eq. (6)):

Ql = P·∆ f (6)

where ∆ f is the elementary duration (s) of the laser emission.
The analytical resolution of the equation (Eq. (3)) leads to the

calculation of the thermal effect of a flash (Tf ), which is written as
follows (Eq. (7)):

Tf (r,z, t) =
2AQl

ε
√

π3t
· 1
R2 +8αt

·e
−2r2

R2+8αt ·
∞

∑
n=−∞

e
−[(n−1)L+ z

2 ]2

αt (7)

where ε is the thermal effusivity (J K−1 m−2 s−
1
2 ), which is calcu-

lated as a function of the other thermal parameters of the material
(Eq. (8)):

ε =
√

λ ·ρ·C (8)

The parameter t0 represents the lower bound of the validity do-
main of the model [23]. In general, its value must satisfy the fol-
lowing condition (Eq. (9)):

t0 ≥ 10·∆ f (9)

This method allows the calculation of the temperature evolution
in the part over time after an infinitely short thermal excitation on
the surface, which is characterized by a Gaussian distribution. An
example obtained, at different times, for a titanium alloy (Ti6Al4V),
is shown in Fig. 2. The dashed curves represent thermal responses
outside the range of validity. Thus, following a flash, the resulting
temperature profile becomes less intense and larger over time. This
behavior reflects the radial diffusion of energy. Table 1 lists the
process parameters and material specifications used in the rest of
the paper.
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Figure 2: Simulated surface temperature profiles for a flash

Table 1: Simulation parameters

P, laser power [W] 300
R, effective radius of laser beam [m] 5.10−5

V , scanning speed [m s−1] 1
A, absorptivity [%] 30
λ , thermal conductivity [W m−1 K−1] 15
C, specific heat capacity [J kg−1 K−1] 800
ρ , density [kg m−3] 4420
ε , thermal effusivity [J K−1 m−2 s−

1
2 ] 7282

T0, preheating temperature [K] 293
∆ f , temporal step [s] 10.10−6

2.3 Simulation methodology
The thermal effect of flash Tf can be considered the impulse re-
sponse of the part. Thus, it is defined by the convolution product
with Dirac excitation δ (t) (Eq. (10)):

(Tf ∗δ )(r,z, t) =
∫ +∞

−∞

Tf (r,z,τ).δ (t− τ) dτ (10)

Fig. 3a shows the thermal response following the application of a
flash on the surface at t = τ .

The method used to simulate the thermal behavior of the LPBF
process consists of converting the laser scanning path with a given
speed as a succession of impulse solicitations (Fig. 3b). Thus, the
irradiation of the laser on the powder according to the scanning path
is expressed by the Heaviside function U (t) (Eq. (11)):

U (t) =

{
0, t < 0.
1, t ≥ 0.

(11)

This function reflects the state of the laser, which takes on the value
of 1 during the ignition phase.

The global temperature response Tg at instant t and on each point
of the part defined by coordinates (x,y,z) is the cumulative sum
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Figure 3: (a) Thermal response of an elementary flash, (b) impulse
excitation modeling a scanning path

of the impulse responses given the path scan up to that moment.
Mathematically, it corresponds to the convolution product between
the function U (t) and the thermal effect Tf of an elementary flash
that moves on the surface according to the path (Fig. 4).

 
(𝑇𝑓 ∗     )(𝑟𝑥𝑦 , 𝑧, 𝑡) 

푧푒푡𝑇𝑓(𝑟𝑥𝑦 , 𝑧, 𝑡) 

Figure 4: Global thermal response to a succession of Dirac excita-
tions

Considering also the preheating temperature of powder T0, the
global temperature Tg at each point (x,y,z) according to time t is
expressed by Eq. (12):

Tg(x,y,z, t) = T0 +
∫ +∞

−∞

Tf (rxy,z, t− τ) U (τ) dτ (12)

where rxy represents the distance between each flash center and
the (x,y) point. The discretized form of Eq. (12) with temporal step
∆t can be written as follows (Eq. (13)):

Tg(x,y,z, t) = T0 +
n

∑
i=0

Tf i(ri,z, t− i.∆t) with n = b t
∆t
c (13)

The spatial discretization of the scanning path dl is calculated as
a function of temporal step ∆t and scanning speed V (Eq. (14)):

dl =V ·∆t (14)

Once the discretization of the scanning path is carried out, the
principle consists of applying a flash on each point of the trajec-
tory (Fig. 5) in order to calculate the global temperature response in
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each point of the part and at each time step. The methodology for
calculating the temperature field in the part, for a given scanning
strategy, can be summarized in the diagram shown in Fig. 6. There-
fore, the principle consists of summing the thermal effects of the
laser at each point of the scanning path to calculate the distribution
of the temperature field in the part at each time step.

Figure 5: Principle of scanning path simulation by the Flash method
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Figure 6: Methodology of Flash simulation

3 Validation of the Flash method

3.1 Model calibration

This step consists of aligning the developed model with 3D FEM
simulation conducted by a renowned software program proposed
by ESI (Engineering Systems International) [20]. Both simulations
are performed on a segment-type path (Fig. 7a) for the alignment.

The tracking of the temperature at sensor 1 with the two models
shows a difference between the two simulations. Indeed, since the
flash model does not natively integrate phase changes, the tempera-
tures reached with this model are higher and the associated cooling

0 10 20 30 40 50 60 70

X [mm]
a

12

13

14

Y
 [m

m
]

Beginning point
1

0 10 20 30 40 50 60 70

X [mm]
b

12

12.4

12.8

Y
 [m

m
]

Beginning point

1

2

Sensor

Sensors

Figure 7: (a) Tested trajectories of segment type and (b) zigzag

cycles are longer. (Fig. 8). In order to calibrate the Flash model,
an additional coefficient γ is assigned to the energy transferred to
the material (Eq. (15)). Thus, the assumptions of the Flash model
mentioned above are taken into account and compensated. Within
the case of study and associated parameters defined in Table 1 this
coefficient has been set to 0.4.
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Figure 8: Temperature variation at sensor 1 before calibration

Tg(x,y,z, t) = T0 + γ

n

∑
i=0

Tf (ri,z, i.∆t) (15)

The alignment of the Flash model with respect to the ESI model
provides a good similarity between the temperature profiles for all
points. The curves in Fig. 9 show the temperature variation at sensor
1 with the two simulations. The results show a clear convergence in
behavior during thermal cycles, and heating and cooling phases.

Once the alignment has been performed, the simulation (Fig. 10)
validates the model on sensors 1 and 2 for a zigzag path (Fig. 7b).
The results of the Flash method and those of the ESI simulation
show very similar temperature variation curves (Fig. 10). The large
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peaks are similar, especially where the laser passes over the sen-
sors. The simulated temperatures measured at a point radially dis-
tant from the laser passage show slight differences. This fact is illus-
trated by the small peaks in the curves in the zooms of Fig. 10. This
phenomenon reflects a shortcoming of the Flash method in captur-
ing radial heat dissipation. Indeed, the maximum error measured is
equal to 50 K. This value has no significant effect on the simulation,
as it is detected in a point far from the focus area where there is a
large thermal change. The simulations also show a quick increase in
temperature. This demonstrates that, during laser passage, the heat
transfer according to the scanning direction is low compared to the
radial dissipation. It is clear that the laser speed is higher than the
speed of heat propagation in the scanning direction.

3.2 Simulation application

To illustrate the simulation results on a small parallelepipedic part,
the case of a straight horizontal path (Fig. 11) is used with following
data configuration:

1. part size: 2 x 0.5 x 0.15 mm3

2. length of the scanning path: 18 mm

3. temporal step ∆t: 10 µs

4. spatial steps dx and dy, which represent the spatial discretiza-
tion step of an elementary flash: 10 µm

5. discretization steps DX , DY and DZ, which represent the spa-
tial discretization step of the part: 10 µm
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Figure 11: Zig-zag path

The Flash model is implemented in Matlab and run on a lap-
top computer equipped with an Intel Core i5 6200U @ 2.3 GHz (2
cores) and 8 GB of RAM.

The global temperature maps on the upper surface of the part at
two different instants are shown in Fig. 12a and 12b. The simula-
tions show that the temperatures are locally higher than the melting
temperature of the material. The melt pool moves with the heat
source. The plots also show a heat trail, with a nearly elliptical
shape, which becomes increasingly large as the laser moves and the
temperature increases. The simulated temperatures inside the melt
pool can reach very high values, beyond the evaporation temper-
ature of the material (3500 K), because the proposed model does
not include phase change or, thus, latent heat of fusion or evapora-
tion. Therefore, temperatures are locally capped to the evaporating
temperature.

Fig. 12c represents the part temperature field at t = 9 ms and
Fig. 12d represents the same temperature field in a cross-section
perpendicular to the scanning direction, at the same instant and for
X = 1 mm. The simulation shows the temperature variation accord-
ing to z.

The curve presented in Fig. 13a describes the temperature distri-
bution along the A-A section on the upper surface and the dashed
line indicates the laser center position at the considered instant. It
can be observed that the temperature level is higher where the pow-
der has been melted and lower in the upstream area along the tra-
jectory. Indeed, the heat dissipation in the scanning direction is low
due to the scanning speed which is greater than the heat propagation
speed. The melt pool length is equal to 552 µm. The simulation also
shows that the maximum temperature value is recorded a little be-
hind the laser beam center. This effect is consistent with the results
from the literature [24].

Temperature profile along the B-B section is shown in Fig. 13b.
It can be seen that the temperature distribution along the scanning
line is not symmetrical with respect to the center of the laser spot.
The heat in solidified areas, where the laser is previously passed, is
not completely dissipated. The melt pool width is equal to 129 µm.
This dissymmetry could be amplified in the powder side by consid-
ering the real conductivity of the powder as a function of tempera-
ture (assumptions 1 and 2).

Temperature distribution along the C-C section is presented by
the curve in Fig. 13c. Temperature profile following the depth gives
the main interest of the 3D simulation. The simulation shows, as
expected, that the maximum temperature is located on the upper
part surface. This also shows that the thermal gradient is important
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Figure 10: Temperature variation at sensors 1 and 2
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Figure 12: Temperature maps

and exceeds 2.107 K m−1. The depth of the melted area is equal to
52 µm. As a result, this simulations enables to predict part of the
previous layer is remelted. The characteristic dimensions (length,
width and height) of the melt pool are calculated thanks to the melt-
ing temperature iso surface in the 3D mesh. Fig. 14 shows the evo-
lution of the melt pool dimensions along a scanning line (A-A sec-
tion). The width of the melt pool is important at the beginning of
the line where it reaches 163 µm. Then, it decreases to reach about

115 µm as the laser advances (Fig. 14a). The melt pool also has a
greater depth at the beginning of the line than at the end (Fig. 14b).
The melt pool depth exceeds the thickness of a layer (40 µm) and
reaches a maximum value equal to 70 µm. Indeed, in the case of
the zig-zag path, the jump from the line n to the line n+1 does not
leave enough time for the material to dissipate heat and cool down.
Consequently, the melting is developed in a preheated area which
increases the dimensions of the melt pool.
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Figure 13: Temperature profiles according to the three spatial directions

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

X [mm]

(a)

110

120

130

140

150

160

170

M
e

lt
 p

o
o

l 
w

id
th

 [
m

]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

X [mm]

(b)

40

45

50

55

60

65

70

75

80

M
e

lt
 p

o
o

l 
d

e
p

th
 [

m
]

Figure 14: Evolution of the melt pool geometry ((a): width - (b):
depth)

Fig. 15 presents the D-D cross section of the part and shows
the non uniformity of the depth of the melted areas after having
scanned the entire layer with the zig-zag path. The convex portions,
where the depth of the melted area is smaller, correspond to the in-
terlines areas where the laser advances according to the return of
the path X−. After the reversal of the movement, the laser advances
according to X+ and scans a locally preheated zone. This leads
to a greater depth in the interline area. Indeed, this is due to the
fact that the cross section is evaluated close to an edge of the part
(X = 0.25 mm), on the other side of the part (X = 1.75 mm) the be-
havior is reversed. The simulation also shows that the thickness of
the bead increases with the scan lines. Indeed, when the laser scans
a line of the path, it melts the material and preheats the area in the
next line. The heat accumulation in this area increases the tempera-
ture and generates a deeper bead than the previous one. The depth
of the melted zone can exceed the thickness of two layers.

Interlines areas

direction  X+  

X−  

Lines of 
 the scanning path along X melted area  

non melted area direction  

Figure 15: Cross-section of the part at X = 0.25 mm

3.3 Experimental validation
The purpose of this section is to compare the results of the Flash
method with experimental results from the literature and more par-
ticularly the work of Dilip et al. [25] about the variation of the width
and depth of a single bead according to the process parameters.

In this study, the absorption coefficient A of Ti6Al4V alloy has
been set at 40 %. Indeed, this value has been used in the works
of Oleak et al. [26], or Gharbi et al. [27]. Some of the experi-
mental data from [25] is first used to shift the amount of energy
actually transferred to the part surface in the Flash method based
on the associated assumptions (section 2). The data used are the
width and depth of the melt pool for a straight path with a laser
power of 150 W and velocities of 0.5 m s−1, 0.75 m s−1, 1.0 m s−1

and 1.2 m s−1. The dimensions of the simulated part are 1 x 0.5 x
0.15 mm3. Fig. 16 shows the evolution of the width and depth of
the melt pool for the different tested scanning speed values. The ex-
perimental results are described by the red curves whereas the sim-
ulation results before alignment are shown by the black curves. The
comparison between the results shows a difference with all the scan-
ning speed values. In order to calibrate the Flash model, the correc-
tion coefficient is set at 1.2. The simulation results, after alignment,
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Figure 16: Flash model calibration, P = 150 W

are presented by the blue curves. The comparison results of the
width show a good similarity with scanning speeds of 0.75 m s−1,
1 m s−1, 1.2 m s−1. However, a 11 % difference has been regis-
tered when the scanning speed is equal to 0.5 m s−1 (Fig. 16a). The
simulated depths are closer (Fig. 16b). The maximum difference is
equal to 28 % with a scanning speed of 0.5 m s−1 and it reaches 5 %
with 1 m s−1.

Once the calibration has been performed, the flash simulation is
compared with the experimental results obtained by Dilip et al. [25]
with a power value of 100 W. As in the previous case, the simulated
width and depth of the melt pool are compared with the experimen-
tal results for different speed values. Overall, the simulation results
are in acceptable agreement with the experimental results (Fig. 17).
The maximum difference between the widths is equal to 15 % with
a scanning speed of 1 m s−1 (Fig. 17a). The comparison of the
depths gives also a maximum difference of 15 % when the scanning
speed is equal to 0.75 m s−1 (Fig. 17b).
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Figure 17: Flash model validation, P = 100 W

After the model validation, it is possible to optimize the compu-
tation time and the memory size used.

4 Optimization of the computation time
Simulations using the Flash method require relatively small tempo-
ral and spatial discretization steps to follow the assumptions and cal-
culation principle defined above. However, maintaining such small

discretization parameters has a direct impact on the computation
time and the memory size reserved for the simulation. In the exam-
ple illustrated in Fig. 11, with the same simulation parameters, the
computation time is 679 s and the memory used is equal to 271 MB.

To reduce the complexity of the problem and computation time, it
is possible to reduce the size of the area of interest to its minimum.
Indeed, the analysis of the simulation (Fig. 12d) shows that the ma-
jor thermal change is spatially limited and close to the point of laser-
material interaction. It is also temporally limited to moments close
to the laser irradiation. For this purpose, the next section is dedi-
cated to determine the parameters yielding the lowest computation
time under the temperature simulation error constraint.

4.1 Calculation of temporal and spatial neighbor-
hoods

The temporal neighborhood is defined as the duration of thermal ef-
fects of an elementary flash that needs to be considered in the simu-
lation to model the global effects on the part for a given temporal ∆t
and spatial discretization step dx. In the same way, the spatial neigh-
borhood is defined as the maximum width of the thermal effects of
an elementary flash that needs to be considered. Thus, the tempo-
ral and spatial neighborhoods are used to define, at each time step,
the area where the preheating temperature should not be neglected.
Thus, the threshold temperature Ts defines the absolute error that is
considered acceptable. The temporal and spatial neighborhoods can
be calculated from an iso-value of the temperature field according
to the following steps:

1. Simulate a scanning path segment (Fig. 18).

2. Extract the iso temperature contour line equal to the preheating
temperature T0 plus the threshold temperature Ts.

3. Calculate the spatial neighborhood that corresponds to the
maximum width of the iso temperature contour line.

4. Calculate the temporal neighborhood corresponding to the
length between the center of the laser spot and the center point
of the first flash whose effects are mostly above the threshold
temperature Ts.
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 Tn : temporal neighborhood = 37 ms
 Sn : spatial neighborhood = 2.10 mm

Figure 18: Calculation of temporal and spatial neighborhoods

In the example Fig. 18, the threshold temperature is set to 1 K.
The application of this method in the case of the previous example
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(Fig. 11) leads to a reduction in the amount of data to be managed
during the simulation. Table 2 shows that the computation time
and the memory used decrease by reducing the temporal and spatial
neighborhoods. For the rest of this paper, the temporal and spatial
neighborhoods are equal to 37 ms and 2.1 mm, respectively, corre-
sponding to a 1K threshold.

Table 2: Variation of computation time and memory as a function
of neighborhood parameters

4.2 Parameter setting
4.2.1 Temporal subsampling

To reduce the computation time further and optimize the memory
reserved for simulation, it is also possible with the Flash method to
calculate the thermal effects only at specific times, while maintain-
ing a low temporal discretization. The subsampling is based on four
steps:

1. Discretize the path to be simulated with a relatively small tem-
poral step to approach the continuous behavior of the laser
(Fig. 19).
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Figure 19: Diagram representing the subsampling calculation
method

2. Identify the required calculation times, which are defined as a
function of subsampling step S. This latter is a multiple of the
temporal step. In the example presented in Fig. 19, it is equal
to 3∆t. Thus, the calculation times are: t0, t3, t6, t9.

3. Identify at each calculation time the effects of flashes Fi that
have to be considered in the simulation. For example, at time
t6, the flashes that have an effect in the simulation are F3, F4,
F5, and F6.

4. Sum the thermal effects of the considered flashes at each re-
quired calculation time.

The temporal subsampling method allows for the reduction in the
computation time and memory used. It has been applied, with dif-
ferent subsampling step values, in the case of the simulation de-
scribed in Fig. 11. Plots of corresponding computation time in

Fig. 20a and memory used in Fig. 20b highlight a high decrease
from 10 µs to 50 µs.
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Figure 20: Evolution of the computation time and memory as func-
tions of the subsampling step

4.2.2 Setting of the discretization step

The spatial discretization is an important parameter in thermal mod-
eling with numerical methods. When the discretization step is
small, the calculation becomes accurate and rich, especially in ar-
eas with a high variation of thermal gradients. However, simula-
tion is more expensive in terms of computation time and memory.
In the proposed method, two different types of discretization are
used: the first one is used to simulate the elementary flash, while
the second one concerns the discretization of the surface to be sim-
ulated. In general, the simulation is carried out with small and equal
spatial steps to generate the elementary flash and the discretization
of the simulated surface (Fig. 21a). This provides richer thermal
mappings and more information on the temperature distribution on
the surface. In addition, the points of the scanning path and the
flash centers coincide with the calculation points of the surface dis-
cretization. However, this configuration increases the computation
time and required memory considerably, especially in the case of
large surfaces.

With the Flash method, it is possible to increase the discretization
step without impacting the accuracy of results. However, the points
of the scanning path may not match the points of the surface dis-
cretization. The proposed solution consists of managing two differ-
ent discretizations: a finer discretization step (10 µm) in the area of
interest to simulate the elementary flash and a coarser discretization
for the simulated surface. The discretization step DX of the surface
is a subsampling of the spatial step of the flash dx (Fig. 21b).

Different discretization step values for the surface DX are tested
in the case of the previous example (Fig. 11). The spatial step dx for
the flash generation is kept constant (10 µm). The curve presented
in Fig. 22a shows the variation in computation time as a function
of the discretization step of simulated surface. The increase in the
discretization step size of the simulated surface reduces the compu-
tation time to about 0.9 s for a step equal to 200 µm. In addition,
the increase in the discretization step reduces the memory size used
(Fig. 22b). With a step size equal to 10 µm, the required memory
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Figure 21: (a) Finer and (b) coarser surface discretization

size is equal to 331 MB, while this value decreases to 0.82 MB with
a discretization step equal to 200 µm. With this method, the number
of points to qualify the thermal state of a surface is highly reduced;
thus, it is possible to simulate large surfaces with reasonable com-
putation time and required memory. To detect the main physical
states that may occur during melting and identify the liquid area, it
is recommended that the maximum size of a discretization step does
not exceed the width of the melt pool.
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Figure 22: Evolution of the computation time and memory used as
functions of the spatial discretization step of the simulated surface

5 Thermal analysis of scanning paths

5.1 Maximum temperature
This section studies the influence of the scanning strategies on the
temperature field of a surface with a cross section of 1x1 mm2. For
that purpose, three scanning paths are tested: zigzag, contouring
out-in scanning, and contouring in-out scanning.

To simulate the scanning paths rapidly and obtain rich and suffi-
cient maps to evaluate the temperature distribution and thermal gra-
dient, it is necessary to identify the optimal subsampling step and
discretization step. This study has been conducted in the case of the
zigzag path. Fig. 23 shows the effect of increasing the subsampling

step on the maximum and minimum simulated temperature and the
maximum error. The maximum error represents the maximum dif-
ference between the maximum temperature map obtained for each
subsampling step compared to the one obtained by the reference
step, which is equal to 10 µs. As expected, the analysis shows that
the error increases with the subsampling step. In the same way, the
lowest temperature is always close to the melting temperature.
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Figure 23: Evolution of the temperatures according to the subsam-
pling step

10 20 30 40 50 60 70 80 90 100

Discretization step DX [ m]

0

500

1000

1500

2000

2500

3000

3500

4000

T-evaporation
T-melting
Tmax
Tmin

Te
m

p
er

at
u
re

 [
K
]

Figure 24: Evolution of the temperatures according to the spatial
step

Whatever the tested subsampling step, the simulation results
show the areas where the temperature is high. However, with step
values greater than 50 µs, the temperatures are lower than the melt-
ing temperature. These unmelted points did not appear with the
reference subsampling step. Therefore, the temporal resolution ob-
tained by these values does not allow a correct thermal analysis to
be performed. For this reason, the maximum value of subsampling
step S that can be used is equal to 50 µs.

The next phase consists of determining the discretization step.
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Table 3: Comparison between the simulation parameters for different scanning strategies

The zigzag path simulation shows that the increase in the discretiza-
tion step of the simulated surface does not have a large influence on
the temperature results (Fig. 24).

The temperature at all points is higher than the melting tempera-
ture. To ensure a good resolution, the maximal discretization step
DX is chosen to be 20 µm.

The three paths are simulated with the reference parameters
(DX = 10 µm and S = 10 µs) and with the previously identified
parameters (DX = 20 µm and S = 50 µs). In both cases, paths
are discretized with a common spatial step dl = 10 µm. Table 3
presents the simulation results. The developed model, with DX =
20 µm and S = 50 µs, allows the simulation of the scanning paths
in a fast way and with reduced memory storage. The measurement
of the maximum temperature shows that in both cases, it is possible
to identify overheating areas when the vaporization temperature is
reached. There is a small difference in the minimum temperature;

however, the recorded values are higher than the melting tempera-
ture.

As shown in Fig. 25a and Fig. 25d, the zigzag path leads to areas
of overheating at the edges. Indeed, when the laser reaches the end
of a line, besides melting the local area, it constitutes an additional
preheating factor for the beginning of the next line, which tends
to reach a higher temperature. The measurement of the maximum
temperature reached by the contouring scanning reveals the problem
of overheating at the center. The temperature mapping also shows
that this area is more critical when the laser scans the surface from
outside to inside. (Fig. 25b and Fig. 25e). In this case, the scanning
from the edge of the surface to the center isolates the heat in the
inner area. This phenomenon leads to a heat accumulation in this
area. In addition, there is an increase in temperature when the laser
changes the scanning direction.

Overheated areas caused by some trajectories can result in the
instability of the melt pool, which leads to the appearance of the
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Figure 25: Map of maximum temperature for different scanning strategies
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Marangoni effect, and consequently, to the formation of the material
bumps behind the liquid part [28]. This phenomenon can impact
the melting process or even block the roller when the next layer
is applied. Ultimately, the increase in temperature can lead to the
vaporization of the material. The droplets escaping from the melt
pool can impact the surface quality of the produced parts.

5.2 Maximum gradient
Spatial gradients of temperature during LPBF manufacturing cause
significant plastic deformation and residual stress in the part after
cooling [11]. Fig. 26 shows the maximum norm of thermal gradient
Gmax (Eq. (16)), simulated on each point of the surface over time
for the three scanning paths.

Gmax = max
t
(||
−→
∇ T (x,y,z, t)||) (16)

The contouring scanning presents the highest norm of the gradi-
ent (outside toward inside or inside toward outside). The laser takes
a longer time to reach an already melted portion, and the temper-
ature had enough time to decrease by conduction. Then, scanning

close to an already cooled area generates an important variation in
the temperature. The effect of the scanning strategy is clearly visi-
ble on the maximum norm of thermal gradient.

6 Conclusion

This paper presents a 3D thermal model based on an analytical
method of heat diffusion. This model simulates the evolution of
the temperature field and the distribution of thermal stresses dur-
ing the manufacturing of a layer. Results have been validated by
comparison with reference FEM software and the experimental re-
sults within a Ti6Al4V test case. The main advantage of the pro-
posed method is the relative confidence of the results compared to
the computational speed. The test campaign on the variation of tem-
poral and spatial neighborhood and discretization parameters shows
that significant improvements in computing resources are possible
without significantly altering the thermal simulation results.

Using this simulation method, the thermal history of each point
of the domain can be computed independently from the thermal
state of the other points, and each time step is independent of the
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Figure 26: Map of maximum thermal gradient for different scanning strategies
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other step. This allows for parallelization of the simulation and thus
further improvement of the computing speed. In future work, our
intention is to exploit mathematical techniques such as convolution
operations using GPU to further reduce computation time and mem-
ory occupancy and thus be able to simulate larger parts.
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