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Abstract. Automata-theoretic decision procedures for solving model-checking and satisfiability problems for temporal, dynamic, and description logics have flourished during the past decades. In the paper we define an Exptime decision procedure based on the emptiness problem of Büchi automata on infinite trees for the very expressive information logic SIM designed for reasoning about information systems. This logic involves modal parameters satisfying certain properties to capture the relevant properties of information systems, and provides nominals at the formula level, Boolean expressions and nominals at the modal level, an implicit intersection operation for relations, and a universal modality. The original combination of known techniques allows us to solve the open question related to the Exptime-completeness of SIM. Furthermore, we discuss how variants of SIM can be treated similarly although the decidability status of some of them is still unknown.
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1 Introduction

From logic to automata. After the works of Büchi and Rabin [Bü62,Rab69], various classes of automata turned out to be well-suited to solve decision procedures for logical problems, including some for temporal logics (see e.g., [VW94,Var97,KVW00]), for the μ-calculus and its fragments (see e.g., [EJ99,SE89,VW86,EJS01,Var98]), and for description logics (see e.g., [CDGL99,CGL02]) to quote three families of logics. For instance, translating formulae in temporal logics to automata is a standard approach for implementing model checking, see e.g., the model-checking tool SPIN [Ho97]. More recently, such techniques have also been applied successfully in [LS01] to fragments of the Boolean modal logic BML introduced in

\footnote{We acknowledge financial support from the RWTH Aachen, Germany for a visit of S. Demri at the RWTH in February 2002.}
[GP90] and to hybrid full \( \mu \)-calculus in [SV01] (see also [KSV02]) opening an avenue to design similar decision procedures for other hybrid logics [Bla00b]. In this paper, we will use automata-theoretic decision procedures to prove complexity results for information logics.

Information logics. Such logics were introduced in [Paw81], and we refer the reader to [Orl08,DO02] for a comprehensive survey on information logics. Information logics are designed to model and reason about information systems. To this purpose, information logics provide a formal specification language to talk about relations in information systems. An information system \( S \) is defined as a structure \( S = \langle OB, AT \rangle \) such that \( OB \) is a non-empty set of objects, \( AT \) is a non-empty set of attributes, and every attribute \( a \in AT \) is a mapping \( a : OB \rightarrow P(VAL_a) \setminus \{\emptyset\} \), where \( VAL_a \) is a non-empty set of values. For every object \( x \) and for every attribute \( a, a(x) \) can be read as the set of possible values of the attribute \( a \) for the object \( x \). In that setting, various derived relations between objects can be defined. We recall some of them below (see e.g. [Orl08]).

For all \( x_1, x_2 \in OB \), for every \( A \subseteq AT \),

\[
\begin{align*}
(1) & \langle x_1, x_2 \rangle \in \text{ind}_A \text{ iff for every } a \in A, a(x_1) = a(x_2) \quad \text{(indiscernability);} \\
(2) & \langle x_1, x_2 \rangle \in \text{fin}_A \text{ iff for every } a \in A, a(x_1) \subseteq a(x_2) \quad \text{(forward inclusion);} \\
(3) & \langle x_1, x_2 \rangle \in \text{bin}_A \text{ iff for every } a \in A, a(x_2) \subseteq a(x_1) \quad \text{(backward inclusion);} \\
(4) & \langle x_1, x_2 \rangle \in \text{sim}_A \text{ iff for every } a \in A, a(x_1) \cap a(x_2) \neq \emptyset \quad \text{(similarity).}
\end{align*}
\]

\( \langle x_1, x_2 \rangle \in \text{ind}_A \) can be read as follows: the objects \( x_1 \) and \( x_2 \) cannot be distinguished modulo the set \( A \) of attributes. Similarly, \( \langle x_1, x_2 \rangle \in \text{sim}_A \) iff \( x_1 \) and \( x_2 \) are similar modulo \( A \). The other relations \( \text{fin}_A \) and \( \text{bin}_A \) admit a reading in a similar vein.

Given an information system \( S = \langle OB, AT \rangle \), we can define a structure \( \langle OB, (R_A)_{A\subseteq AT} \rangle \), where \( (R_A)_{A\subseteq AT} \) is a family of relations derived from \( S \) (see e.g., the above clauses (1)-(IV)). In a more abstract setting, an information frame is a pair \( (W, (R_P)_{P\subseteq PAR}) \) such that \( W \) and \( PAR \) are non-empty sets and \( (R_P)_{P\subseteq PAR} \) is a family of binary relations indexed by subsets of \( PAR \). An information logic is defined as a multi-modal logic characterised by a class of information frames. Since the relations derived from information systems satisfy certain properties, the information frames usually satisfy additional conditions.

For example, it is not hard to see that, for every \( R \in \{\text{ind, fin, bin, sim}\} \), we have

\[
R_{P\cup Q} = R_P \cap R_Q \text{ for all } P, Q \subseteq PAR \text{, and (1) } \\
R_\emptyset \text{ is the cartesian product of the domain. (2)}
\]

Moreover, every relation \( R_P \) satisfies certain local conditions: for instance, the indiscernibility relations are equivalence relations, and the similarity relations are reflexive and symmetric. The first information logic has been introduced in [OP81] and many others appeared later (see e.g., [Vak91,Bal96,Kon97,Vak98,Ste98]).

Most information logics include further expressive means such a nominals whose
combination with the intersection of modal parameters and the universal modality are known to make reasoning rather complex. In the following, we will concentrate ourselves on one such logic, SIM, and show how a combination of a suitable normal form for modal expressions, a tree model property, and tree automata can be used to overcome this difficulty and define an optimal decision procedure for SIM satisfiability.

The logic SIM. Among the class of information logics, the logic SIM introduced in [Kon97] plays a special role since it provides various expressive ingredients: an implicit universal modality, nominals at both levels of formulae and modal expressions, and Boolean operators in modal expressions. This highly expressive logic was designed to represent and reason about relevant properties of similarity relations \( sim_A \). Additionally, it turned out that this logic is also well-suited for the internalization of deduction in proof systems [Kon97] (see also [Dem99b,Tza99,Bla00a,Sel01]). A SIM-model is a Kripke structure with reflexive and symmetric accessibility relations \( (sim_P)_{\subseteq P_{AR}} \) as abstract counterparts of the similarity relations derived from information systems. Hence the relations in \( (sim_P)_{\subseteq P_{AR}} \) interact according to the above conditions (1) and (2).

Our contribution. In this paper, we show that the satisfiability problem for the logic SIM is \( \text{ExpTime} \)-complete. The \( \text{ExpTime} \) lower bound is a consequence of more general results since SIM contains a universal modal connective with a family of B modal connectives (see e.g., [Spa93,CL94,Hem96]). The \( \text{ExpTime} \) upper bound is established by an exponential reduction into the emptiness problem for Büchi automata on infinite trees that is known to be in \( P_{\text{TIME}} \) (see e.g., [VW86,EJ88]). As mentioned previously, this technique is nowadays standard for logics of programs, but it has never been applied to information logics. Indeed, relative information logics contain features that are not traditionally present in most logics of programs (e.g., the presence of nominals on the formula and modal level, and Boolean operators in modal expressions). Recently in [LS01], the fragment of Boolean modal logic (BML) with only the complement operator \( \neg \) on relations is shown to be in \( \text{ExpTime} \) by a reduction into the emptiness problem for Büchi automata on infinite trees. In [SV01], such an upper bound is also established for the hybrid full \( \mu \)-calculus by reduction into the emptiness problem for parity alternating automata on infinite trees. A combination of such recent results and an appropriate extension to handle intersection and nominals at the level of modal expressions allows us to prove the \( \text{ExpTime} \) lower bound for SIM. Observe that, in [LS01], it is already shown that the fragment of BML with only complement and intersection is \( \text{NExpTime} \)-hard even if no \( \neg \) is in the scope of \( \cap \) and no \( \cap \) is in the scope of \( \neg \) (see e.g., [LS01, Figure 1]). We show that the information logic SIM is of a lower complexity: it is in \( \text{ExpTime} \) even though it provides full Boolean operators in modal expressions.\(^1\) This lower complexity is due to the restrictions of the semantics of the modal expressions.

\(^1\) Please note that this difference is not due to an bounded/unbounded number of atomic modal expressions—this number is unbounded in both logics mentioned.
designed to represent derived relations in information systems. A remarkable side-effect of our result for SIM is the following. The multi-modal logic with a universal modality \([U]\), modal connectives of the form \([c_1 \cap \cdots \cap c_n]\), where \(\cap\) is interpreted as intersection on binary relations, each \(c_i\) is interpreted as a reflexive and symmetric relation, and the logic contains propositional variables and nominals can be shown to have an \(\text{ExpTime}\)-complete satisfiability problem.

Figure 1 shows the presence of ingredients in the logics SIM, BML, and in the hybrid \(\mu\)-calculus. The operators \(-\) and \(\cap\) refers respectively to complementation and intersection operated on binary accessibility relations. SIM also contains Boolean operators but only at the level of parameters (see Sect. 2) and of course at the level of formulae. Moreover, in Figure 1, \(\text{FO2} [=]\) refers to the existence of a relational translation into \(\text{FO2} [=]\), the fragment of classical logic with two variables and equality. As an outcome, the logic SIM has features that prevent from having a natural translation into BML or the hybrid \(\mu\)-calculus.

<table>
<thead>
<tr>
<th></th>
<th>SIM</th>
<th>BML</th>
<th>hybrid (\mu)-calculus</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominals</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>universal modality</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(\cap)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(-)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{FO2} [=])</td>
<td>X [DK98]</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>in (\text{ExpTime})</td>
<td>X, this paper</td>
<td>X [SV01]</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1.** Comparing SIM, BML, and the hybrid \(\mu\)-calculus

Our technical developments for SIM can be extended to the logics FORIN and IND (see e.g., [Kon98]), where the similarity relations are replaced by forward inclusion relations and indiscernability relations, respectively but without nominals at the object level. This improves significantly the upper bound from [DK98] whereas decidability for FORIN and IND could not be obtained from the reduction into the (undecidable) fragment of first order logic with three variables [Kah62]. The decidability status of full FORIN and IND is still open.

**Plan of the paper.** The rest of the paper is structured as follows. Sect. 2 presents the logics for which the computational complexity is studied in the paper. Sect. 3 deals with normal forms for SIM formulae whereas Sect. 4 introduces the concept of the global information for SIM-models that will play an important role. In Sects. 5 and 6 we provide a notion of Hintikka trees for SIM-models preparing the automata construction. For the logic SIM and variants of it, the satisfiability problem is reduced to the emptiness problem for Büchi automata on infinite trees in Sect. 7. Finally, we give some concluding remarks in Sect. 8.

The paper has been designed to be self-contained. Standard definitions we use concerning automata on infinite objects can be found in [Tho90], and concerning computational complexity in [Pap94].
2 Information Logics

In this section, we first introduce syntax and semantics of the logic SIM, then describe the closely connected logics FORIN and IND.

The set of primitive symbols of the language for SIM is composed of

- a countably infinite set PRP = \{p_1, p_2, \ldots\} of propositional variables,
- a countably infinite set NOM = \{x_1, x_2, \ldots\} of object nominals,
- a set P of parameter expressions, which is the smallest set containing a
countably infinite set PNOM = \{E_1, E_2, \ldots\} of parameter nominals and a
countably infinite set PVAR = \{C_1, C_2, \ldots\} of parameter variables,
and that is closed under the Boolean operators \(\land, \lor, \neg\).

The formation rules of the set FOR(SIM) of SIM-formulae are those of proposi-
tional logic, where object nominals can be used in the place of propositional
variables, plus the rule: if \(\phi \in \text{FOR}(\text{SIM})\) and \(A \in P\), then \([A]\phi \in \text{FOR}(\text{SIM})\).

The following is an example of a (valid) SIM-formula:

\[ [E_2 \land \neg E_2]x \equiv [E_1 \lor C_1](x \lor p). \]

Moreover, for every syntactic object \(O\), we write \(|O|\) to denote its length (or
size), that is the number of symbol occurrences in \(O\) viewed as a string. As usual,
sub(\(\phi\)) denotes the set of subformulae of the formula \(\phi\) (including \(\phi\) itself). For
every \(X \in \{\text{NOM}, \text{PNOM}, \text{PVAR}, P\}\), we write \(X(\phi)\) to denote the elements of \(\phi\) occurring in the formula \(\phi\). Obviously, \(\text{card}(X(\phi)) < |\phi|\).

**Definition 1.** Let \(\text{PAR}\) be a non-empty set. A P-interpretation \(m\) is a map
\(m : P \rightarrow \mathcal{P}(\text{PAR})\) such that, for all \(A_1, A_2 \in P\),

- if \(A_1, A_2 \in \text{PNOM}\) and \(A_1 \neq A_2\), then \(m(A_1) \neq m(A_2)\);
- if \(A_1 \in \text{PNOM}\), then \(m(A_1)\) is a singleton;
- \(m(A_1 \land A_2) = m(A_1) \cap m(A_2)\) and \(m(A_1 \lor A_2) = m(A_1) \cup m(A_2)\);
- \(m(\neg A_1) = \text{PAR} \setminus m(A_1)\).

\(\text{PAR}\) is referred to as a set of parameters that is the obvious counterpart of
the set of attributes in information systems. Given parameter expressions \(A\) and
\(B\), we write \(A \equiv B\) iff for every P-interpretation \(m\), we have \(m(A) = m(B)\).

**Definition 2.** A SIM-model \(\mathcal{M}\) is a structure \(\mathcal{M} = \langle W, (R_P)_{P \subseteq \text{PAR}}, m \rangle\), where
\(W\) and \(\text{PAR}\) are non-empty sets and \((R_P)_{P \subseteq \text{PAR}}\) is a family of binary relations
on \(W\) such that

- (uni) \(R_0\) is the cartesian product \(W \times W\);
- (refl) \(R_P\) is reflexive for every \(P \subseteq \text{PAR}\);
- (sym) \(R_P\) is symmetric for every \(P \subseteq \text{PAR}\);
- (inter) \(R_{P \cup Q} = R_P \cap R_Q\) for all \(P, Q \subseteq \text{PAR}\).

Moreover, \(m\) is a mapping \(m : \text{NOM} \cup \text{PRP} \cup P \rightarrow \mathcal{P}(W) \cup \mathcal{P}(\text{PAR})\) such that
\(m(p) \subseteq W\) for every \(p \in \text{PRP}\), \(m(x) = \{w\}\), where \(w \in W\) for every \(x \in \text{NOM}\),
and the restriction of \(m\) to \(P\) is a P-interpretation.
Consequently, two levels of interpretation are used to define the relations in
the SIM-models. On the one hand, the parameter expressions are interpreted
within the Boolean algebra

\[ B = \langle \mathcal{P}(\text{PAR}), \cup, \cap, -, 1, 0 \rangle \]

for some non-empty set \text{PAR}. On the other hand, the conditions on \( (\mathcal{R}_P)_{P \subseteq \text{PAR}} \)
induce a semi-lattice structure of \( \mathcal{L} = \langle \{ \mathcal{R}_P : P \in \mathcal{B} \}, \cap \rangle \) with zero element
\( W \times W \).

Condition \text{(inter)} allows SIM to capture intersection on relations. Indeed,
let us write \( \mathcal{R}_A \) for \( \mathcal{R}_{m(A)} \). Then, for all parameter expressions \( \Lambda, B \), we have
\( \mathcal{R}_{A \cup B} = \mathcal{R}_A \cap \mathcal{R}_B \). By contrast, complementation and union cannot be expressed in
a similar fashion (otherwise we would get operators similar to those in BML).
Additionally, SIM contains universal modality since \( \mathcal{R}_{A \cap \Lambda} \) is precisely the product
\( W \times W \).

The object nominals can be viewed as constants for objects and parameter
nominals as constants for attributes in information systems. Similarly, \( (\mathcal{R}_P)_{P \subseteq \text{PAR}} \)
is an abstraction of the family \( (\text{sim}_A)_{A \subseteq \text{PAR}} \) derived from information systems.
Please note that, for parameter nominals, we assume that different nominals are interpreted as different relations, i.e., we admit the so-called \text{unique name assumption}.
In contrast, object nominals can be interpreted as arbitrary singletons, i.e., we do not admit the unique name assumption. Since the set of parameter nominals is countably infinite, an obvious consequence of the definition of the SIM-models is that every SIM-model has an infinite set of parameters.

Let \( M = \langle W, (\mathcal{R}_P)_{P \subseteq \text{PAR}}, m \rangle \) be a model. As usual, we say that a formula \( \phi \)
is satisfied by \( w \in W \) in \( M \) (written \( M, w \models \phi \)) if the following conditions are satisfied:

- \( M, w \models p \) iff \( w \in m(p) \) for \( p \in \text{PRP} \cup \text{NOM} \);
- \( M, w \models \neg \phi \) iff not \( M, w \models \phi ; \)
- \( M, w \models \phi \land \psi \) iff \( M, w \models \phi \) and \( M, w \models \psi ; \)
- \( M, w \models [\Lambda] \phi \) iff for every \( w' \in W \), if \( \langle w, w' \rangle \in \mathcal{R}_{m(A)} \), then \( M, w' \models \phi . \)

A formula \( \phi \) is true in a SIM-model \( M \) (written \( M \models \phi \)) iff for every \( w \in W, M, w \models \phi . \) A formula \( \phi \) is said to be SIM-valid iff \( \phi \) is true in every SIM-model. A formula \( \phi \) is said to be SIM-satisfiable iff \( \neg \phi \) is not SIM-valid.

**Theorem 3.** [Vak87] The class of information frames \( \langle \text{OB}, (\text{sim}_A)_{A \subseteq \text{AT}} \rangle \)
derived from information systems is precisely the class of SIM-frames.

The frames are understood as parts of the models without the meaning function \( m \). Hence, from a SIM-model for a given SIM-formula \( \phi \), one can extract an information system satisfying the specification \( \phi \). Theorem 3 guarantees that the SIM-models are the adequate structures to deal with the information frames based on similarity derived from information systems.

The similarity logic with an infinite set of parameters defined in [Kon98] is not strictly the logic SIM defined above but one can show that both logics have the same set of valid formulae [DK98, Proposition 9]. Variants of SIM can be easily designed by considering relations derived from information systems.
different from similarity (e.g., forward inclusion, indiscernability). Let \text{FORIN} [resp. \text{IND}] be the relative logic sharing its language with \text{SIM} such that a \text{FORIN-model} [resp. \text{IND-model}] is obtained from Definition 2 by adding the condition (\text{trans}) and by withdrawing (\text{sym}) [resp. from Definition 2 by adding the condition (\text{trans})].

(\text{trans}) \ \mathcal{R}_\mathcal{P} is transitive for every $P \subseteq \mathcal{P}$.

Decidability of the satisfiability problem for the logic \text{SIM} is shown in [DK08] by translating \text{SIM} satisfiability into satisfiability for $\text{FO2}=[=]$, the fragment of classical logic with two variables and equality. The reduction increases exponentially the size of the formulae and $\text{FO2}=[=]$ satisfiability is in \text{NExpTime} [GKV97]. Hence, the best known upper bound for \text{SIM} satisfiability is $\text{N2ExpTime}$. Additionally, the proof in [DK98] cannot be adapted to show the decidability of \text{IND} and \text{FORIN} since transitivity requires three variables.

More about the logic \text{SIM} and analogous information logics can be found in [DO02].

3 Normal Forms for Parameter Expressions

In this section, we recall a notion of normal form for parameter expressions inspired by the canonical disjunctive normal form for propositional logic. Such normal forms play a special role for the relative information logics. Normal forms for Boolean modal expressions with nominals have been introduced in [Kou98] in order to facilitate the design of Rasiowa–Sikorski-style proof systems (dual tableaux) for SIM. Such a technique has been also useful to show decidability of SIM [DK98] and for some fragments of Boolean modal logic BML [LS01, Sect. 5] (see also [DG00]). In this paper, we use a normal form for the Boolean modal expressions with nominals. We recall below some definitions.

For $l \geq 1$ and $n \geq 1$, let $Y = \{E_1, \ldots, E_l\}$ be distinct parameter nominals and be $X = \{C_1, \ldots, C_n\}$ distinct parameter variables. For every integer $k \in \{0, \ldots, 2^n - 1\}$, we denote by $B_k$ the parameter expression $B_k \overset{\text{def}}{=} A_l \cap \cdots \cap A_1$ where, for every $s \in \{1, \ldots, n\}$, $A_s = C_s$ if $b_s(k) = 0$ and $A_s = \neg C_s$ otherwise, and $b_s(k)$ denotes the $s$th bit in the binary representation of $k$ with $n$ bits. Although not essential, the use of binary representation will facilitate the presentation of technical developments. For every integer $k' \in \{0, \ldots, l\}$, we denote by $D_{k'}$ the parameter expression

\[
D_{k'} = \begin{cases} 
-E_1 \cap \cdots \cap -E_l & \text{if } k' = 0; \\
E_{k'} & \text{otherwise.}
\end{cases}
\]

For every integer $k \in \{0, \ldots, 2^n - 1\}$ and for every $k' \in \{0, \ldots, l\}$, $A_{k,k'} \overset{\text{def}}{=} B_k \cap D_{k'}$. For instance, if $n = l = 2$, then $A_{3,2} = -C_1 \cap -C_2 \cap E_2$. The set $\text{Comp}(X,Y)$ of $(X,Y)$-components, is defined as follows:

\[
\text{Comp}(X,Y) = \{ A_{k,k'} \mid k \in \{0, \ldots, 2^n - 1\}, k' \in \{0, \ldots, l\} \}.
\]
The set Comp(\(X,Y\)) of \(\langle X,Y \rangle\)-components enables us to partition every set of parameters. Indeed, for every \(P\)-interpretation \(m : P \rightarrow \mathcal{P}(PAR)\), the family \(\{m(A) \mid A \in \text{Comp}(X,Y)\}\) is a partition of PAR [Kont98]. As a consequence, we obtain the following property.

**Lemma 4.** Let \(A\) be a parameter expression built from \(X \cup Y\). Then either \(A \equiv \neg A \cap A\) or there is a unique non-empty subset \(\{A'_1, \ldots, A'_n\}\) of \(\text{Comp}(X,Y)\) such that \(A \equiv A'_1 \cup \ldots \cup A'_n\).

Lemma 4 enables us to define normal forms of parameter expressions. Let \(A\) be a parameter expression built from \(X \cup Y\). The normal form of \(A\), \(N_{X,Y}(A)\), is defined as follows:

\[
N_{X,Y}(A) \equiv \begin{cases} \emptyset \text{ if } A \equiv (A \cap \neg A); \\ \{A_{k_1,k'_1}, \ldots, A_{k_n,k'_n}\} \text{ if } A \equiv A_{k_1,k'_1} \cup \ldots \cup A_{k_n,k'_n}. \end{cases}
\]

Observe that there exists an effective procedure that computes \(N_{X,Y}(A)\) in deterministic time exponential in \(|A| + n + l\). Moreover, it is known that, for all parameter expressions \(A,B\) built from \(X \cup Y\), we have \(A \equiv B\) iff \(N_{X,Y}(A) = N_{X,Y}(B)\). Please note that this normal form is not thought to be applied to all parameter expressions in a SIM-formula to be tested for satisfiability (since this would obviously yield an exponential blow-up), but it is used in the following section to decide the implication relation between parameter expressions.

### 4 Global Information for SIM-models

Due to the presence of nominals, SIM does not have the tree model property. Hence, to use automata-based techniques, we will define appropriate tree abstractions of models, so-called Hintikka-trees. However, the expressive power of SIM is such that the Hintikka-trees will be defined w.r.t. ”global” information. In this section, we describe this global information in SIM models. Intuitively, global information is true at any point of the model or concerns edges which are omitted when considering tree abstractions of (non-tree) models, i.e., edges relating an individual to the instance of a nominal.

For instance, given an object nominal \(x\) occurring in \(\phi\), the set of subformulae of \(\phi\) that hold true in the unique state satisfying \(x\) is a global information. In this section, we generalize the global information about object nominals and the universal modality from [SV01]. Guessing a global information for a given formula \(\phi\) will correspond to the primary non-deterministic choice in the automata built for \(\phi\) (see Sect. 7).

Let \(\phi\) be a SIM-formula, \(C\) a parameter constant, \(E\) a parameter nominal, and \(x\) an object nominal. To avoid considering formulae containing no parameter nominals or no parameter variables, in the remainder, we assume w.l.o.g that (1) each formula contains at least one object nominal, and (2) each formula is of the form \(x' \wedge n_{i=1}^\gamma \neg [(C \cap \neg C \cap E) \neg x_i]\), where \(x_1, \ldots, x_\gamma\) are all the object nominals occurring in \(\phi'\). The first assumption is without loss of generality because we
can transform each SIM-formula without object nominals into an equi-satisfiable one by conjoining it with x. The second assumption is without loss of generality because each SIM-model interprets both C ∩ C and C ∩ C ∩ E as the universal relation.

In the remainder of this section, we discuss all aspects of global information which we use to design the Büchi tree automaton accepting all (tree abstractions of) models of a SIM formula φ. To do so, we first consider a fixed model $M = (W, (R_P)_{P \subseteq PAR}, m)$ of φ and collect, step by step, all information we keep globally track of when abstracting from this model to the corresponding Hintikka-tree.

4.1 Parameter Nominals

Let $PNOM(\phi) = \{ E_1, \ldots, E_l \}$ be the set of parameter nominals and $PVAR(\phi) = \{ C_1, \ldots, C_n \}$ be the set of parameter variables occurring in φ. Recall that $n, l \geq 1$. Given a P-interpretation $m$, there is a unique map $f : \{1, \ldots, l\} \to \{0, \ldots, 2^n - 1\}$ such that, for every $k' \in \{1, \ldots, l\}$, we have

$$\{ k \in \{0, \ldots, 2^n - 1\} \mid m(E_{k'}) \in m(B_k) \} = \{ f(k') \}$$

since we assume the unique name assumption for parameter nominals, and moreover the set

$$\{ m(B_k) \mid k \in \{0, \ldots, 2^n - 1\} \}$$

is a partition of $PAR$. Such a map $f$ can be encoded with $O(n \times l \times \log(l))$ bits. Moreover, for every $k' \in \{1, \ldots, l\}$, for every set $X \subseteq \{0, \ldots, 2^n - 1\}$, at most one parameter expression in $\{ A_{k,k'} \mid k \in X \}$ is not interpreted as the universal relation. Hence we have a variety of different parameter expressions that are all interpreted as the universal relation—a situation obviously more complex than the one in which one explicit universal modal connective $[U]$ is part of the language.

Let $A, B$ be parameter expressions built on $PNOM(\phi) \cup PVAR(\phi)$. Given the map $f : \{1, \ldots, l\} \to \{0, \ldots, 2^n - 1\}$, we write $A \sqsubseteq_f B$ iff for every P-interpretation $m$ satisfying (UNI), we have $m(A) \subseteq m(B)$. We have chosen to define $\sqsubseteq_f$ rather than $\sqsubseteq_m$ because there are far less mappings $f$ than there are $m$s, and this difference will be crucial in the following. The relation $A \sqsubseteq_f B$ can be checked in exponential-time in $|A| + |B| + n + l$ since $A \sqsubseteq_f B$ iff

$$N_{PVAR(\phi),PNOM(\phi)}(A) \setminus \bigcup_{k' \in \{0, \ldots, 2^n - 1\}} N_{PVAR(\phi),PNOM(\phi)}(A_{k,k'})$$

Indeed, the problem can be shown to be CO-NP-complete since it is a slight variant of the validity problem of propositional logic. We write $A \equiv_f \emptyset$ to denote $A \sqsubseteq_f A \cap \neg A$. Obviously, $A \sqsubseteq_f B$ iff, for every SIM-model $\langle W, (R_P)_{P \subseteq PAR}, m \rangle$ with $m$ satisfying (UNI), we have $R_m(B) \subseteq R_m(A)$. 
4.2 Universal Modalities

Set $UF = \{ [A] \psi \in \text{sub}(\phi) \mid A \vDash \emptyset, \mathcal{M} \models \psi \}$ and $EF = \{ [A] \psi \in \text{sub}(\phi) \mid A \vDash \emptyset, \mathcal{M} \not\models \psi \}$. Observe that $UF$ and $EF$ depend on the map $f$ but for a given model $\mathcal{M}$, the structure $\langle f, UF, EF \rangle$ is unique. The structure $\langle UF, EF \rangle$ can be also encoded using $\mathcal{O}(|\phi| \times \log(|\phi|))$ bits.

4.3 Object Nominals

Let $\text{NOM}(\phi)$ be the set of object nominals and $\text{P}(\phi)$ the parameter expressions occurring in $\phi$. We will fix which nominals are interpreted by the same object, what formulae are satisfied by these objects, and how they are inter-related. Let $EQ$ be the unique equivalence relation on $\text{NOM}(\phi)$, $\text{NOM}$ be the unique map $\text{NOM} : \text{NOM}(\phi) \to \mathcal{P}(\text{sub}(\phi))$ and $R_N$ be the unique ternary relation in $\text{NOM}(\phi)^2 \times \text{P}(\phi)$ such that

- for all $x, y \in \text{NOM}(\phi)$, $\langle x, y \rangle \in EQ$ iff $m(x) = m(y)$;
- for every $x \in \text{NOM}(\phi)$,
  
  $\text{NOM}(x) \overset{\text{def}}{=} \{ \psi \in \text{sub}(\phi) \mid \text{for } m(x) = \{ w \}, \mathcal{M}, w \models \psi \}$;
- for all $x, y \in \text{NOM}(\phi)$, $A \in \text{P}(\phi)$, if $m(x) = \{ w \}$ and $m(y) = \{ w' \}$, then
  $\langle x, y, A \rangle \in R_N$ iff $\langle w, w' \rangle \in R_{m(A)}$.

The triple $\langle EQ, \text{NOM}, R_N \rangle$ can be encoded using $\mathcal{O}(|\phi|^3)$ bits. Such a global information about the model $\mathcal{M}$ is actually a variant of the global information used in [SV01].

4.4 Abstract Global Information

Next, we summarize the above mentioned aspects of global information and define it independently of a specific model.

A global information $G$ for $\phi$ is a structure $\langle f, UF, EF, EQ, NOM, R_N \rangle$ such that

1. $f$ is a map $f : \{1, \ldots, l\} \to \{0, \ldots, 2^n - 1\}$ (it describes how parameter nominals are interpreted);
2. $UF$ and $EF$ are subsets of $\{ \varphi \in \text{sub}(\phi) : \varphi = [A] \psi \}$ ($UF$ contains the formulae quantified universally that are true in a model, and $EF$ contains those formulae quantified universally in $\phi$ that are not true);
3. $EQ \subseteq \text{NOM}(\phi)^2$ (it describes which object nominals are interpreted by the same individual);
4. $\text{NOM}$ is a map $\text{NOM} : \text{NOM}(\phi) \to \mathcal{P}(\text{sub}(\phi))$ (it describes the formulae satisfied by the interpretations of nominals);
5. $R_N \subseteq \text{NOM}(\phi)^2 \times \text{P}(\phi)$ (it describes the inter-relationship between nominals).
We write \( R_N(A) \) to denote the binary relation \( \{ \langle x,x' \rangle \mid \langle x,x',A \rangle \in R_N \} \). A global information \( G \) for \( \phi \) can be easily encoded using \( O(|\phi|^3) \) bits.

Next, we define consistency of global informations. So far, a global information \( G \) is simply a structure of a certain type, whereas the SIM-consistency of \( G \) reflects the semantics of SIM.

A global information \( G = \langle f, UF, EF, EQ, NOM, R_N \rangle \) is said to be SIM-consistent if \( G \) satisfies the following conditions:

(G1) \( EQ \) is an equivalence relation;

(G2) for every \( x \in \text{NOM}(\phi) \), \( \text{NOM}(x) \) is locally SIM-consistent (to be defined in Definition 6 below) and \( x \in \text{NOM}(x) \);

(G3) \( \{ UF, EF \} \) is a bipartition of \( \{ |A| \psi \in \text{sub}(\phi) \mid A \equiv_f \emptyset \} \);

(G4) for all \( x,y \in \text{NOM}(\phi) \), \( \langle x,y \rangle \in EQ \) iff \( \text{NOM}(x) = \text{NOM}(y) \);

(G5) for all \( A,B \in \text{P}(\phi) \), \( A \subseteq_f B \) implies \( R_N(B) \subseteq R_N(A) \);

(G6) for every \( A \in \text{P}(\phi) \), \( EQ \) is a congruence for \( R_N(A) \), and the relation \( R_N(A) \) is reflexive and symmetric;

(G7) for all \( x,y \in \text{NOM}(\phi) \), if \( |A| \psi \in \text{NOM}(x) \) and \( \langle x,y,B \rangle \in R_N \) for some \( A \subseteq_f B \), then \( \psi \in \text{NOM}(y) \);

(G8) for all \( \langle x,y,A_1 \rangle, \ldots, \langle x,y,A_n \rangle \in R_N, n \geq 1 \), and \( B \in \text{P}(\phi) \),

if \( B \subseteq_f A_1 \cup \cdots \cup A_n \), then \( \langle x,y,B \rangle \in R_N \);

(G9) for every \( A \in \text{P}(\phi) \), for all \( x,y \in \text{NOM}(\phi) \), \( A \equiv_f \emptyset \) implies \( \langle x,y,A \rangle \in R_N \).

Please note that (G6) is the place where it is important that we are considering SIM, and which would need to be modified when adapting the approach to FORN or IND. In order to establish the \( \text{ExpTime} \) upper bound for SIM, we need the result below.

Lemma 5. Checking whether a global information for \( \phi \) is SIM-consistent can be done in time in \( 2^{O(|\phi|)} \).

The exponential bound is due to the relation \( \subseteq_f \) and to the exponential amount of triple in (G8) since in (G8), \( 1 \leq n \leq \text{card}(\text{P}(\phi)) \). We write \( \text{GCONS}(\phi) \) to denote the set of SIM-consistent global informations for \( \phi \).

5 Symbolic States

In this section, we define the notion of symbolic states which represent objects in SIM-models.

Definition 6. Let \( X \) be a subset of \( \text{sub}(\phi) \) for some formula \( \phi \). The set \( X \) is said to be locally SIM-consistent iff each \( \psi \in \text{sub}(\phi) \) satisfies the following conditions:

(L1) if \( \psi = \neg \varphi \), then \( \varphi \in X \) iff \( \psi \not\in X \);

(L2) if \( \psi = \varphi_1 \land \varphi_2 \), then \( \{ \varphi_1, \varphi_2 \} \subseteq X \) iff \( \psi \in X \);

(L3) if \( \psi = [A] \varphi \) and \( \psi \in X \), then \( \varphi \in X \).
Let \( G \) be a SIM-consistent global information. Given two locally SIM-consistent sets \( X \) and \( Y \) and a parameter expression \( A \) occurring in \( \phi \), we write \( X \sim_{G,A} Y \) to denote that, for every \([B] \psi \in X\), if \( B \sqsubseteq_f A \), then \( \psi \in Y \) and, for every \([B] \psi \in Y\), if \( B \sqsubseteq_f A \), then \( \psi \in X \).

Observe that \( \sim_{G,A} \) depends on \( G \) by the map \( f \). The relation \( \sim_{G,A} \) is the abstract counterpart of a maximal relation \( R_{m(A)} \) in SIM-models. More precisely, let \( M = \langle W, (\mathcal{R}_P)_{P \subseteq \mathbb{P}(A)}, m \rangle \) be a SIM-model, let \( \langle w, w' \rangle \in R_m(A) \) for some \( A \) occurring in \( \phi \), and let \( G \) be a SIM-consistent global information for \( \phi \) built from \( M \) as done in Sect. 4. Then

\[
\{ \psi \in \text{sub}(\phi) \mid \mathcal{M}, w \models \psi \} \sim_{G,A} \{ \psi \in \text{sub}(\phi) \mid \mathcal{M}, w' \models \psi \}.
\]

We are now ready to define symbolic states. Each such state contains information on the relation between the associated node and its (unique) predecessor, the formulae the respective object satisfies, and how it is related to (instances of) object nominals. The latter information is crucial since these edges will be omitted when abstracting/unravelling models to Hintikka trees (if they were not omitted, unravelling would either not yield trees or instances of object nominals would not be unique).

A symbolic state for \( \phi \) is either \( \bot \) or a triple \( q = \langle A, X, T \rangle \) such that \( A \in \mathcal{P}(\phi) \), \( X \in \mathcal{P}(\text{sub}(\phi)) \), and \( T \subseteq \mathcal{P}(\phi) \times \text{NOM}(\phi) \).

In \( q = \langle A, X, T \rangle \), \( A \) refers to the relation \( R_{m(A)} \) which relates \( q \)'s (unique) predecessor to \( q \), \( X \) is the set of formulae satisfied in \( q \), and \( T \) is a table such that, for every \( \langle B, x \rangle \in T \), \( \langle q, w \rangle \in R_m(A) \) for \( m(x) = \{ w \} \). We often use \( \langle A_n, X_q, T_n \rangle \).

The "dummy" value \( \bot \) is used for those nodes in a tree not representing objects, and we call a symbolic state \( q \) dummy if \( q = \bot \). Similarly, a symbolic state \( \langle A, X, T \rangle \) is a named state if \( X \cap \text{NOM}(\phi) \) is non-empty. We will also write \( \psi \in q = \langle A, X, T \rangle \) [resp. \( \langle A, x \rangle \in q \) instead of \( \psi \in X \) [resp. \( \langle A, x \rangle \in T \)].

Let \( G \) be a (SIM-consistent) global information. A symbolic state \( q = \langle A, X, T \rangle \) is said to be locally SIM-consistent with respect to \( G \) iff \( q \) is dummy or if it satisfies the following conditions:

\begin{enumerate}
  \item[(SC1)] \( X \) is locally SIM-consistent;
  \item[(SC2)] for every \( x \in \text{NOM}(\phi) \), \( x \in q \) implies \( X = \text{NOM}(x) \) and \( T = \{ \langle B, y \rangle \mid \langle x, y, B \rangle \in R_N \} \);
  \item[(SC3)] for every \( \langle A, x \rangle \in T \), \( X \sim_{G,A} \text{NOM}(x) \);
  \item[(SC4)] for all \( \langle A_1, x_1 \rangle, \ldots, \langle A_n, x_n \rangle \in T \) with \( n \geq 1 \), if \( x_1 = \ldots = x_n \) then, for every \( A \in \mathcal{P}(\phi) \) with \( A \sqsubseteq_f A_1 \cup \ldots \cup A_n \), we have \( \langle A, x_1 \rangle \in T \);
  \item[(SC5)] for every \( B \in \mathcal{P}(\phi) \) such that \( B \equiv_f \emptyset \), for every \( x \in \text{NOM}(\phi) \), \( \langle B, x \rangle \in T \);
  \item[(SC6)] \( UF \subseteq X \) and \( EF \cap X = \emptyset \).
\end{enumerate}

We use SYMB(\( \phi \)) to denote the set of symbolic states of \( \phi \), and SYMBG(\( \phi \)) to denote the set of symbolic states of \( \phi \) that are locally SIM-consistent with respect to a (SIM-consistent) global information \( G \).

(SC3) ensures that the "omitted" edges to instances of nominals are semantically possible. In order to establish the \textsc{ExpTime} upper bound for SIM, we need also the result below.
Lemma 7. Deciding whether a symbolic state is locally SIM-consistent with respect to a (SIM-consistent) global information can be done in time $2^{O(|\phi|)}$.

6 Hintikka Trees

We are now ready to introduce Hintikka trees for SIM with respect to a given global information $G$. As usual, such trees are abstractions of SIM-models that allow a further treatment with Büchi automata on infinite trees. A nice example of existing such abstractions are those for the $\mu$-calculus (see e.g., the well-founded pre-models in [SE89]). We will show that each SIM-model can be unravelled into a Hintikka tree, and thus prove a tree model property for SIM (such properties are known to be helpful for the decidability of modal logics [Grä99]). This section is the core of the paper since it combines the preliminary results from the previous sections with the ideas underlying the introduction of Hintikka trees.

For $\phi$ a SIM-formula, a Hintikka-tree for $\phi$ is labelled with symbolic states, has a dummy root node, and, at its first level, we find a node satisfying $\phi$ as well as nodes for all nominals occurring in $\phi$. Since a negated box formulae can be either witnessed by an “anonymous” successor node in the tree or by a node labelled with named states representing an instance of a nominal, (H7) is split into two conditions, one for each case.

We recall that, given $K \geq 1$ and a finite alphabet $\Sigma$, an infinite $\Sigma, K$-tree $T$ is a mapping $T: \{1, \ldots, K\}^* \to \Sigma$.

Let $\phi$ be a SIM-formula with $K = |\phi|$, $\text{PNOM}(\phi)$ the set of parameter nominals occurring in $\phi$ with $i = \text{card}(\text{PNOM}(\phi)) \geq 1$, and $\text{PVAR}(\phi)$ the set of parameter variables occurring in $\phi$ with $n = \text{card}(\text{PVAR}(\phi)) \geq 1$.

Definition 8. A $\text{SYMB}(\phi), K$-tree $T$ is a Hintikka tree for $\phi$ iff there exists a SIM-consistent global information $G = \langle f, UF, EF, EQ, \text{NOM}, R_N \rangle \in \text{GCONS}(\phi)$ for $\phi$ such that

(H1) $T(\varepsilon)$ is dummy;
(H2) there is $i \in \{1, \ldots, K\}$ such that $\phi \in T(i)$;
(H3) for every $x \in \text{NOM}(\phi)$, there is a unique $i \in \{1, \ldots, K\}$ such that $x \in T(i)$ (this $i$ is then written $i_x$);

and each $s \in \{1, \ldots, K\}^+$ satisfies the following conditions:

(H4) $T(s)$ is locally SIM-consistent with respect to $G$;
(H5) if $T(s)$ is dummy, then $T(s \cdot 1), \ldots, T(s \cdot K)$ are also dummy;
(H6) if $s$ is of length at least 2, then $T(s)$ is not a named symbolic state;
(H7) if $T(s) = \langle A, X, T \rangle$ is not dummy and $[B] \psi \in \text{sub}(\phi) \setminus X$, then
   1. either there is $i \in \{1, \ldots, K\}$ with $T(s \cdot i) = \langle B, X', T' \rangle$, $T(s \cdot i)$ is not dummy, and $\psi \not\in X'$ or
   2. there is $x \in \text{NOM}(\phi)$ such that $\langle B, x \rangle \in T$ and $\psi \not\in T(i_x)$;
(H8) for every $i \in \{1, \ldots, K\}$, if both $T(s) = \langle A, X, T \rangle$ and $T(s \cdot i) = \langle B, X', T' \rangle$ are not dummy, then $X \sim_{G,B} X'$.
Such a Hintikka tree is said to respect $G$.

All the preliminary work done so far yields Lemma 9 below.

**Lemma 9.** For every SIM-formula $\phi$, (I) $\phi$ is SIM-satisfiable iff (II) $\phi$ has a Hintikka tree.

**Proof.** (II) $\rightarrow$ (I). Let $T$ be a Hintikka tree respecting the SIM-consistent global information $G$.

The construction of $\mathcal{M}$. We construct a SIM-model $\mathcal{M} = (W, (R_P)_{P \subseteq \text{PAR}}, m)$ of $\phi$ as follows:

- $W \overset{df}{=} \{ s \in \{1, \ldots, K \}^+ \mid T(s) \text{ is not dummy} \}$
- $\text{PAR} \overset{df}{=} \mathbb{N}$
- for every $i \in \mathbb{N}$, $m(E_i) \overset{df}{=} \{ 2^n - 1 + i \}$
- for every $i \in \{1, \ldots, n\}$,
  $$m(C_i) \overset{df}{=} \{ 2^n - 1 + j \mid j \in \{1, \ldots, l\}, \ bit_i(f(j)) = 0 \} \cup \{ k \in \{0, \ldots, 2^n - 1\} \mid \text{bit}_i(k) = 0 \}$$
  (the other parameter variables are interpreted as the empty set)
- for every $s \in W$, for every $p \in \text{PRP}$, $s \in m(p)$ iff $p \in T(s)$
- for every $A \in \text{P}(\phi)$, let $R_A$ be the binary relation on $W \times W$ defined as the reflexive and symmetric closure of the union of the following three sets
  
  1. $R_N(A)$
  2. $R(A) = \{ (s, s \cdot i) \in W^2 \mid s \in \{1, \ldots, K\}^+, i \in \{1, \ldots, K\}, T(s \cdot i) = \langle A, X, T \rangle \}$
  3. $R'(A) = \{ (s, i_x) \in W^2 \mid s \in \{1, \ldots, K\}^+, \langle A, x \rangle \in T(s) \}$

  - for every $i \in \mathbb{N} \setminus \{0, \ldots, 2^n - 1 + l\}$, $R\{i\} \overset{df}{=} W \times W$
  - for every $i \in \{0, \ldots, 2^n - 1 + l\}$, $R\{i\} \overset{df}{=} \bigcup\{R_A \mid A \in \text{P}(\phi), i \in m(A)\}$
  - for every $P \subseteq \mathbb{N}$ such that card$(P) \geq 2$, $R_P \overset{df}{=} \bigcap_{k \in P} R\{i\}$
  - for every $x \in \text{NOM}(\phi)$, $m(x) = \{i_x\}$ (object nominals not occurring in $\phi$ are interpreted as arbitrary singletons)

Basic properties of $\mathcal{M}$. By construction, each relation $R_A$ is reflexive and symmetric. The same holds for each relation $R_P$ since symmetry and reflexivity are properties preserved by taking arbitrary intersection.

It is not difficult to check that $\mathcal{M}$ is a SIM-model, that $\mathcal{M}$ respects $G$, and that, moreover, the following properties are satisfied:

1. for every $k \in \{0, \ldots, 2^n - 1\}$, $m(A_{k,0}) = \{k\}$
2. for every $k' \in \{1, \ldots, l\}$, $m(A_{f(k'),k'}) = \{2^n - 1 + k'\}$
3. if $\langle s, s' \rangle \in R_{m(A)}$ and $[A]x \in T(s)$, then $\psi \in T(s')$.
A nice consequence of the points (1) and (2) is that reasoning about the normal form of $\Lambda$ can be reduced to reasoning on the elements in $m(\Lambda)$. By way of example, we show the Property (3).

Assume $\langle s, s' \rangle \in R_{m(\Lambda)}$ and $[\Lambda] \psi \in T(s)$.

Case 1: $\Lambda \equiv \emptyset$.

Hence $m(\Lambda) = \emptyset$. If $[\Lambda] \psi \in T(s)$, then (SC6) implies $[\Lambda] \psi \in UF$. Since $s'$ is not dummy and $T(s')$ is also locally $S1M$-consistent with respect to $G$, we obtain $[\Lambda] \psi \in T(s')$. By (L3), we thus get $\psi \in T(s')$.

Case 2: $m(\Lambda) = \{i_1, \ldots, i_k\} \neq \emptyset$.

Then $\langle s, s' \rangle \in R_{m(\Lambda)}$ iff for every $i \in \{i_1, \ldots, i_k\}$, $\langle s, s' \rangle \in R_{\{i\}}$.

Case 2.1: $s \neq s'$ and both $T(s)$ and $T(s')$ are named symbolic states.

Let $s = i_x$ and $s' = i_y$ for some $x, y \in NQM(\phi)$. Since $\langle s, s' \rangle \in R_{\{i\}}$ for every $i \in \{i_1, \ldots, i_k\}$, we have that, for every $i \in \{i_1, \ldots, i_k\}$, there is $A_i \in P(i)$, such that $i \in m(A_i)$ and $\langle x, y, A_i \rangle \in R_N$. Thus (G8) together with $A \sqsubseteq f A_i \cup \ldots \cup A_i$, implies that $\langle x, y, A \rangle \in R_N$, and (G7) implies $\psi \in T(s')$.

Case 2.2: $s \neq s'$ and neither $T(s) = \langle A_x, x, s_i, T_x \rangle$ nor $T(s') = \langle A_{x'}, x', s_i, T_{x'} \rangle$ are named symbolic states.

W.l.o.g., let $s' = s - i$ for some $i \in \{1, \ldots, K\}$. Then $\langle s, s' \rangle \in R_{A_{x'}}$ and, for every $i \in \{0, \ldots, 2^n - 1 + 1\}$, $\langle s, s' \rangle \in R_{\{i\}}$ iff $i \in m(A_{x'})$.

Since $\langle s, s' \rangle \in R_{m(A)}$, we have $A \sqsubseteq f A_{x'}$. (H8) implies that $X_a \sim_{G, A_{x'}} X_{a'}$, and thus $\psi \in T(s')$.

Case 2.3: $s \neq s'$, $T(s) = \langle A_x, x, s_i, T_x \rangle$ is not a named symbolic state, and $T(s') = \langle A_{x'}, x', s_i, T_{x'} \rangle$ is a named symbolic state.

Let $i_x = s'$ for some $x \in \text{NOM}(\phi)$. For every $i \in \{i_1, \ldots, i_k\}$, $\langle s, s' \rangle \in R_{\{i\}}$ implies that, for every $i \in \{i_1, \ldots, i_k\}$, there is $A_i \in P(i)$ such that $i \in m(A_i)$ and $\langle A_i, x \rangle \in T_x$ (SC4) and $A \sqsubseteq f A_i \cup \ldots \cup A_{i_k}$ imply that $\langle A_i, x \rangle \in T_x$. Finally, (H4) and (SC3) imply that $X_a \sim_{G, A} X_{a'}$, and thus $\psi \in T(s')$.

Case 2.4: $s \neq s'$ and $T(s)$ is a named symbolic state and $T(s')$ is not a named symbolic state.

Due to the symmetry of $\sim_{G, A}$, this case is similar to Case 2.3.

The induction. Since $T$ is a Hintikka tree, there is $i \in \{1, \ldots, K\}$ such that $\phi \in T(i)$. In order to show that $M, i \models \phi$ (and therefore $M$ is a model for $\phi$), we prove by induction on the formula structure that, for every $\psi \in \text{sub}(\phi)$, for every $s \in W$, we have $\psi \in T(s)$ iff $M, s \models \psi$. The base case (with object nominals and propositional variables) and the induction steps for conjunction and negation are by an easy verification. Let us treat in detail the remaining case. Let $[\Lambda] \psi$ be a subformula of $\phi$ and assume that $[\Lambda] \psi \in T(s)$. As we have seen above, this implies that, for every $\langle s, s' \rangle \in R_{m(\Lambda)}$, we have $\psi \in T(s')$. By the induction hypothesis, we have $M, s' \models [\Lambda] \psi$. Now let $[\Lambda] \psi$ be a subformula of $\phi$ and assume that $M, s \models [\Lambda] \psi$ and that $[\Lambda] \psi \not\in T(s)$. Due to (H7),
– either \( \psi \notin \mathcal{T}(s \cdot i) \) for some \( i \in \{1, \ldots, K\} \) and \( \mathcal{T}(s \cdot i) \) is not dummy
– or for some \( x \in \text{NOM}(\phi) \), \( \psi \notin \mathcal{T}(i, x) \) and \( \langle A, x \rangle \) is a pair of the table of \( \mathcal{T}(s) \).

By the induction hypothesis, either \( \mathcal{M}, s \cdot i \models \psi \) or \( \mathcal{M}, i, x \models \psi \). However, \( \langle s, s' \rangle \in \mathcal{R}_{m(A)} \) since \( \langle s, s' \rangle \in R_A \) by construction. Consequently, \( \mathcal{M}, s \not\models [A] \psi \) which leads to a contradiction.

(I) \( \rightarrow \) (II) Let \( \mathcal{M} = (W, (\mathcal{R}_P)_{PC PAR}, m) \) be a SIM-model and \( w_0 \in W \) such that \( \mathcal{M}, w_0 \models \phi \). Let \( G_0 = (f, UF, EF, EQ, \text{NOM}, \mathcal{R}_X) \) be a SIM-consistent global information for \( \phi \) built from \( \mathcal{M} \) as described in Sect. 4. We define a Hintikka tree \( \mathcal{T} \) for \( \phi \) respecting \( G_0 \). In the construction of \( \mathcal{T} \), we use an auxiliary mapping \( \tau : \{1, \ldots, K\}^* \rightarrow W \cup \{\bot\} \) which is defined inductively together with \( \mathcal{T} \) as follows.

We first need some notation. Let \( \alpha \) be the number of equivalence classes of \( EQ \), and let \( h : \text{NOM}(\phi) \rightarrow \{1, \ldots, \alpha\} \) be a mapping that associates each nominal \( x \in \text{NOM}(\phi) \) with the unique element \( w_i \in W \) with \( m(x) = \{w_{h(x)}\} \).

Let \([A_1] \psi_1, \ldots, [A_\beta] \psi_\beta\) be all box formulae in \( \text{sub}(\phi) \). For every \( w \in W \), we write \( X_w \) to denote \( \{\psi \in \text{sub}(\phi) \mid \mathcal{M}, w \models \psi\} \) and \( T_w \) to denote

\[
\{\langle A, x \rangle \in \text{P}(\phi) \times \text{NOM}(\phi) \mid \langle w, w_{h(a)} \rangle \in \mathcal{R}_{m(A)}\}.
\]

As usual, \( \mathcal{T} \) is obtained unravelling \( \mathcal{M} \), but taking special care with objects \( w_1, \ldots, w_\alpha \). We define \( \tau \) and \( \mathcal{T} \) as follows.

– \( \tau(e) \equiv \bot \) and \( \mathcal{T}(e) \equiv \bot \).
– If \( w_0 = w_j \) for some \( j \in \{1, \ldots, \alpha\} \), then, for every \( i \in \{1, \ldots, \alpha\} \), \( \tau(i) \equiv w_i \) and \( \mathcal{T}(i) \equiv \langle A, X_{w_i}, T_{w_i}\rangle \) for some arbitrary \( A \in \text{P}(\phi) \) and, for every \( i \in \{1, \ldots, \alpha\} \), \( \tau(i) \equiv w_i \) and \( \mathcal{T}(i) \equiv \bot \).
– Otherwise (\( w_0 \neq w_i \) for every \( i \in \{1, \ldots, \alpha\} \)), for every \( i \in \{1, \ldots, \alpha + 1\} \), \( \tau(i) \equiv w_{i-1} \) and \( \mathcal{T}(i) \equiv \langle A, X_{w_{i-1}}, T_{w_{i-1}}\rangle \) for some arbitrary \( A \in \text{P}(\phi) \), and for every \( i \in \{1, \ldots, \alpha + 1\} \), \( \tau(i) \equiv \bot \) and \( \mathcal{T}(i) \equiv \bot \).
– For every \( s \in \{1, \ldots, K\}^+ \),
  * for every \( i \in \{\beta + 1, \ldots, K\} \), \( \tau(s \cdot i) \equiv \bot \) and \( \mathcal{T}(s \cdot i) \equiv \bot \);
  * if \( \tau(s) = \bot \) then, for every \( i \in \{1, \ldots, \beta\} \), \( \tau(s \cdot i) \equiv \bot \) and \( \mathcal{T}(s \cdot i) \equiv \bot \);
  * otherwise, if \([A_j] \psi_i \notin \mathcal{T}(s)\) for some \( i \in \{1, \ldots, \beta\} \), then
    * either for some \( j \in \{1, \ldots, \alpha\} \), \( \tau(s), w_j \in \mathcal{R}_{m(A_j)} \) and \( \mathcal{M}, w_j \not\models \psi_i \); in that case \( \tau(s \cdot i) \equiv \bot \) and \( \mathcal{T}(s \cdot i) \equiv \bot \);
    * or there is \( w' \in W \setminus \{w_1, \ldots, w_\alpha\} \) such that \( \tau(s), w' \in \mathcal{R}_{m(A_i)} \) and \( \mathcal{M}, w' \not\models \psi_i \); in that case \( \tau(s \cdot i) \equiv w' \) and \( \mathcal{T}(s \cdot i) \equiv \langle A_i, X_{w'}, T_{w'}\rangle \).

We can easily check that \( \mathcal{T} \) is a Hintikka tree for \( \phi \) respecting \( G_0 \).

### 7 Tree Automata for Relative Formulae

In the second part of the proof of Lemma 9, a SIM-model \( \mathcal{M} \) is unravelled in an almost standard way to a Hintikka tree. Thus we have proved a tree model
property for SIM—which could also be called a forest model property. In this section, we will exploit this forest model property and describe a decision procedure based on automata on infinite trees, so-called B"uchi tree automata. For a given SIM-formula $\phi$, we construct a B"uchi tree automaton $A_\phi$ that accepts exactly all Hintikka trees for $\phi$. At first glance, the construction may look intricate but it simply mimics the local conditions of the Hintikka trees.

We recall that a B"uchi tree automaton $A = \langle \Sigma, Q, \delta, I, F \rangle$ for $\Sigma, K$-trees is an operational model where $Q$ is a non-empty, finite set of states, $\Sigma$ is a finite alphabet, $\delta \subseteq Q \times \Sigma \times Q^K$ is a transition relation, $I$ and $F$ are non-empty subsets of $Q$, the set of initial states and the set of terminal states, respectively. A run $r$ on a $\Sigma, K$-tree $T$ is a $Q, K$-tree such that, for every $s \in \{1, \ldots, K\}^*$, $\langle r(s), \tau(s), \tau(s \cdot 1), \ldots, \tau(s \cdot K) \rangle \in \delta$. A run $r$ on $T$ is accepting iff for every path in $T$ there is a state in $F$ that occurs infinitely often. Deciding whether a B"uchi tree automaton for $\Sigma, K$-trees has an accepting run can be done in polynomial-time [VW86] (see also [Rab70,EJ88]). For SIM, we only need to consider a restricted class of tree automata, namely those automata in which all the states are terminal, often referred to as safety automata.

### 7.1 The Construction

Before giving the formal definition of $A_\phi$, we give an intuitive description of it and the conditions it imposes on the trees it accepts:

- Each state consists of a symbolic state and a global information $G$, and $A_\phi$ ensures that the global information part of all states involved in an accepting run coincide.
- $\phi$ and each object nominal in $\phi$ is found in the label of one of the nodes at the first level of the input tree. Moreover, object nominals are found in the label of the same node if they belong to the same equivalence class according to the $EQ$ component of $G$.
- Nodes at level $\geq 2$ do not have object nominals in their labels.
- If a node is labelled with $\bot$, then so are all its descendants.
- Successors of a node $s$ satisfy conditions imposed by the box formulae in $s$'s label.
- Diamond formulae in a node $s$'s label (i.e., box formulae not in $s$'s label) are either witnessed by one of $s$'s successors or by a node on the first level representing an object nominal.

For those familiar with tree automata, it can be easily seen that the above conditions are all local and can thus be "encoded" in the transition function of a tree automaton. Let us now give the formal definition for $A_\phi$ when $\phi$ is a SIM-formula satisfying the hypotheses at the beginning of Sect. 6. $A_\phi$ is the B"uchi tree automaton $\langle \Sigma, Q, \delta, I, F \rangle$ defined as follows.

1. $\Sigma \overset{df}{=} SYMB(\phi)$.
2. $Q \overset{df}{=} \{i\} \cup \{\langle q, G \rangle \mid q \in SYMB_G(\phi), G \in GCONS(\phi)\}$. 
3. $I \equiv \{ \iota \}$;
4. $\langle q', a, q_1, \ldots, q_K \rangle \in \delta$ iff either
   (first) $q' = \iota$, $a = \bot$, and there is $G = \langle f, UF, EF, EQ, NOM, R_N \rangle \in GCONS(\phi)$ such that, for every $i \in \{1, \ldots, K\}$, $q_i' = \langle q_i, G \rangle$ for some $q_i \in SYMB_G(\phi)$,
   (H2') there is $i \in \{1, \ldots, K\}$, such that $\phi \in q_i$, and
   (H3') for every $x \in NOM(\phi)$, there is a unique $i \in \{1, \ldots, K\}$, such that $x \in q_i$, or
   (H5') $q' = \langle \bot, G \rangle$ for some $G \in GCONS(\phi)$, $a = \bot$ and, for every $i \in \{1, \ldots, K\}$, $q_i' = q_i'$; or
(witnesses) $q' = \langle q, G \rangle$ for some non-dummy $q \in SYMB_G(\phi)$, $G \in GCONS(\phi)$, $a = q$ and, for every $i \in \{1, \ldots, K\}$, $q_i' = \langle q_i, G \rangle$ and the following conditions are satisfied:
   (H6') for every $i \in \{1, \ldots, K\}$, $q_i$ is not a named symbolic state;
   (H7') if $[B] \in \text{sub}(\phi) \setminus q$, then
      (a) either there is $i \in \{1, \ldots, K\}$ such that $q_i = \langle B, X', T' \rangle$ is not dummy and $\psi \notin q_i$;
      (b) or there is $x \in NOM(\phi)$ such that $\langle B, x \rangle \in T_q$ and $\psi \notin NOM(x)$ (where $NOM$ is the fifth component of $G$);
   (H8') for every $i \in \{1, \ldots, K\}$, if $q_i$ is not dummy, then $X_q \sim_{G,A,q} X_q$.

The conditions (H5') are the obvious counterparts of the conditions (H1).
It is worth noting that although Hintikka trees for $\phi$ require the satisfaction of conditions between trees of the forest, this can be handled by a B"uchi tree automaton. Indeed, the symbolic links are encoded locally by the table and by the global information $G$, which is ensured to coincide on all nodes in a tree accepted by the automaton.

**Lemma 10.** A SYMB($\phi$), $K$-tree $T$ is a Hintikka tree for $\phi$ iff $A_\phi$ has an accepting run on $T$.

**Proof.** Let $T$ be a Hintikka tree for $\phi$ respecting the SIM-consistent global information $G$ and $r : \{1, \ldots, K\}^* \to Q$ be the $Q$, $K$-tree such that $r(\iota) = \iota$ and, for every $s \in \{1, \ldots, K\}^+$, $r(s) = \langle T(s), G \rangle$. One can check easily that $r$ is an accepting run for $T$.

For the converse, let $T$ be an infinite tree accepted by $A_\phi$, and let $r : \{1, \ldots, K\}^* \to Q$ be an accepting run of $A_\phi$ on $T$. Then $r(\iota) = \langle q_0, G_0 \rangle$ with $\phi \in q_0$ for some $i \in \{1, \ldots, K\}$ and, for every $s \in \{1, \ldots, K\}^+$, if $r(s) = \langle q, G \rangle$, then $G = G_0$ and $q = T(s)$. By construction, $T$ is a Hintikka tree for $\phi$ respecting the SIM-consistent global information $G_0$.

We are now in the position to establish the main result of the paper.

**Theorem 11.** The satisfiability problem for the logic SIM is EXP\textsc{TIME}-complete.

**Proof.** The lower bound is by an easy verification from the results in [CL94] and [Hem96, Theorem 5.1]. Let us establish the EXP\textsc{TIME} upper bound. Lemma 9
together with Lemma 10 implies that every SIM-formula \( \phi \) is SIM-satisfiable iff \( \mathcal{A}_\phi \) accepts at least one tree. Since \( \text{card}(\text{SYMB}(\phi)) \leq |\phi| \times 2^{|\phi|} \) and \( \text{card}(\text{GCONS}(\phi)) \) is in \( 2^{|\phi|} \), \( \mathcal{A}_\phi \) has \( 2^{|\phi|} \) states. Moreover, \( \text{card}(\delta) \) is in \( 2^{|\phi|} \) and checking whether \( \langle q_0, a, q_1, \ldots, q_K \rangle \in \delta \) can be done in time \( 2^{|\phi|} \) (using Lemmas 5 and 7). Consequently, computing \( \mathcal{A}_\phi \) requires time in \( 2^{|\phi|} \). Since the emptiness problem for Büchi tree automata of the form \( \mathcal{A}_\phi \) can be checked in time \( \mathcal{O}(|\phi|^2) \), SIM-satisfiability can be checked in time \( 2^{|\phi|} \).

### 7.2 Other constraints on nominals

The parameter nominals in SIM are strong in the sense that two distinct parameter nominals are interpreted by different parameters. This is a constraint introduced in [Kon97,Kon98]. Alternatively, it is possible to relax this condition by allowing that two different parameter nominals can be interpreted identically while preserving the \( \text{ExpTIME}\)-completeness of SIM-satisfiability. Indeed, it is sufficient to add, in a global information \( G \), an equivalence relation for the parameter nominals and to slightly modify the definition of the normal forms \( N_{X,Y}(A) \) (see Sect. 3). Two parameter nominals in the same equivalence class are then interpreted identically. Additionally, constraints of the form “\( M \) distinct object [resp. parameter] nominals, \( M \geq 2 \), cannot be interpreted by the same objects [resp. parameters]” can also be handled by the present framework by requiring, in the equivalence relations for nominals, that each equivalence class has less than \( M \) elements.

### 7.3 A standard version of SIM

Let SIM\(^\dagger\) be the multi-modal logic with a universal modality \([U]\), modal connectives of the form \([c_1 \cap \cdots \cap c_n]\), where \( \cap \) is interpreted as intersection on binary relations, each \( c_i \) is interpreted as a reflexive and symmetric relation, and the logic contains propositional variables and nominals. The logic SIM\(^\dagger\) can be viewed as the standard (and simplified) version of SIM (more details about the relationship between SIM and SIM\(^\dagger\) can be found in [Dem99a,DG00]). More importantly, by slightly adapting the \( \text{ExpTIME}\)-completeness proof for SIM one can show the following result.

**Corollary 12.** The satisfiability problem for the logic SIM\(^\dagger\) is \( \text{ExpTIME}\)-complete.

However, it is open whether replacing symmetry by transitivity in SIM\(^\dagger\) preserves decidability (see also Sect. 7.4 below).

### 7.4 Extensions for FORIN and IND?

At a first glance, it seems as if the decision procedure for SIM could be easily adapted to IND and FORIN since transitivity can be handled for the following aspects:
– the constraints on \( R_N \) (by imposing the appropriate frame condition);
– the definition of \( \sim_{G,A} \) (by updating the propagation rules for the \([A]-formulæ\));
– the definition of the family \((\mathcal{R}_P)_{P \subseteq \mathcal{PA}_N}\) in the proof of Lemma 9(II \( \Rightarrow \) (I))
  (by considering the appropriate closure operation on relations).

However, such an adaptation does not allow us to prove the point (3) in the proof of Lemma 9(II \( \Rightarrow \) (I)). More precisely, Case (2) is problematic.

By way of example, consider the logic FORIN. Suppose that we have updated the conditions for \( R_N \) and \( \sim_{G,A} \) adequately. In the proof of Lemma 9(II \( \Rightarrow \) (I)), assume that \( R_A \) was defined as the reflexive and transitive closure of \( S(A) = R_N(A) \cup R_A \cup R_A' \). Let us consider the subcases 2.3 (\( T(s) \) is not and \( T(s') \) is a named symbolic state). Then \( \langle s, s' \rangle \in \mathcal{R}_m(A) \) entails, for every \( i \in \{i_1, \ldots, i_k\} \),
\( \langle s, s' \rangle \in \mathcal{R}_{(i)} \), which implies the existence of the following paths:

\[
s = s_1^{i_1} \xrightarrow{S(A^{i_1}_1)} s_2^{i_2} \xrightarrow{S(A^{i_2}_2)} \ldots \xrightarrow{S(A^{i_{n_1}}_{n_1})} s_{n_1}^{i_{n_1} + 1} = s'
\]

\[
\vdots
\]

\[
s = s_1^{i_2} \xrightarrow{S(A^{i_2}_1)} s_2^{i_2} \xrightarrow{S(A^{i_2}_2)} \ldots \xrightarrow{S(A^{i_{n_2}}_{n_2})} s_{n_2}^{i_{n_2} + 1} = s'
\]

\[
\vdots
\]

\[
s = s_1^{i_k} \xrightarrow{S(A^{i_k}_1)} s_2^{i_k} \xrightarrow{S(A^{i_k}_2)} \ldots \xrightarrow{S(A^{i_{n_k}}_{n_k})} s_{n_k}^{i_{n_k} + 1} = s'
\]

where, for every \( j \in \{1, \ldots, k\} \), \( n_{ij} \geq 0 \) and for every \( j' \in \{0, \ldots, n_{ij}\} \), \( i_j \in m(A^{ij}_j) \). Because of the presence of named symbolic states (and therefore object nominals in the language) and the transitive closure involved, the above paths are of unbounded length and they may be different. By contrast, for SIM, only paths of length one need to be handled simultaneously, which can be done locally. If \([A] \psi \in T(s)\), we need to ensure \( \psi \in T(s') \), which would involve a path of the form

\[
s = s_1^{B_1} \xrightarrow{S(B_1)} s_2^{B_2} \xrightarrow{S(B_3)} \ldots \xrightarrow{S(B_n)} s_{n+1} = s'
\]

where, for every \( j \in \{1, \ldots, k\} \) and \( j' \in \{0, \ldots, n\} \), \( i_j \in m(B_j) \). Obviously, this is not possible using a simple “local” propagation.

By contrast, in the absence of object nominals in the language, in the remaining subcase 2.2 (without named symbolic states), the existence of such a path \( \sigma \) is guaranteed. Indeed, if \( \langle s, s' \rangle \in \mathcal{R}_m(A) \), then there is unique path \( \sigma \) of minimal length of the above form satisfying the required condition. Consequently, by slightly adapting the developments for SIM, we can show:

**Theorem 13.** The satisfiability problem for the logics FORIN and IND without object nominals is \( \text{EXPTIME-complete} \).
8 Conclusion

On the basis of existing automata-theoretic techniques for logical problems, we have shown that the logic SIM introduced in [Kon98] has an ExpTime-complete satisfiability problem, improving significantly the best known upper bound from [DK98]. The proof is by a reduction to the emptiness problem for Büchi automata on infinite trees. The most original parts of this reduction rely on the normalisation of parameter expressions for nominals, on the introduction of global information for models (extending what is done in [SV01] for nominals and the universal modality), and on our treatment of intersection for relations. The proof for SIM can be successfully adapted to the logics IND and FORIND [Kon98, Sect. 8] with minor changes only in the case we discard object nominals from the language. By contrast, the decidability status of full IND and full FORIN remains a challenging open question. This highlights the technical difficulty encountered to establish the ExpTime upper bound for SIM satisfiability.

These new results obtained with automata-theoretic techniques show that such techniques are also powerful for information logics. Indeed, the automata framework can cope uniformly with object and parameter nominals, with Boolean parameter expressions, with the universal modality and with local conditions such as reflexivity and symmetry. For transitivity, the adaptation of the method is still unknown. In this paper, we have actually used a small fragment of the automata machinery, namely the Büchi tree automata in which all the states are terminal, leaving some room for further extensions with richer operational models such as the tree automata with parity acceptance conditions [Var98].
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