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Abstract

This paper addresses the design of dynamic allocation functions for systems with saturating actuators.
The novelty of the proposal relies on the use of an anti-windup loop to drive the state of the allocator,
which in some sense dynamically compensates the difference between the computed control signal and
the plant input. Furthermore, the co-design of the allocator and anti-windup loop is presented, allowing
to deal with the multiple objective of reducing the allocator error and increasing the closed-loop region
of stability. Theoretical conditions are derived in terms of linear matrix inequalities (LMIs) and an
optimization scheme consisting in the minimization of the energy of the allocator error is proposed. Two
examples borrowed from the literature illustrate the proposed technique and show its effectiveness.

1 Introduction

Control allocation is widely used in over-actuated systems where the controlled plant is, in general, modeled
using torques and forces as inputs, and these forces and torques are generated by the set of actuators (for
example microthrusters in space applications) that together produce the desired control effort. As pointed
out in [13], the advantages with the use of the control allocation approach is, in general, modularity and
ability to handle contraints.

The control allocation problem is treated in several papers dealing with specific applications, in particular
in the aeronautical or spatial contexts: see, for example, the works of [5], [8], [1], [3]. Technical solutions are
also proposed in the literature from a theoretical point of view. Both the works in [4] and [10] consider the
output regulation problem of over-actuated systems in the presence of full-information regarding the system
states and exogenous inputs. More specifically, [4] proposes allocation mechanism that takes the form of a
hybrid system and accounts for input constraints. In [9], optimization-based algorithms, as interior point
method, are detailed in order to compute the optimal static allocation.

[6] note that control allocation functions have the primary objective of ensuring that the controller output
(noted y. in the paper) is produced jointly by the multiple effectors. Thus, given the influence matrix (noted
M in the paper), we want to make sure that the input signal (noted u, in the paper) is equal to the computed
control signal (y.) or that at least the error between them is very small.

The objective pursued in the current paper can be viewed as in the same vein. Indeed, the paper proposes
the co-design of a dynamic allocation function and anti-windup loop with the focus of minimizing the
allocation error and maximizing the estimation of the region of stability of the closed loop. Although dynamic
allocation function has been proposed in [14], there are some fundamental differences with the strategy in
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this paper that can be shortly listed: i) [14] does not consider the co-design problem of the anti-windup loop
and allocation. ii) The parameters of the allocator in [14] are manually selected. iii) The formulation in [14]
is focused in the specific case where the size of the plant input (noted m,. in the paper) is equal to the size of
allocator output (noted m, in the paper) and the influence matrix is the identity matrix (i.e., M =1I). In the
current work, we can deal with broader range of systems since we consider the case of m, > m..

By considering a Lyapunov-based approach, theoretical conditions are derived in terms of linear matrix
inequalities (LMIs) in order to solve the co-design of the allocator and anti-windup loop. Furthermore, an
optimization scheme consisting in the minimization of the energy of the allocator error is proposed. Its use in
two examples borrowed from the literature shows its effectiveness.

The paper is organized as follows. Section 2 is dedicated to present the general view of the control
allocation, and to specify the class of the plant, controller and allocation function under consideration. Section
3 presents the main theoretical conditions, together with the associated optimization scheme. In Section
4, two examples borrowed from the literature emphasize the interest of the proposed approach. Finally, in
Section 5, concluding remarks and forthcoming issues end the paper.

Notation. For a matrix Y € R™*™, YT € R™*™ means its transpose, Y (s) denotes its ith row, while for
v € R™, v(;) denotes its ith component. For matrices W = W' € R™" and Z = ZT € R™*", W > Z means
that W — Z is positive definite. Likewise, W > Z means that W — Z is positive semi-definite. I and 0 denote
identity and null matrices of appropriate dimensions, although their dimensions can be explicitly presented
whenever relevant. In this case, 0,,x,, represents the n x m null matrix, while I,, represents n X n identity

. . |A B . . . . . .
matrix. The % in [* C] denotes symmetric blocks in the expression of a matrix, that is * = BT. Finally,

w 0] where the null matrices 0 are of appropriate dimensions.

for matrices W and Z, diag(W,Z) = {0 7

2 Problem formulation

2.1 General view

Consider the general view of the control allocation problem shown in Fig. 1.

c Y U Y
%—»CLF N > M > P e

Figure 1: General view of control allocation problem.

Subsystems C, F', M, and P are the controller, the control allocator, the influence matrix and the plant,
respectively. The plant is driven by u, € R™¢ inputs. The controller computes a set of desired y. € R™¢
efforts that must be injected in the plant in ideal conditions. The plant input is generated by a set of m, > m,
actuators, represented by the signal y; € R™<. In the absence of nonlinearities, u, = My, and the so-called
influence matrix M € R™=*"™< maps how each individual effort of the m, actuators combines to generate the
inputs acting on the plant. The simplest allocation function is given by the right pseudo-inverse of M, that is,
F =M, with MM' =1

In case the actuators are subject to amplitude limits, the process input, u,, is given by w, = Msat(y;),
where the standard decentralized saturation function is defined as

sat(yy()) = sign(ys)) min{ |yl de) b ey > 0, (1)

for i =1,...,mg,, where ;) denotes the amplitude bound in each actuator.



In this case, two main problems arise: i) Guarantees of stability of the closed-loop in the presence of
saturation need to be ensured. ii) The application of the pseudo-inverse of M no longer produces null error
between the plant input and the controller output. In this context, more complex allocation functions with
the ability to handle redundancy and constraints should be applied.

2.2 Plant and controller description

Consider the plant P described by the following equations

P~ Ip = Apxp + Bpuy, (2)
Yp = Cpp,

where z,, € R" is the plant state vector, u, € R™e is the plant input, y, € R? is the measured output. A,,

B,, and C,, are all constant and known matrices of appropriate dimensions. Furthermore, the pairs (A,,B,)

and (Cp, A,) are supposed to be controllable and observable.

Let us assume that the plant (2) is stabilized by a dynamic output controller C' linearly designed via the
connection u, = y., that is without taking into account the saturation. The controller C' is defined by the
following equations

C ~ {ic =Acz.+ chp + Vaw, (3)
Yo = Cexe + Dcypv

where x. € R" is the controller state vector and y. € R« is the controller output. A., B, C., and D, are
supposed known. The anti-windup compensation signal v,,, is added in order to mitigate the undesired effects
of saturation (see, for example, [12], [15]). In this paper, we consider the anti-windup signal ve., = Eco(yy),
E. € R?*™« with the deadzone ¢(ys) defined as

olyr) = sat(ys) —ys (4)
where the saturation map is defined from (1) and y; is the output of the allocation function.

Remark 1. By construction, the linear connection plant-controller is supposed to be stable. In other words,
the controller (8) (with v4y = 0) stabilizes the plant (2) through the linear interconnection u, = y. and
therefore the following matriz is Hurwitz

| A, +B,D.C, B,C.

Ao = B.C, A, 5)

2.3 Dynamic allocation function description

Consider the influence matrix M € R™<*™a with m, > m.. Let n = {n1,m2,...,0n,}, With ny = mg —
rank(M), be a basis for the Kernel of M. We then propose the following dynamic allocation function

7o JEr=Arr + Erlyg), ()
yr = Nay + Mfy,,

where N=[n1 n2 ... 0] € R™Xm MP € R™eX™e is such that MM =1, 2y € R/ is the allocator
state vector, and yy € R™« is the allocator output. Matrices Ay and Ey must be designed to achieve desired
behavior of the allocator by taking into account the presence of saturation.

Remark 2. This allocation format is particularly interesting since it has potential to couple with the main
requirement of allocation functions, which is to reduce the error between the required plant input signal
computed by the controller and the plant actual input. When the system is not saturated, u, = Myy = y.



since MMT =1 and MN = 0. During saturation occurrence, u, = Msat(Nz; + MTy,) and the state xy is
used to improve system behavior and somehow redistribute the control effort between the actuators. The term
Ero(yy) plays an important role since it uses the difference between the saturated actuator output and the
required signal.

Let us define the allocator error as e = u, — y., then e = Msat(ys) — y.. Using identity (4), the expression
e =M (Nzs + ¢(yy)) is easily obtained. Thus, the mapping y. — e can be defined

ir=Arry+Ero(yy),
yc_>eé yf :Nxf+MTyC7 (7)

e=M([Nzy + ¢(yyr))

y Uu
AN R ER > M €

Figure 2: Diagram illustrating mapping from y. to allocator error e.

Note that due to MN = 0, in the absence of saturation one gets e = 0.

Remark 3. In the rest of the paper, we kept the product MN in the expression of e in order to preserve the
general format of the allocator and then to be able to deal with the case studied in [14]. See also Section 3.2.

2.4 Closed-loop system and problem formulation

By taking into account the definitions of P, C' and F, identity (4) and the connection u, = Msat(yy), the

. T .
complete closed-loop system with x = [z; z) :cﬂ € R", n =n, +n.+ny, can be written as

&= Az + Byo(yy)
yy = Cux (8)
e = Hz + Mop(yy),

where A =A+L;A,L}, B, = B; +LE, with

_ [A,+B,D.C, B,C. 0 B,M E
A= B.C, Ac 0| .Bi= |Opoxm, | E=|5°
0 0 0 On s e l

Ly

—
Onpxne Onyxcny {c}_[mmccp MIC, N

L=1 T Onoxns |5 | 0 0 MN|"
Onfxnc Inf -

The presence of the dead-zone in the closed-loop dynamics (8) implies to characterize a suitable region of the
state space in which the stability is ensured (see, for example, [12], [15]). In general the global asymptotic
stability of the origin (that is for any initial condition z(0) € R™) does not hold except if the open loop
has suitable properties of stability [11]. Hence, the regional stability (that is, only for initial conditions in
a neighborhood of the origin) has to be studied. Since exact characterization of the basin of attraction of



the origin remains an open problem, a challenging problem consists in providing an estimate of the basin of
attraction as accurate as possible.

Furthermore, we want to ensure some level of performance to the allocator in terms of the error e, which
can be done by imposing conditions that limit the energy of this signal. With respect to (3) and (6), the
main objective of this paper is to propose the co-design of the dynamic allocation function, that is Ay, and
E¢, along with the controller anti-windup gain E.. Then the problem we intend to solve can be summarized
as follows.

Problem 1. Design matrices Ay, Ef and E., such that

1. the regional asymptotically stability of the closed-loop system (8) is ensured and the estimate of the
region of attraction is maximized.

2. the energy of the allocator error is minimized.

3 Main results

3.1 Theoretical conditions

For vectors yy € R™= and 6 € R™«, consider the set
S ={yr; 0; =y < Yray — Oy STy, i =1,...,ma}, 9)

and recall the following Lemma from p.43 in [12].

Lemma 1. Ify; and 6 belong to set'S, then the deadzone nonlinearity ¢(ys) satisfies the following inequality,
which is true for any diagonal positive definite matriz T € R"a*Ma

o () Tle(ys) + 6] < 0. (10)

The following theorem provides a solution to Problem 1.

. » ) . = =T = =T . )
Theorem 1. Assume there exist positive definite matricesP =P € R"™" R=R € R™<*™<, positive definite
diagonal matriz S = ST € R™*™ma  matrices G € R™e*" Xq; € R*"»X" Xy € R™X% Xy € R%X™
Xgp € R"%X7e X3 € RW X" X3y € RWX"e X33 € R? X% K; € RWX"7 K, € RMetn)XMe gych that

X-X' ‘z’u ?13 0
Woo  Wog —XHT

U= * <0, 11
* *x =25 fSI\i[T (11)
* * * -R
= =T
P (_}2“) >0, (12)
O

hold with Uy =P+ J + AX — X, Uyy = B1S + LK., Uy = J + JT +AX' + XA, Ty = Ty + G| — XCT,

_ X1 X2 0 0 0 O
X=|X91 Xa2 0], J=10 0 O
X311 X3z Xs3 0 0 Ky

Then, matrices £ = [E;r EHT =K.S™!, A = KfXg_?)1T are solution to Problem 1. In other words:

1. the closed-loop system (8) is asymptotically stable in the ellipsoid e(P,1) = {x € R™;x"Px < 1}, with
P=XPXT and X =X ';



2. the energy of the error signal is limited and given by j(;oo e(1)"Re(T)dr < 1, with R :13;1.

Proof. Consider a quadratic Lyapunov function V(z) = 2" Pz, with symmetric P > 0 € R"*",

Note first that the satisfaction of inequality (11) means that matrix X is non-singular. The satisfaction of
relation (12) ensures the inclusion of the ellipsoid £(P, 1) in the set given by S = {z € R™; =iy < Gz <y},
where G=GX', P = XPX| and X =X .

Next we want to verify that V([L’) < 0. By choosing § = Czx — Gz, Lemma 1 applies and one gets
—20 " (ys)T[p(ys) + 6] > 0, for any = € S. Hence, if we verify that

L=V(z) = 20" (y)Tlp(ys) + 0] + e Re <0, (13)

with R > 0, T > 0, then V() < 0, and stability of (8) is assured. Consequently, V(z) +e' Re < 0 is also
satisfied, which can be integrated leading to

/ e(1) "Re(r)dr < V(2(0)) < 1, (14)

which shows the bound on the energy of the signal e(t). By defining the augmented vector ¢ = [&¢7  «7  o(ys) "] T,

we can rewrite inequality £ < 0 as £ = (' Q¢ < 0, with

0 P 0
Q=1|* H'RH G'TT-C'TT+H'RM]|. (15)
* * — 2T + M'TRM

We also have that the relation B¢ = 0 holds for B = [—I A Bq;]. From the Finsler Lemma, we have that
the following facts are equivalent (see, for example, [2]):

e (TQC¢ <0, V¢ such that BC =0, ¢ # 0.
e W such that Q + WE—FETWT < 0.

By considering W = [XT X7 O]T, we obtain the new condition ¥ = Q + WB+B' WT < 0. By applying a
Schur complement to ¥, followed by pre- and post-multiplying by diag(X~!,X~1, T~! I) and its transpose,
respectively, and making changes of variable R=R 1, X=X"1P= )_GD)_(T, S=T"1G= G}_(T, Ky = A;XJs,
K. = ES we obtain condition ¥ < 0. Hence, it follows that if relations (11) and (12) are satisfied then one

gets £ < 0, or equivalently V(z) < 0, for any € (P, 1). Then the two items of Theorem 1 are proven and
the proof is completed. O O

Remark 4. In case the plant state matriz A, is Hurwitz stable, global stability of the closed loop can be
achieved and the design of Ay, Ef, E. can also be realized by solving LMI (11) with G = 0. Indeed, this case
is straightforward by noticing that making G = 0 imposes that G = 0 and therefore corresponds to making
0 = yy, thus turning set S into the whole state-space.

3.2 Case when M enters the plant

In some papers, as the one in [14], the influence matrix M enters the plant model. In this case, m, = m., the
system has more inputs than states (m. > n,) and the input-redundancy nature of the plant is explicit. All
the results in this paper can straightforwardly be applied in this case by making M =1 and choosing N as a
base for the null space of By, that is, B,N = 0. Although in this case MN # 0, convergence of the allocator
error to zero takes place due to the fact that the allocator states x¢ converges to zero at steady-state, thus
the term Nz also tends to zero and the allocator recovers the property u, = y. after some time.



3.3 Optimization issues

From (14), it becomes clear that maximization of the trace of R leads to minimization, in some sense, of the
allocator error e(t). Therefore, while solving the LMIs in Theorem 1 (or in Remark 4), we can accomplish
better results for the allocator by minimizing the trace of R. In case of Theorem 1, the maximization of
the ellipsoid (P, 1) is also of interest. Therefore, a multi-objective convex optimization procedure applies.
Consider a positive definite matrix Py and the following matrix inequality

Po I

o >0. 16
x X+X -P (16)

Then, minimization of the trace of Py indirectly leads to minimization of the trace of P and, therefore, to
maximization of the ellipsoid (P, 1). Consider weighting parameters p;, p2. Then the following convex
optimization procedure takes place in case of Theorem 1

min p1 A1 + paAo

_ 17
subject to (11), (12), (16),Py < M LR < Aol (a7)
In case global asymptotic is sought (Remark 4), the following convex optimization procedure applies
min A
(18)

subject to (11) with G=0 and R < A
Since optimization problems (17) and (18) are convex, they can be easily solved with the help from standard

LMI solvers and parsers (for example the YALMIP toolbox from [7]).

4 Simulation results

4.1 Example 1

Consider the satellite formation flying control problem from [1], where the controlled output y, represents the
relative position between two satellites in a vertical axis. Given two satellites, the objective is to cancel the
lateral position error between them in the z — axis. The process can be represented by the following model

0 1| O 0
{é” gﬂ 0 0|m* —my' |,
L 1 0 ‘ 0 0
where mfl and my 1 are the masses of the two satellites. The plant input is given by Up = [u; L u;;]T,

where up,, and u,, are forces that act individually in each satellite. Each satellite possesses 4 thrusters that
jointly produce the force applied in each of them. The influence matrix is given by M = diag(M;y, M), with
M; =M, = [ 1 -1 -1 1 ] We assume that each thruster can produce a a force between 0 mN and
100 mN, therefore the saturation limits are not symmetric. In order to apply the developed conditions, the
same symmetrizing technique of [1] takes place, consisting of substituting the asymmetric saturation by a
symmetric one with limits #; = 50 mN,i = 1...8, followed by addition of the kernel symmetrizing vector
& =u. After choosing m; = mo = 1000 kg, a stabilizing LQG controller is designed using identity matrices
for all the weights. The resulting controller is given by

—1.7321 1 1.7321
Ac|B. ] | 10014 —0.0532 1
Cc|De |

-0.7071 —26.6009 0 ’
0.7071 26.6009 0



We then compute M=0.25diag(M{ , My ), N = diag(N1, N2), with N;=Ny= F 1I -
3

procedure (17) with weights p; = 1, po = 0.15, so that regional asymptotic stability can be guaranteed by
means of Theorem 1. The obtained anti-windup and allocator matrices for this example are given by

. We use optimization

[ —0.0360 —0.0380  0.0978 —0.0979  0.0918 —0.0921 —0.0921 0.0921
—0.0379  0.0057  0.0664 —0.0664  0.0636 —0.0639 —0.0639  0.0639

0.0991 0.0676 —0.0051 —0.0037 —0.0050 —0.0127 —0.0126  0.0127
{ E. } | —0.0991 -0.0676 —0.0037  0.0983  0.1000  0.0100  0.0099 —0.0099

0.0929  0.0647 —0.0050  0.0999  0.0859 —0.0158 —0.0158  0.0158 |’
—-0.0933 —-0.0649 —-0.0127  0.0100 —-0.0158  0.2498 —0.1298  0.1298
—-0.0933 -0.0649 —-0.0126  0.0099 -0.0158 —0.1298  0.2498  0.1298

0.0933  0.0649  0.0127 -—0.0099  0.0158  0.1298  0.1298  0.2498

—1.75564 —2.3389 2.3338 —0.0027 —0.0027  0.0027
—0.3432 —2.9489  0.1056  0.0452  0.0452 —0.0452
0.4526 —0.0022 -—2.8405  0.0488  0.0488 —0.0488
—0.6866  0.7027 —0.7039 —2.7942 —0.0915 0.0915
—0.6866  0.7027 —0.7039 —0.0916 —2.7943  0.0916
0.6866 —0.7027  0.7039  0.0916  0.0916 —2.7942

Ay =

We simulate the system response for an initial condition of z,(0) = [ —0.25 0.001 ]T, with z.(0) = 0 and
x7(0) = 0. Figure 3 shows the obtained results. It can be observed that the allocation error is indeed reduced

by application of the proposed technique.

0 =
g 3
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= ) -
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S15F" .
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= 3 :
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i
I\
g15p -
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0 =
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Figure 3: Example 1: Output and allocation errors.



4.2 Example 2
Consider the exponentially stable plant from [14]. The plant is defined by the following data:

A B —0.157 —0.094 | 0.87 0.253 0.743
{C—P%}: —0.416  —0.45 | 0.39 0.354  0.65
P 0 1 |10 0 0

There is no loss of generality in considering this example since D, = 0. This process is input redundant,
as noted in [14]. The saturation limits are given by = [ 1 0.01 0.02 ]T. To control the system and
guarantee asymptotic tracking of constant references in the absence of saturation, [14] inserts an integrator
and designs a stabilizing LQG controller which only uses the first two input channels. The resulting controller

is given by

[ —1.57 0.5767 0822 —0.65| 0 ]
0.9 —0.501 —0.94 0.802 | 0
0 1 —161 1614 | 0
[ éc gc } - o 0 0 0 | -1
¢l Pe 181 -12 —046 0 |0
—0.62 147 089 0 |0
0 0 0 0 |0

For this example, mqa = m. and M = I. We select then N as the Kernel of B, resulting in N =

[ —0.4726 —1.3143 1 ]T In this case, we utilize optimization procedure (18) which allows to estab-
lish global asymptotic stability results (Remark 4). We obtain, thus

0.0805  0.1071 —0.5001
. 0.6952 —0.3965 —0.4768

[EC]_ —5.1823  2.5204 —0.3478 | ,A; = —72.8135.
f —4.0392  2.7077 —0.0247
—1.3366 —0.2536  0.1016

The parameters of the allocator and the anti-windup of [14] can be found therein. Since we are dealing with
the stabilization case, we consider null reference and simulate the system response for an initial condition

z,(0)=1[04 04 ]T, with 2.(0) = 0 and x¢(0) = 0. Figure 4 shows the output response and the allocator
errors for both strategies. The computed control signal and the plant input for the proposed strategy and the
one from [14] are shown in Figures 5 and 6, respectively. The fundamental difference in the results relies in
the fact that for the proposed strategy, the allocator error is kept very small during the whole simulation and
converges to zero after the system is out of saturation. It should be reminded, however, that minimizing the
allocator error was not a priority in [14].

5 Conclusion

In this paper, we proposed the co-design of dynamic allocation function and anti-windup loop in the presence
of saturation of actuators. The allocation function has a general format, which allows to include multiple
objective criteria into the design conditions. The developed equations can be used in both the cases when the
controller is designed by taking into account the process model from forces and torques and the case when
the process model explicitly exhibits the over-actuation phenomenon, that is, when the influence matrix M
enters the process model. Simulation case studies were used to illustrate both cases. The results open the
door for several future work as in particular to consider other nonlinearities affecting the actuator and the
fact to deal with event-triggered control.
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Figure 5: Example 2: Controller output and plant input signals for the proposed strategy.
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