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Abstract The next generation of water Cherenkov neu-
trino telescopes in the Mediterranean Sea are under con-
struction offshore France (KM3NeT/ORCA) and Sicily
(KM3NeT/ARCA). The KM3NeT/ORCA detector features
an energy detection threshold which allows to collect atmo-
spheric neutrinos to study flavour oscillation. This paper
reports the KM3NeT/ORCA sensitivity to this phenomenon.
The event reconstruction, selection and classification are
described. The sensitivity to determine the neutrino mass
ordering was evaluated and found to be 4.4σ if the true order-
ing is normal and 2.3σ if inverted, after 3 years of data taking.
The precision to measure Δm2

32 and θ23 were also estimated
and found to be 85.10−6 eV2 and (+1.9

−3.1)
◦ for normal neu-

trino mass ordering and, 75.10−6 eV2 and (+2.0
−7.0)

◦ for inverted
ordering. Finally, a unitarity test of the leptonic mixing matrix
by measuring the rate of tau neutrinos is described. Three
years of data taking were found to be sufficient to exclude
↪ ↩ντ event rate variations larger than 20% at 3σ level.

1 Introduction

The standard framework of three neutrino flavour eigenstates
(νe, νμ, ντ ), which are superpositions of the three mass eigen-
states (ν1, ν2, ν3) with masses (m1, m2, m3), has been estab-
lished with more than two decades of neutrino oscillation
physics research. By convention, ν1 is the mass eigenstate
with the largest νe component, and ν3 is the one with the
smallest. The ordering of the neutrino mass eigenstates is
not yet resolved, and it can be either m1 < m2 < m3 (‘nor-
mal ordering’, NO) or m3 < m1 < m2 (‘inverted ordering’,
IO). The question of the neutrino mass ordering (NMO) is
one of the main drivers of neutrino oscillation physics.

Neutrino mixing is described by the Pontecorvo–Maki–
Nakagawa–Sakata (PMNS) matrix, U , [1–3] with

να =
3∑

i=1

Uαiνi , (1)

where α = e, μ, τ and i = 1, 2, 3. Under the assumption
that the mixing matrixU is unitary, it is usually parametrised
in terms of three mixing angles θ12, θ13 and θ23, and a CP-
violating phase δCP [4]. Neutrino oscillations are sensitive
to mass-squared differences Δm2

i j = m2
i − m2

j (i, j =
1, 2, 3). From the three neutrino mass eigenstates two inde-
pendent mass-squared differences can be constructed, which

Deceased: Giorgos Androulakis.

a e-mail: steffen.hallmann@fau.de (corresponding author)
b e-mail: jannik.hofestaedt@fau.de (corresponding author)
c e-mail: mathieu.perrin-terrin@cppm.in2p3.fr (corresponding author)

we choose as Δm2
12 and ± ∣∣Δm2

23

∣∣, where the sign of the
latter is positive for NO and negative for IO.

Global fits of the available data form a coherent picture
and provide values for θ12, θ13, θ23, Δm2

12 and
∣∣Δm2

23

∣∣ with
few-percent level precision [5–7]. However, some questions
remain: the determination of the value of δCP, the octant of
θ23 (i.e. whether θ23 is greater or smaller than π/4) and the
neutrino mass ordering (i.e. the sign of Δm2

23). The current
status is that global fits [8,9] indicate a mild preference for
NO over IO, second octant of θ23 and δCP ≈ π to 3

2π . The
experiments driving the NMO sensitivity results are T2K
[10], NOvA [11], MINOS [12], Super-Kamiokande [13] and
IceCube/DeepCore [14]. Notably, the hints for NO tend to
weaken in the light of combined analyses [8,9] using the
latest results from T2K [15] and NOvA [16].

Deriving strong experimental constraints on the unitarity
of the 3 × 3 PMNS mixing matrix is challenging, as direct
observations of ↪ ↩νμ → ↪ ↩ντ are difficult and the τ rest-mass
suppresses the ↪ ↩ντ interaction cross section. Appearance of ↪ ↩ντ

has been directly observed at the long baseline CNGS neu-
trino beam by OPERA [17,18]. Evidence for ↪ ↩ντ appearance
has also been found on a statistical basis in the atmospheric
neutrino flux by Super-Kamiokande [19] and IceCube [20].
However, the uncertainty on the normalisation of the ↪ ↩ντ sig-
nal is currently too large to probe the unitarity of the PMNS
mixing matrix. Non-unitarity would imply the incomplete-
ness of the 3×3 flavour paradigm and could point to the exis-
tence of additional neutrino flavours. A statistically highly-
significant detection of ↪ ↩ντ appearance from ↪ ↩νμ → ↪ ↩ντ oscil-
lations of atmospheric neutrinos could make an important
contribution to further constrain the PMNS matrix elements
involving ↪ ↩ντ .

The NMO can be determined by measuring the energy and
zenith angle dependent oscillation pattern of few-GeV atmo-
spheric neutrinos that have traversed the Earth [21]. Matter-
induced modifications [22,23] of the oscillation probabilities
lead to an enhancement of the ↪ ↩νμ ↔ ↪ ↩νe transition for neu-
trinos in the case of NO, and anti-neutrinos in the case of IO.
Earth matter effects are due to coherent neutrino electron for-
ward scattering. They arise mainly below Eν � 15 GeV and
depend on the electron density of the medium. The largest
effects appear around 7 GeV for neutrinos passing through
the Earth’s mantle and around 3 GeV for neutrinos passing
through the Earth’s core. The oscillation pattern for neutri-
nos with respect to anti-neutrinos is flipped between the two
mass orderings.

In case of detectors that cannot distinguish between neutri-
nos and anti-neutrinos on an event-by-event basis, the deter-
mination of the NMO can be based on the observation of
a net difference in the event rates of atmospheric neutrinos,
resulting from a higher interaction cross section (factor ∼ 2)
and the existing atmospheric flux difference (factor ∼ 1.1)
for neutrinos with respect to anti-neutrinos. Due to this event
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rate difference, the strength of the observed matter effects,
i.e. the enhancement of the ↪ ↩νμ ↔ ↪ ↩νe transition, is larger
for NO compared to IO. This is the experimental signature
exploited by KM3NeT/ORCA and other atmospheric neu-
trino experiments to determine the NMO.

KM3NeT is a large research infrastructure that will consist
of a network of deep-sea neutrino detectors in the Mediter-
ranean Sea. Two underwater neutrino telescopes, called
ARCA and ORCA, are currently under construction [24].
ARCA (Astroparticle Research with Cosmics in the Abyss) is
a sparsely instrumented gigaton-scale detector optimised for
TeV–PeV neutrino astronomy. ORCA (Oscillation Research
with Cosmics in the Abyss) is a more densely instrumented
detector optimised for measuring the oscillation of few-GeV
atmospheric neutrinos in order to determine the neutrino
mass ordering.

With atmospheric neutrino data, ORCA can also perform
a precise measurement of θ23 and Δm2

23 as well as a high-
statistics measurement of ↪ ↩ντ appearance in the atmospheric
neutrino flux, which allows to probe deviations from the
unitarity assumption of the 3-neutrino mixing. Sensitivity
for tau-neutrino appearance mainly comes from atmospheric
neutrinos with energy � 15 GeV and therefore has only a
weak dependence on the still undetermined neutrino mass
ordering.

A first estimation of the sensitivity of ORCA to the NMO
as well as to other oscillation parameters was published in
the ‘Letter of Intent for KM3NeT 2.0’ (LoI) [24]. Since
then, the detector and the analysis methods have been further
optimised. First, the detector geometry has been updated. In
addition, significant improvements in the neutrino detection
efficiency as well as reconstruction performance have been
achieved as illustrated in Sect. 2.4. The event classification
procedure has been significantly improved as well. We use
now three event classes and hit features are included, this is
discussed in Sect. 2.5. At the same time the analysis has been
refined. The detector response is modeled in greater detail and
a more complete list of systematic effects is now considered.
These effects partly compensate the expected gain in sensitiv-
ity from the improvements mentioned above but make them
at the same time more realistic. The updated sensitivities are
presented in this paper.

This paper is organised as follows. Section 2 describes
the detector design and the simulations performed to obtain
the detector response to atmospheric neutrinos, atmospheric
muons as well as optical background noise. Then, the algo-
rithms used for event reconstruction and for high flavour
purity event classification are described. In Sect. 3, the meth-
ods used to analyse these samples and derive the sensitivity to
the NMO, the atmospheric oscillation parameters and the ↪ ↩ντ

appearance are presented together with the results. Finally,
Sect. 4 summarises the main detector and analysis updates
and the expected sensitivity to neutrino oscillations.

2 ORCA detector response

The ORCA detector design comprises a 3-dimensional array
of photosensors that register the Cherenkov light produced
by relativistic charged particles emerging from neutrino-
induced interactions. The arrival time of the Cherenkov pho-
tons and the position of the sensors are used to reconstruct
the energy and direction of the incoming neutrino as well as
the event topology.

2.1 Detector design

The ORCA detector design consists of an array of 115 ver-
tical detection units (DUs) featuring 18 digital optical mod-
ules (DOMs) each. Each DOM is a pressure-resistant glass
sphere, housing 31 photomultiplier tubes (PMTs) of 3-inch
diameter and the related electronics. The KM3NeT PMTs
are characterised in [25].

The detector is located at the KM3NeT-France site and the
base container of each DU is placed at about 2450 m depth.
The DUs are arranged in a circular footprint with a radius
of about 115 m with an average spacing between the DUs of
20 m. Along a DU, the vertical spacing between the DOMs
varies between 8.7 m to 10.9 m (due to technical constraints
from the deployment procedure) with an average of 9.3 m.
The first DOM is at a distance of about 30 m from the seabed
[26]. In total, a volume of about 6.7 × 106 m3 (equivalent
to 7.0 Mt of sea water) is instrumented. This detector con-
figuration is the outcome of an optimisation study using the
sensitivity to the NMO as figure of merit.

2.2 Simulation

Detailed Monte Carlo (MC) simulations are used to evaluate
the detector response to atmospheric neutrinos, atmospheric
muons and optical background noise. The simulation chain
used for the analysis presented in this paper is similar to the
one described in [24].

Neutrino induced interactions in sea water are simulated
with gSeaGen [27], a software package based on the widely
used GENIE (version 2.12.10) code [28,29]. Neutrinos and
antineutrinos in the energy range from 1 to 100 GeV are
simulated and weighted to reproduce the conventional atmo-
spheric neutrino flux following the Honda model [30]. All
particles emerging from neutrino interactions are propagated
with the GEANT4-based software package KM3Sim [31].
Using this software, Cherenkov photons are generated from
primary and secondary particles, tracked through the sea
water taking into account absorption and scattering, and
detected by the PMTs.

Atmospheric muon events are generated using the
MUPAGE package [32]. The KM3 package [33,34] is then
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used for tracking the muons in sea water and the subsequent
Cherenkov light production.

The PMT response and the readout are simulated using
custom KM3NeT software. The digitised PMT output sig-
nal is typically called a hit. In this step, the optical back-
ground due to Cherenkov light from β-decays of 40K in the
sea water is also added: an uncorrelated hit rate of 10 kHz
per PMT as well as time-correlated noise on multiple PMTs
on each DOM (600 Hz twofold, 60 Hz threefold, 7 Hz four-
fold, 0.8 Hz fivefold and 0.08 Hz sixfold). The simulated
time-correlated noise rate is taken from the data of the first
deployed DUs [35]. Finally, the simulated data is filtered
by dedicated trigger algorithms to identify events induced
by energetic particles. The trigger algorithms are designed
to search for large clusters of causally-connected hits. The
same trigger algorithms are applied to both simulated and
real data.

Compared to the LoI [24], significant improvements have
been made in the triggering of faint events with only a few
tens of detected photons [36]. A new trigger algorithm has
been developed for the needs of ORCA. It is based on only
one local coincidence (photons recorded on two or more
PMTs of the same DOM within 10 ns) and a tunable num-
ber of causally-connected single hits on DOMs in the vicin-
ity. A minimum of seven additional hits distributed over at
least three different DOMs are required. This new algorithm
significantly increases the trigger efficiency in the few-GeV
neutrino energy range, while still satisfying the bandwidth
requirements of the data acquisition system.

The total trigger rate due to atmospheric muons is about
50 Hz and noise events add about 54 Hz, while atmospheric
neutrinos are triggered with a rate of about 8 mHz. In total,
1.4 days of noise events, 14 days of atmospheric muons and
more than 15 years of atmospheric neutrinos are simulated.
These event samples are sufficient to probe a percent-level
background contamination (see Sect. 2.5). In future analysis
of real data, the background will be included based on run-
by-run simulations [34], accounting for the detector and data-
taking conditions.

2.3 Event topologies

Two distinct event topologies can be distinguished in the
detector: track-like and shower-like. In the few-GeV energy
range, muons are the only particles that can be confidently
identified, because they are the only particles that appear as
tracks in the detector, with a track length proportional to the
muon energy (∼ 4 m/GeV). Electrons and hadrons initiate
particle showers that develop over distances of a few metres.
Compared to elongated muon tracks, these showers appear as
localised light sources in the detector. All neutrino-induced
events producing a muon with sufficient energy are called
track-like, i.e. ↪ ↩νμ charged-current (CC) events and ↪ ↩ντ CC
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Fig. 1 Effective detector volume as a function of true neutrino energy
Eν for different neutrino flavours and interactions. Events are weighted
according to the Honda atmospheric neutrino flux model and averaged
over the zenith angle. Only events reconstructed and selected as upgoing
are used. The dashed black line indicates the instrumented volume of
the detector

events with muonic τ decays. All other neutrino-induced
events are called shower-like, i.e. ↪ ↩νe,μ,τ neutral-current (NC)
events, ↪ ↩νe CC events and ↪ ↩ντ CC events with non-muonic τ

decays.

2.4 Event reconstruction and event selection

Dedicated reconstruction algorithms are applied for track-
like and shower-like events as well as an event topology
classification algorithm. The track and shower reconstruc-
tion algorithms are described in [37,38], respectively. Both
reconstruction algorithms are maximum likelihood fits and
reconstruct the energy and direction as well as interaction
vertex position and time. Events reconstructed as upgoing,
i.e. with a negative cosine zenith angle, are selected based on
the reconstruction quality and containment. The containment
criteria are based on the event position and direction inside
the instrumented detector volume [36]. The goal of the event
preselection is to fulfil two main purposes: suppress back-
ground events and select well-reconstructed events with a
good reconstruction accuracy.

The effective detector volume after the event preselection
is shown in Fig. 1 for upgoing neutrinos weighted accord-
ing to the Honda atmospheric neutrino flux model [30]. The
effective detector volume reaches a plateau and is nearly
as large as the instrumented detector volume for ↪ ↩νe,μ CC
with Eν � 15 GeV, while 50% efficiency is reached for
Eν ∼ 4 GeV. Compared to the LoI [24], the turn-on region
of the effective detector volume is shifted by about 20% to
lower energies due to improvements in event triggering and
reconstruction. Indeed, as discussed in Sect. 2.2, additional
methods have been developed to record events with a lower
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Fig. 2 Probability distribution of the reconstructed energy as a function
of true neutrino energy for upgoing νe CC and νe CC events classified
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track-like (right). Solid and dashed black lines indicate 50, 15 and 85%
quantiles. For a definition of shower- and track-like events see Eq. 2.
The red diagonal line indicates perfect energy reconstruction
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number of in-time hits from the same DOM but with extra hits
causally connected on other DOMs and a similar method is
applied at the prefit stage of the reconstruction. These refine-
ments contribute to lower the detection energy threshold. In
general, the effective volume is smaller for ↪ ↩ν NC and ↪ ↩ντ CC
than for ↪ ↩νe,μ CC events as the outgoing neutrinos are invisi-
ble to the detector. For νe,μ CC events the effective volume is
larger than for νe,μ CC due to the lower average inelasticity
and the resulting higher average light yield (at the consid-
ered energies hadronic showers have a smaller average light
yield than electromagnetic showers). The difference between

ντ CC and ντ CC is diluted due to the effect of finite mass of
the τ lepton on the neutrino interaction cross sections [39].
Due to the KM3NeT DOM design, more PMTs are oriented
downwards (housed in the lower hemisphere) compared to
oriented upwards (housed in the upper hemisphere), resulting
in a higher photon detection efficiency for upgoing compared
to horizontal events.

In total, a sample of about 66,000 upgoing neutrinos per
year, corresponding to a rate of about 2 mHz, will be detected
and can be used for further analysis. In addition, about 0.4 Hz
of noise events and 0.1 Hz of atmospheric muon events pass
the preselection criteria. To suppress the noise and atmo-
spheric muon background, a more sophisticated event clas-
sification is performed, as detailed in Sect. 2.5.

The energy resolution for νe CC and νe CC events classi-
fied as shower-like, as well as νμ CC and νμ CC events clas-
sified as track-like are shown in Fig. 2. The energy resolution
is Gaussian-like with ΔE/E ≈ 25% for ↪ ↩νe CC events with
Eν = 10 GeV, and it is dominated by the intrinsic light yield
fluctuations in the hadronic shower [40]. For ↪ ↩νμ CC, the res-
olution on the neutrino energy levels off at ΔE/E ≈ 35% as
the reconstructed muon track tends not to be fully contained
inside the instrumented volume.

Figure 3 shows the median resolution on the neutrino
direction for the same set of simulated neutrino events. At
Eν = 10 GeV, the median neutrino direction resolution is
9.3◦/7.0◦/8.3◦/6.5◦ for νe/νe/νμ/νμ CC events, respectively.
The neutrino direction resolution is dominated by the intrin-
sic ν–lepton scattering kinematics [40], resulting in bet-
ter resolutions for ν CC than for ν CC due to the smaller
Bjorken-y.
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Right: Fraction of remaining atmospheric neutrinos versus noise event contamination in the final sample

2.5 Event classification

For event classification, random decision forests (RDFs) [41]
are used, which consist of an ensemble of binary decision
trees.

Two RDFs are trained individually for selecting neutrino
candidates against each of the two dominant classes of back-
ground – atmospheric muons and noise events – and a third
one is trained to distinguish track-like from shower-like event
topologies.

To train the classifiers, ↪ ↩νμ CC events have been used to
represent track-like event topologies. For showers ↪ ↩νe CC and
↪ ↩ν NC events have been used. The neutrino event distributions
were flattened in log10 of neutrino energy and the numbers
of events per class were balanced between tracks and show-
ers. In contrast, background was fed with the expected true
spectra.

Each trained classifier yields a score variable (atmosph
eric_muon_score, noise_score, track_score).
These represent the fraction of trees voting for the respective
result class. The individual score parameters allow to sep-
arately optimise the suppression of the atmospheric muon
and noise components using selection cuts and to divide the
remaining events into different classes for analysis.

In the training, only events which pass the preselection
requirements for either tracks or showers were used. The
classifiers were trained independently of each other. Con-
sequently, no further selection based on the resulting score
from one of the other classifiers and none of the resulting
score variables is used to train the RDFs. In the training, a
forest size of 101 trees,1 and 50,000 events per class (25,000
for noise suppression due to smaller available statistics after

1 The uneven number was chosen for practical purposes only and sim-
plifies consistency of event selection across different analyses (> vs.
≥).
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Fig. 6 Fractions of preselected neutrino events of different types that
are classified in the track class, the intermediate class, and the shower
class, as a function of true neutrino energy. The definition of the classes

is given in Eq. 2. Coloured areas correspond to the composition of the
atmospheric neutrino flux. Solid and dashed lines show individual frac-
tions for neutrinos and anti-neutrinos, respectively

preselection) have been used. In the training process, five-
fold cross validation was applied.

To ensure diversity of trees within the forest, each tree
was trained on a randomly drawn 60% subset of the training
variables and 40% of the available training events.

The training variables consist of the fitted event parame-
ters and additional variables quantifying the reconstruction
quality. These are provided by the track and shower algo-
rithms [37,38]. Additional sets of variables fed to the classi-
fier are relative distances between the fitted track and shower
hypothesis and variables quantifying how well the Cherenkov
light signature is contained within the instrumented volume.

To separate between track- and shower-like signatures,
further hit-based variables are added, which have not been
used in [24] and exploit the distribution of detected photon
hits in the detector. These are based on likelihood ratios of
the time and position of the hits expected for the ↪ ↩νe CC and
↪ ↩νμ CC event hypotheses with respect to the reconstructed
position and direction of the shower reconstruction algo-
rithm. More information on the classifier training can be
found in [36].

The classifier performance in rejecting the atmospheric
muon background is given in Fig. 4. The distribution of the
atmospheric_muon_score (left panel) shows a clear
separation between neutrinos weighted with an oscillated
atmospheric flux and atmospheric muons. The increase of
neutrino events with a trackscore ≈ 1 comes from ↪ ↩νμ

CC and ↪ ↩ντ CC events with τ± decay to μ± and is absent
for other neutrino channels. Noise events have not been
used in training the classifier and therefore are not clus-
tered at the edges of the distributions. A relatively hard cut
at atmospheric_muon_score < 0.05 is used to reach
a ∼ 3% contamination level, cf. Fig. 4 (right panel). The
loss in neutrino efficiency for the atmospheric muon rejec-
tion does not strongly depend on the neutrino energy and is
about ∼ 5%.

Noise events are rejected sufficiently with a cut on
noise_score < 0.1. As can be seen from Fig. 5
(right panel), the rejection of noise events does not signif-
icantly reduce the number of neutrino events in the anal-
ysis sample. However, the reduction of neutrino events
tends to increase for faint neutrino events with energies
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Fig. 7 Comparison of the classifier performance as a function of true
neutrino energy in terms of the separation power metric as defined in
Eq. 3. Separation power for training with (solid) and without (dashed)
hit-based features is shown

near the detection threshold. The proposed cuts on the
atmospheric_muon_score and noise_score val-
ues reduce the muon and noise contamination of the selected
event sample to a level which can be safely neglected in the
sensitivity study.

The training of track- versus shower-like neutrino event
signatures results in atrack_score variable, representing
the fraction of trees voting for the candidate event to be track-
like. Using this variable, events can be split in three event
classes based on the following criteria:

shower class: passes shower preselection

and (track_score ≤ 0.3),

intermediate class: passes shower preselection

and (0.3 < track_score ≤ 0.7),

track class: passes track preselection

and (track_score > 0.7). (2)

The performance of the event type classifier for neutrinos
is shown in Fig. 6, where the fractions of events ending up
in the respective class are presented as a function of neutrino
energy.

The fraction of correctly classified events increases
steeply in the energy region up to ∼ 15 GeV, where less
than 5% of ↪ ↩νe CC and ↪ ↩ν NC are mis-classified as tracks.
At ∼ 15 GeV, 85% νμ CC and 70% of νμ CC are correctly
classified as tracks. The better classification performance for
νμ CC compared to νμ CC is due to the different Bjorken-y
distribution resulting in longer tracks of the final state muon
for νμ CC. The fraction of ↪ ↩ντ CC events classified as tracks
is higher compared to ↪ ↩νe CC and ↪ ↩ν NC reflecting the 17%
branching ratio for muonic tau decays.

To quantify the gain in classification performance when
including the additional variables based on the expected hit
distributions for ↪ ↩νμ CC and ↪ ↩νe CC, the separation power, S,
is used. It quantifies the overlap in the distribution of the
track_score between ↪ ↩νμ CC and ↪ ↩νe CC events by using
the correlation coefficient, C , and is defined as:

S(ΔE) = 1−C(ΔE)

= 1−
∑

i P
↪↩νμ

i,score(ΔE) · P↪↩νe
i,score(ΔE)

√
∑

i

(
P

↪↩νμ

i,score(ΔE)
)2 · ∑

i

(
P

↪↩νe
i,score(ΔE)

)2
.

(3)

The separation power is calculated in slices of neutrino
energy ΔE by summing over binned probabilities for the
track_score values, Pi,score. The resulting quantity is
shown as a function of neutrino energy in Fig. 7. The event
type classification reaches 50% separation power at 20%
lower neutrino energies when including hit-based variables
in the classifier.

3 Sensitivity calculation

3.1 Method

The neutrino oscillation parameters are studied by analysing
the expected bi-dimensional distributions – reconstructed
energy, reconstructed cosine zenith angle – of the neutrino
candidates in the three event classes (track, intermediate and
shower).

These distributions are obtained based on the true energy
and cosine zenith angle event distributions split by neutrino
interaction type (νe CC, νe CC , νμ CC, νμ CC,ντ CC, ντ CC,
ν NC, ν NC). The true distributions are derived from the neu-
trino flux [30], the neutrino cross section [42], the proba-
bility for each neutrino flavour to oscillate while traversing
the Earth computed with the OscProb software [43] and a
bi-dimensional parametric description of the detector effec-
tive volume. The latter is obtained based on the simulations
described in Sect. 2.2.

Each of the eight true energy and cosine zenith angle dis-
tributions are then split in the three event classes (track, inter-
mediate and shower), resulting in 24 distributions. The frac-
tions of the distribution classified in each category, given the
true neutrino energy, is obtained using parametric functions,
derived from simulations.

The distributions of the reconstructed quantities are
obtained from these 24 distributions using two sets of para-
metric functions that describe, first, the probability for a neu-
trino to be reconstructed at any energy given the true neutrino
energy and, second, the probability for a neutrino to be recon-
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structed at any zenith angle given the true neutrino energy and
true zenith angle.

These 24 distributions are merged to form the three final
distributions of observables (reconstructed energy and cosine
zenith angle) for events classified as track, intermediate and
shower.

These three final distributions are used as an Asimov data
set [44] to derive the median sensitivity to the oscillation
parameters under study. A distribution obtained with a given
set of oscillation parameters, the null hypothesis, is con-
fronted with other sets, the alternate hypotheses, using LL0,
the Poisson likelihood χ2 [45], defined as:

LL0 =
∑

i∈[Erec, cosθ rec
z ]

LL0,i

=
∑

i∈[Erec, cosθ rec
z ]

−2.0 ·
(
nnull
i − nalt

i − nnull
i ln

nnull
i

nalt
i

)
,

(4)

where nnull
i and nalt

i are the expected numbers of events
under the null and alternate hypotheses, respectively, in the
i th region of the reconstructed energy – cosine zenith angle
plane.

Relevant external information on the neutrino oscillation
parameters [6] and model uncertainties are taken into account
by adding to LL0 extra contributions measuring the dis-
crepancy between the parameter value, pobsi , and the one
expected, pexpi , in standard deviation unit, σi :

LLeff = LL0 +
∑

i∈parameters

(pexp
i − pobs

i )2

σ 2
i

. (5)

The sensitivity to the parameters under study (described in
the next sections) is obtained from the LLeff , minimised over
all remaining parameters, as

√
LLeff,min.

A first set of model parameters reflecting the current
knowledge on the neutrino flux are considered using the
uncertainties reported in [46]:

1. the spectral index of the neutrino flux energy distribution
is allowed to vary without constraint,

2. the ratio of upgoing to horizontally-going neutrinos,
n↪↩νup/n↪↩νhori z , is allowed to vary with a standard deviation
of 2% of the parameter’s nominal value,

3. the ratio between the total number of ↪ ↩νe and ↪ ↩νμ, n↪↩νe/n↪↩νμ
,

is allowed to vary with a standard deviation of 2% of the
parameter’s nominal value,

4. the ratio between the total number of νe and νe, nνe/nνe ,
is allowed to vary with a standard deviation of 7% of the
parameter’s nominal value,

5. the ratio between the total number of νμ and νμ, nνμ/nνμ ,
is allowed to vary with a standard deviation of 5% of the
parameter’s nominal value.

In addition, two uncertainties on the neutrino cross section
are considered:

6. the number of NC events is scaled by a factor nNC to
which no constraint is applied,

7. the number of ↪ ↩ντ CC is scaled by a factor nCCτ to which
no constraint is applied.

Then three uncertainties on the detector response are taken
into account:

8. the absolute energy scale of the detector depends on
the knowledge of the PMT efficiencies and the water
optical properties, as shown in [24] (section 3.4.6). The
time dependent PMT efficiencies are monitored perma-
nently with high fidelity, using coincidence signals from
40K decays, as demonstrated in ANTARES [47]. Sev-
eral methods are under study to monitor in-situ the water
optical properties, exploiting both Cherenkov light from
atmospheric muons and 40K decays as well as signals
from artificial light sources. The combination of these
methods will allow to constrain the energy scale uncer-
tainty to a few percent. In the study presented here, the
energy scale of the detector is allowed to vary with a
standard deviation of 5% around its nominal value,

9. the light yield in hadronic showers, Had. Energy Scale
is allowed to vary with a standard deviation of 6% of the
parameter’s nominal value, as obtained while comparing
two different simulation software packages Gheisha and
Fluka [40],

10. the number of events in the three classes is allowed to
vary without constraints via three scaling factors nTracks,
nIntermediate, nShowers.

Previous studies [24,48] showed that the uncertainty on the
Earth model had negligible effects on the NMO sensitivity
and is thus ignored in this study. Systematics 2 and 4–10 were
not included in the previous analysis [24]. Table 1 reports all
the parameters and the external constraints applied to them.

3.2 NMO sensitivity

The sensitivity to the neutrino mass ordering is obtained as a
function of θ23 using the method described in Sect. 3.1. For
every θ23 value, each mass ordering hypothesis – the null
hypothesis – is confronted with the reversed one – the alter-
nate hypothesis. The oscillation parameters used for the null
hypothesis are reported in Table 2 as well as the constraints
applied to them in the minimisation procedure.
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Table 1 Parameter values minimising the LL obtained for 3 years of
data taking with NO (IO) as null hypothesis and IO (NO) as alter-
nate hypothesis and using the oscillation parameters from Table 2. The

parameter uncertainties are defined as the values by which the parame-
ter has to vary to increase LL by 1.0. For each parameter value scanned,
LL is minimised over the other free parameters

Parameter Null hypothesis Dataset value Value at Min. Prior

Δm2
32 [eV2] NO 2.528 × 10−3 (2.51+0.11

−0.11) × 10−3 Free

IO 2.436 × 10−3 (2.43+0.10
−0.08) × 10−3

Δm2
21 [eV2] NO 7.39 × 10−5 7.39 × 10−5 Fixed

IO

δCP [◦] NO 221.0 162 ± 180 Free

IO 282.0 190 ± 180

θ13 [◦] NO 8.60 8.63 ± 0.40 0.13

IO 8.64 8.62 ± 0.29

θ12 [◦] NO 33.82 33.82 Fixed

IO

θ23 [◦] NO 48.6 49.4+2.3
−3.9 Free

IO 48.8 41.5+3.8
−1.9

Spectral index NO 1.0 1.00 ± 0.02 Free

IO 1.01 ± 0.02

n↪↩νup/n↪↩νhori z NO 1.0 1.01 ± 0.01 0.02

IO 1.00 ± 0.01

n↪↩νe/n↪↩νμ
NO 1.0 1.02 ± 0.06 0.02

IO 1.00+0.05
−0.04

nνe/nνe NO 1.0 1.02+0.22
−0.21 0.07

IO 1.00 ± 0.16

nνμ/nνμ NO 1.0 0.98+0.15
−0.14 0.05

IO 1.00+0.12
−0.11

Energy scale NO 1.0 1.02 ± 0.05 0.06

IO 0.99 ± 0.04

Had. energy scale NO 1.0 0.96+0.13
−0.10 0.05

IO 1.00+0.11
−0.08

nNC NO 1.0 1.02+0.42
−0.37 Free

IO 0.89+0.32
−0.28

nCCτ NO 1.0 1.05+0.19
−0.20 Free

IO 1.03+0.13
−0.14

nIntermediate NO 1.0 1.00+0.05
−0.06 Free

IO 1.02 ± 0.04

nTracks NO 1.0 0.98 ± 0.04 Free

IO 1.00 ± 0.03

nShowers NO 1.0 1.01+0.09
−0.08 Free

IO 1.03+0.07
−0.06

The distributions of selected events after 3 years of data
taking for the null hypothesis assuming NO, nnull

i , obtained
with the parametric detector response are shown in Fig. 8
using a 40×40 grid of energy, equally logarithmically spaced
between 2 and 100 GeV, and cosine zenith angle equally
spaced between 0 and −1. Around 51d3 events are expected
for the track-class, 63d3 for the intermediate-class and 64d3

for the shower-class. Figure 8 shows also the LL0,i,min

obtained confronting these distributions with the alternate
hypothesis ones.

The sensitivity to the NMO after 3 years of data taking is
reported as a function of θ23 for both NMO in Fig. 9a. Assum-
ing the current best estimates for θ23 (see Table 2), the NMO
sensitivity is 4.4σ if the true NMO is NO and 2.3σ if it is IO.
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Table 2 Oscillation parameters
values used for different
analyses for the null hypothesis
and constraints applied during
the LLef f minimisation. The
values are taken from [6] except
the ones identified by a dagger
(†) which are extra θ23 and δCP
test points used for the NMO
sensitivity

Parameter Null hypothesis values Constraints

Δm2
21 7.39 × 10−5 eV2 Fixed

θ12 33.82◦ Fixed

θ13

NO 8.60◦ ±0.13◦

IO 8.64◦

Δm2
31

NO 2.528 × 10−3 eV2 Free

IO 2.436 × 10−3eV2

θ23

NO 48.6◦, [40◦−50◦]† Free

IO 48.8◦, [40◦−50◦]†
δCP

NO 221.0◦, 0◦†, 180.0◦† Free

IO 282.0◦, 0◦†, 180.0◦†

Fig. 8 (Left) Expected event
distributions for NO after
3 years of data taking for events
classified as track (top),
intermediate (middle), and
shower (bottom). (right) Signed
binned Poisson likelihood χ2

derived using these distributions
and the ones obtained
minimising LLeff with the IO
hypothesis. If more events are
expected for NO than for IO, the
value plotted is LL0,i which, as
defined in Eq. 4, is positive.
Otherwise, the value plotted is
−LL0,i
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(a)

(b)

Fig. 9 a Sensitivity to NMO after 3 years of data taking, as a func-
tion of the true θ23 value, for both normal (red upward pointing trian-
gles) and inverted ordering (blue downward pointing triangles) under
three assumptions for the δCP value: the world best fit point for NO,
IO reported in Table 2 (plain line), 0◦ (dotted line) or 180◦ (dashed
line). The coloured shaded areas represent the sensitivity that 68%
of the experiment realisation would yield, according to the Asimov
approach [44]. b Sensitivity to NMO as a function of data taking time
for both normal (red upward pointing triangles) and inverted ordering
(blue downward pointing triangles) and assuming the oscillation param-
eters reported in Table 2

Table 1 illustrates the fit results at one test point for oscilla-
tion parameters reported in Table 2. None of the systematic
uncertainties exhibits a strong pull in this wrong-hierarchy fit,
demonstrating that degeneracies between the NMO choice
and systematic uncertainties are generally small.

Figure 9b shows the sensitivity for both NMO as a function
of data taking time. The NMO can be determined at 3σ level
after 1.3 years if the true NMO is NO, and after 5.0 years if
it is IO.

3.3 Sensitivity to Δm2
32 and θ23

The sensitivity to Δm2
32 and θ23 is obtained using the method

described in Sect. 3.1. The null hypothesis, assuming the lat-
est oscillation parameter values, reported in Table 2, is con-
fronted with a set of alternate hypotheses, one for each point
in the Δm2

32, θ23 plane. The NMO is kept fixed in the LLeff

minimisation. All (Δm2
32, θ23) points for which the result-

(a)

(b)

Fig. 10 Expected measurement precision of Δm2
32 and θ23 for both NO

(a) and IO (b) after 3 years of data taking at 90% confidence level (red)
overlaid with results from other experiments [10–14] and the oscillation
parameters reported in Table 2 (black cross)

ing LLeff,min exceeds by 4.61 [4] the LLeff minimum in the
(Δm2

32, θ23) plane are excluded with 90% confidence level.
The oscillation parameters used and the constraints applied
during the LLeff minimisation are reported in Table 2. The
resulting 90% confidence level contours for both NMO are
shown in Fig. 10. The 90% confidence level interval on Δm2

32
and θ23 are 85.10−6 eV2 and (+1.9

−3.1)
◦ for NO and, 75.10−6 eV2

and (+2.0
−7.0)

◦ for IO.
The same analysis allows to calculate the significance to

determine the octant of θ23. The alternate hypothesis is now
the minimal LLeff for θ23 in the opposite octant with respect
to the true θ23 value. The results are shown in Fig. 11, which
illustrates the needed data taking time to reach a 1, 2 and
3σ octant significance as a function of the true value of θ23.
Dashed lines ignore the NMO, while for solid lines the NMO
is assumed to be known. KM3NeT/ORCA can constrain the
octant with better than 95% confidence level after 6 years of
data taking for

∣∣sin2θ23 − 0.5
∣∣ < 0.05.

3.4 Sensitivity to ↪ ↩ντ appearance

The appearance of ↪ ↩ντ is determined by measuring the nor-
malisation factor n↪↩ντ

of the ↪ ↩ντ contribution. For this study,
NO is assumed. As in the analyses above, the oscillation
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(a)

(b)

Fig. 11 Expected sensitivity to determine the θ23 octant at 1 (blue), 2
(green) or 3σ (red) as a function of data taking time for both NO (a)
and IO (b) assuming the true NMO is known (solid line) or unknown
(dashed line). The dashed lines differ from the plain ones when the
LLeff minimisation converges to the wrong NMO

parameter values are taken from Table 2 and the normalisa-
tion is fixed to n↪↩ντ

≡ 1 for the null hypothesis. The latter is
expected if the commonly accepted picture of unitary 3 × 3
neutrino mixing is complete and, in addition, the assumed
standard model cross sections are correct. A measurement
in tension with n↪↩ντ

≡ 1 would therefore provide a model-
independent test for new physics. Two choices to scale the ↪ ↩ντ

contribution are possible for the alternate hypotheses. The
first is to vary only the ↪ ↩ντ CC contribution, leaving the NC
contribution fixed to unity. The second allows for a combined
CC+NC scaling of the ↪ ↩ντ flux. Note, that the CC-only case
correlates directly with a scaling of the ↪ ↩ντ CC cross section.
Both choices, CC-only and CC+NC normalisation scaling,
have been adopted in previous experiments ( [18,19] and
[20], respectively).

The sensitivity is evaluated using the method described in
Sect. 3.1 extended by the additional scaling parameter n↪↩ντ

,
affecting the ↪ ↩ντ CC flux and in case of CC + NC scaling
also the NC fraction that has oscillated into the ↪ ↩ντ channel.
While oscillations of the NC do not need to be considered
if the overall flux remains unchanged, this is different for
n↪↩ντ

�= 1. In this case the procedure to populate the event
distributions is modified and includes the oscillated fractions

(a)

(b)

Fig. 12 Sensitivity to ↪ ↩ντ appearance for CC and CC+NC normalisa-
tion scaling after 1 and 3 years of operation (a). Measurements from
other experiments [18–20] at 1σ level are shown for comparison. In b,
↪ ↩ντ appearance sensitivity for CC scaling is presented as a function of
data taking period

of each flavour, which allows to scale the ↪ ↩ντ contribution
accordingly.

The sensitivity to ↪ ↩ντ appearance after 1 and 3 years of
operation for CC and CC+NC normalisation scaling is shown
for a scan in n↪↩ντ

in Fig. 12a. In Fig. 12b, the sensitivity for
CC-only scaling is presented as a function of operation time.

KM3NeT/ORCA will already be able to confirm the
exclusion of non-appearance with high statistical signifi-
cance with few months of data-taking. For CC the nor-
malisation can be constrained to ±30% at 3σ -level and
to ±10% at 1σ -level after 1 year of data taking. After
3 years, the normalisation can be constrained to ±20% at
3σ -level, and to ±7% at 1σ -level. The measured ↪ ↩ντ nor-
malisation is robust against an incorrectly assumed sign of
the still undetermined NMO. This enables KM3NeT/ORCA
to measure ↪ ↩ντ appearance already during an early phase of
construction [49].
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4 Conclusions

The importance of an independent study of neutrino oscil-
lations, notably the determination of the NMO, has recently
been reinforced as earlier hints, which favoured NO, are fad-
ing away in the light of latest combined results [8,9].

The KM3NeT/ORCA sensitivity to atmospheric neu-
trino oscillation has been updated accounting for an opti-
mised detector geometry and major improvements in neu-
trino trigger and reconstruction algorithms, and data analysis.
The trigger algorithm has been improved allowing to more
efficiently collect neutrinos in the few-GeV energy range.
The algorithms to select neutrino flavour-enriched samples
have been optimised using multivariate analysis techniques.
Finally, the models used in the statistical analysis have been
refined with a realistic description of the systematic uncer-
tainties.

The sensitivity to determine the NMO after 3 years of data
taking was found to be 4.4 (2.3)σ if the true NMO is NO
(IO) and the other oscillation parameters are set to the current
best estimates [6]. The measurement precision on Δm2

32 and
θ23 are 85.10−6 eV2 and (+1.9

−3.1)
◦ for NO, and 75.10−6 eV2

and (+2.0
−7.0)

◦ for IO. Finally, the unitary 3×3 neutrino mixing
paradigm can be assessed by confronting the ↪ ↩ντ event rate
to the expectation in this model. With 3 years of data taking,
↪ ↩ντ event rate variation larger than 20% can be excluded at
the 3σ level.
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