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Abstract: In this paper, we present an abstraction-based approach to robust safety controller synthesis for continuous-time nonlinear systems. To reduce the computational complexity associated with symbolic control approaches, we develop a lazy controller synthesis algorithm, which iteratively explores states on the boundary of controllable domain while avoiding exploration of internal states, supposing that they are safely controllable a priori. A closed-loop safety controller for the original problem is then defined as follows: we use the abstract controller to push the system from a boundary state back towards the interior, while for inner states, any admissible input is valid. We then compare the proposed approach with the classical safety synthesis algorithm and illustrate the advantages, in terms of run-time and memory efficiency, on an adaptive cruise control problem.
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1. INTRODUCTION

Abstraction-based synthesis approaches attracted a lot of attention from the research community in the last decade. These methods consist in creating a finite-state abstraction (or a symbolic model) for a continuous or a hybrid system and refining the controller synthesized for the abstraction to a controller for the original system (Tabuada (2009); Belta et al. (2017)). The replacement of a dynamical system by its abstraction allows us to leverage discrete controller synthesis techniques (Cormen et al. (2001)) to deal with non-linear effects, state-input constraints, and a broad class of specifications, given, for instance, by automata or a temporal logic formula. In this paper, we focus on a safety specification, aiming to keep the system’s trajectories within a given safe set. This specification often appears in real-world problems, e.g. temperature regulation in smart-buildings (Meyer et al. (2018), Thavlov and Bindner (2015)), blood glucose rate control for diabetic patients (Kushner et al. (2019)), adaptive cruise control (Darbha (1997)), Nilsson et al. (2016), satellite station keeping (Weiss et al. (2018)).

The symbolic model is usually represented as a finite transition system with a set of states obtained due to a finite partitioning of the original state space. As an abstract set of inputs, one commonly chose a finite number of admissible for the original plant control actions. Then, if a robust reachable tube computed for initial state A links with a state B by a transition associated to an input C. If the exact reachable set cannot be found it is replaced by an over-approximation (Girard (2005), Kurzhanski and Varaiya (2014), Reissig et al. (2017), Moor and Raisch (2002), Meyer et al. (2019)).

Intuitively, the more accurate abstractions with finer discretization parameters better mimic the original system’s behavior, increasing the chance of successful controller synthesis. However, their construction is a more demanding process. Moreover, the computational complexity of the discrete controller synthesis algorithms typically depends on symbolic models’ size. Finally, while all these computations are typically handled off-line, a controller obtained via abstraction-based techniques using symbolic models with a large number of states would require a considerable amount of memory for its real-time implementation.

To mitigate these intensive computational requirements, several lazy controller synthesis algorithms were recently introduced. In such approaches, the transitions are explored as needed and computed on the fly during a controller synthesis. In (Gol et al. (2013); Nilson et al. (2017); Girard et al. (2016); Hsu et al. (2018); Ivanova and Girard (2020)) the authors proposed to start with rough abstractions and then iteratively refine them if necessary. In (Girard et al. (2016); Ivanova and Girard (2020)) the controller is synthesized only for reachable from the initial set states. The other authors use structural properties of the dynamics such as monotonicity (Coogan and Arcak (2015); Saoud et al. (2019)) or incremental stability (Girard et al. (2016)) to ease these computations.

* This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No 725144).
In this paper, we first introduce a novel lazy synthesis algorithm for a finite transition system with a safety specification, which avoids exploring a priori controllable states. Then, relying on ideas of adaptive time-sampling techniques (Ivanova and Girard (2020)), we construct an abstraction where only transitions between neighboring states are allowed. We then iteratively explore only boundary states of the controlled area since if all boundary states are controllable, then all internal states are also controllable. We also extend this idea towards a more general case, since no matter which time-sampling approach was used, as soon as a safely controllable boundary is found, the abstract controller can be refined to a safe controller for the original continuous-time system; for the internal states, any admissible input is applicable, while for boundary states we use the abstract controller to push the system back towards the interior. In spirit, this idea is close to a domain of controller aiming principle (Subbotin (1995)), but we benefit from Nagumo theorem result (Blanchini (1999)) and extremal back towards the interior. In spirit, this idea is close to Abstract controller synthesis

This paper is organized as follows. In Section 2, we present a lazy safety controller synthesis algorithm for finite transition systems. Section 3 provides an abstraction-based approach for a safety controller synthesis for a continuous-time system with bounded disturbance and input-state constraints. The practical implementation of the algorithm and controller refinement are discussed. In Section 4, we consider an illustrative example to show the benefits of the approach.

2. TRANSITION SYSTEM

2.1 Safety Controllers for Finite Transition Systems

Definition 1. A finite transition system is a tuple $\Sigma = (Q, U, F)$, consisting of a finite set of states $Q$, a finite set of inputs $U$, and a transition relation $F \subseteq Q \times U \times Q$.

For every transition $(q, u, q') \in F$ the state $q$ is named $u$-predecessor of $q'$ and similarly the state $q'$ is named $u$-successor of $q$. Let $F(q, u)$ denotes the set of all $u$-successors of a state $q$. If there is $q \in Q$, $u \in U$ such that $|F(q, u)| > 1$, then the transition system is called non-deterministic, otherwise it is deterministic. Since $F(q, u)$ may be empty let us introduce a set $\text{Enab}_F(q) = \{u \in U \mid F(q, u) \neq \emptyset\}$ of all enabled inputs at a state $q \in Q$. We also introduce $F(q, U) = \bigcup_{u \in U} F(q, u)$.

Definition 2. A controller for a transition system $\Sigma = (Q, U, F)$ is a map $C: Q \rightarrow 2^U$, such that $C(q) \subseteq \text{Enab}_F(q)$ for every $q \in Q$.

We also use notation $\text{Dom}(C) = \{q \in Q \mid C(q) \neq \emptyset\}$ for a domain of controller $C$. If $\text{Dom}(C) = \emptyset$ the controller is called trivial, otherwise non-trivial.

Definition 3. A safety controller for a transition system $\Sigma = (Q, U, F)$ and a safe set $Q_S \subseteq Q$ is a controller $C$ such that the following two properties hold:

1. $\text{Dom}(C) \subseteq Q_S$;
2. for all $q \in \text{Dom}(C)$ and for all $u \in C(q)$ the inclusion $F(q, u) \subseteq \text{Dom}(C)$ is satisfied.

Lemma 4. For a given transition system $\Sigma = (Q, U, F)$ and a safety specification $Q_S \subseteq Q$, there exists a unique maximal safety controller $\bar{C}$ such that for any safety controller $C$ the following hold:

1. $\text{Dom}(C) \subseteq \text{Dom}(\bar{C})$;
2. for all $q \in \text{Dom}(C)$ the inclusion $C(q) \subseteq \bar{C}(q)$ is satisfied.

The maximal safety controller $\bar{C}$ is the best possible safety controller in the sense that any other controller solving the same safety problem would be more restrictive.

2.2 Controller Synthesis

There is a well-known fixed-point algorithm converging to the maximal safety controller $\bar{C}$ for a given $Q_S$ (Tabuada (2009)). However, the classical synthesis procedure (see Algorithm 1) is a very computationally-demanding process. So, to tackle real-world problems, where the huge transition systems should be explored, we have to develop more efficient controller synthesis techniques.

One way to reduce the computational burden is to use lazy synthesis algorithms (Hussien and Tabuada (2018), Hsu et al. (2018), Saoud et al. (2019), Ivanova and Girard (2020), aiming to provide safety controllers, while avoiding non-essential computations. In this paper, we introduce a lazy Algorithm 2, which, in general case, does not return a safety controller. However if the information function $I : Q \times 2^S \rightarrow \{\text{True}, \text{False}\}$ distinguishes a priori controllable on the current iteration states from those which should be explored, then Algorithm 2 synthesises the maximal safety controller.

Algorithm 1: Classical Safety Controller Synthesis

Input: $\Sigma = (Q, U, F)$ and a safe set $Q_S$
Output: Maximal Safety Controller $\bar{C}$

begin
1 for $q \in Q$ do $C(q) = \{u \in \text{Enab}_F(q) \mid F(q, u) \subseteq Q_S\}$;
repeat
3 $Q_C := \text{Dom}(C)$;
4 for $q \in Q_C$ do $C(q) := \{u \in C(q) \mid F(q, u) \subseteq Q_C\}$;
until fixed point for map $C$ is reached;
return $C$;

Algorithm 2: Lazy Controller Synthesis

Input: $\Sigma = (Q, U, F)$, a safe set $Q_S$, and a function $I : Q \times 2^Q \rightarrow \{\text{True}, \text{False}\}$
Output: A controller $C$

begin
1 for $q \in Q$ do $C(q) = \{u \in \text{Enab}_F(q) \mid F(q, u) \subseteq Q_S\}$;
repeat
3 $Q_C := \text{Dom}(C)$;
4 for $q \in Q_C$ such that $I(q, Q_C)$ is false do $C(q) := \{u \in C(q) \mid F(q, u) \subseteq Q_C\}$;
until fixed point on map $C$ is reached;
return $C$;
Theorem 5. Let $C_1$ and $C_2$ be controllers computed by the Algorithm 1 and Algorithm 2 correspondingly. Then

1. In general case for all $q \in Q$, $C_1(q) \subseteq C_2(q)$.
2. If at every iteration of the loop 4-8 of the Algorithm 2, for all $q \in Q$ such that $I(q, Q_C)$ is True the inclusion $F(q, u) \subseteq Q_C$ is satisfied for all $u \in U$, then $C_1$ coincides with $C_2$.

The proof of this result can be found in the Appendix.

3. ABSTRACTION BASED CONTROLLER SYNTHESIS

3.1 Problem Statement

A control system $\Sigma = (T, \mathbb{R}^{n_x}, U, W, f)$ consists of a time domain $T = [0, +\infty)$, a state space $\mathbb{R}^{n_x}$, a compact set $U \subseteq \mathbb{R}^{n_u}$, a compact set $W \subseteq \mathbb{R}^{n_w}$, and a non-linear function $f: \mathbb{R}^{n_x} \times U \times W \to \mathbb{R}^{n_x}$, such that for any control $u(\cdot) \in L^\infty(T, U)$, any disturbance $w(\cdot) \in L^\infty(T, W)$ and any initial condition $x(0) \in \mathbb{R}^{n_x}$ there exists a unique solution $x(t | x(0), u(\cdot), w(\cdot))$, $t \in T$ of the following differential equation

$$x(t) = f(x(t), u(t), w(t))$$

in the sense of Carathéodory. The notation $L^\infty(T, S)$ is used for the space of functions $s(\cdot)$, measurable on $T$, such that $s(t) \in S$, $t \in T$ almost everywhere.

In this paper, we look for admissible safety controllers, which keep all trajectories of the closed-loop system inside a safety set $S$. Here the controller is said to be admissible if it is robust against any measurable bounded disturbance $w(\cdot) \in L^\infty(T, W)$ and a solution of the closed-loop system exists.

To synthesize a desirable controller, we use an abstraction-based approach. For the original system, we create a finite-state abstraction (also known as a symbolic model) in such a manner that a controller synthesized for the abstraction can be refined to a controller for $\Sigma = (T, \mathbb{R}^{n_x}, U, W, f)$.

3.2 Symbolic Model with Adaptive Time Sampling

This section we construct a finite transition system $\Sigma_A = (Q_A, U_A, F_A)$, which mimics the dynamic of the original plant $\Sigma = (T, \mathbb{R}^{n_x}, U, W, f)$.

First, we introduce a finite partitioning $Q_S = \{q_1, \ldots, q_n\}$ on an internal approximation $S$ of the safety set $Y$ such that $S = \cup_{i=1}^n q_i$, $q_i \cap q_j = \emptyset$ for all $i \neq j$ and define $Q_A$, as follows $Q_A = Q_S \cup \{q_{us}\}$, where $q_{us} = \mathbb{R}^{n_x} \setminus S$ is an unsafe state. Let us remark that, depending on the context, a symbol $q$ represents an abstract state or a subset of the space $\mathbb{R}^{n_x}$ corresponding to this abstract state. We will use this duality in notation through the paper for the union of discrete states as well.

Let us formally define a neighborhood of a state $q \in Q_A$, as follows,

$$N_A(q) = \{q' \in Q_A \setminus \{q\} \mid cl(q) \cap q' \neq \emptyset \text{ or } q \cap cl(q') \neq \emptyset\}.$$

Here $cl(q)$ is a closure of a set $q \subseteq \mathbb{R}^{n_x}$.

Then for every $q \in Q_S$ we consider a finite set $U_S(q) = \{u_1, \ldots, u_m\} \subseteq U$ and define for every $u \in U_S(q)$ a set of all reachable set

$$\text{Reach}(t | q, u(\cdot)) = \{x \in \mathbb{R}^{n_x} \mid \exists x(0) \in q \text{ and } \exists w(\cdot) \in L^\infty([0, t], W) \text{ such that } x(t | x(0), u(\cdot), w(\cdot)) = x\}$$

corresponding to an initial set $q$, a constant control function $u^* : [0, t] \to u$ and all admissible disturbances $w(\cdot)$. Since exact computation of reachable set is rarely possible its over-approximation $\text{Reach}(t | q, u)$ is usually used to build symbolic models. Several methods exist for computing such over-approximations (Girard (2005), Kurzhanski and Varaiya (2014), Reissig et al. (2011), Moor and Rauh (2002), Meyer et al. (2019)), and it is always a question of compromise between their precision and a simplicity of implementation.

Choosing $U_A = \cup_{q \in Q_S} U_S(q)$ as an input set for our abstraction we then say that for every $q \in Q_A, u \in U_A$ transition $(q, u, q') \in F_A$ if and only if $q \in Q_S, u \in U_S(q)$, $q' \in Q_A$, the intersection $q' \cap \text{Reach}(\tau_{q,u} | q, u) \neq \emptyset$, and for all $t \in [0, \tau_{q,u}]$ the condition of a collision avoidance

$$\text{Reach}(t | q, u) \cap (\mathbb{R}^{n_x} \setminus Y) = \emptyset$$

is satisfied. Here, we use the adaptive time-sampling and a transition duration defined as $\tau_{q,u} = \min(\tau, \tau_{q,u} - \epsilon)$, where $\tau$ is a given parameter which determines the maximal evolution time, while $\tau_{q,u}$ is a moment of time

$$\tau_{q,u} = \inf_{t \in [0, +\infty)} \left\{ \text{Reach}(t | q, u) \not\subseteq N_A(q) \right\}$$

when the over-approximation of reachable set leaves the neighborhood of $N_A(q)$. We chose $\epsilon < \tau_{q,u}$ arbitrary small to stop evolution just before leaving, while $\tau$ should be big enough since it serves only to manage situations when a solution stuck within the box. Let us remark that relation $N_A \subseteq Q_A \times Q_A$ is symmetric, i.e. for any $q, q' \in Q_A$ we have $(q, q') \in N_A$ if and only if $(q', q) \in N_A$.

Theorem 6. Let for all $q \in Q_C$ the information function

$$I_A(q, Q_C) = \begin{cases} \text{True} & \text{if } N_A(q) \subseteq Q_C \\ \text{False} & \text{if } N_A(q) \not\subseteq Q_C \end{cases}$$

Then the controller $C_2$ given by the Algorithm 2 is the maximal safety controller for transition system $\Sigma_A = (Q_A, U_A, F_A)$ and a safe set $Q_S = Q_A \setminus \{q_{us}\}$.

Proof. Indeed, $F_A(q, U_A) \subseteq N_A(q)$ for any $q \in Q_C$. Consequently, at every iteration of the loop 4-8 of the Algorithm 2, for all $q \in Q_C$ such that $I_A(q, Q_C)$ is True the inclusion $F_A(q, U_A) \subseteq Q_C$ is satisfied. Hence, from Theorem 5, $C_2$ is the maximal safety controller.

Let us remark that while using lazy synthesis algorithm it reasonable compute the abstraction on the fly. Indeed, at every iteration of Algorithm 2 only boundary states are explored, so there is no need to pre-compute the symbolic model for the internal states.

3.3 Arbitrary Time Sampling

In the last section, we have shown that a symbolic model for the original problem can be constructed in a particular way allowing us to compute the maximal safety controller with efficient Algorithm 2 instead of the classical approach. However, with the transition relation defined in section 3.2, we lost flexibility in scaling time sampling parameters independently from space sampling parameters. In this section, we consider a more general case.
Let us define a transition relation $F^*_k \subseteq Q_A \times U_A \times Q_A$ such that for every $q \in Q_A$, $u \in U_A$ a transition $(q, u, q') \in F^*_k$ if and only if $q \in Q_S$, $u \in U_S(q)$, $q' \in Q_A$, the intersection $q' \cap \text{Reach}(\tau^*_{t,u} | q, u) \neq \emptyset$, and for all $t \in [0, \tau^*_{t,u})$ the following $\text{Reach}(t | q, u) \cap (X \setminus S) = \emptyset$ is satisfied. Here we assume only that sampling parameter $\tau^*_{t,u} > 0$ and it is determined for any given $q \in Q_A$, $u \in U_A$. Such a definition doesn’t put any requirements on a choice of time-sampling parameters and allows us to handle fixed (Nilson et al. [2017]), multi-scale (Hsu et al. [2018]; Girard et al. [2016]) or adaptive time-samplings (Ivanova and Girard [2020]) in a unified way. The sampling procedure described in previous section is also obviously incorporated.

It is clear that if we synthesize a controller $C_2$ for the abstraction $\Sigma^*_A = (Q_A, U_A, F^*_A)$, the safety set $Q_S$ and the information function $I_A(q, Q_C)$ with the Algorithm 2 there is no guarantee that $C_2$ is a safety controller. However, in the next section, we show that $C_2$ still can be refined towards a continuous time controller, which solves the original safety problem.

### 3.4 Controller Refinement

Let $C_2$ be a controller given by the Algorithm 2 for transition system $\Sigma^*_A = (Q_A, U_A, F^*_A)$ and a safe set $Q_S = Q_A \setminus \{q_{\text{out}}\}$, while the $I_A(q, Q_C)$ is defined as in (2).

For every $q \in Q_A \setminus \text{Dom}(C_2)$, we define $C^\text{dur}_2(q) = \emptyset$, while if $q \in \text{Dom}(C_2)$ and $u \in C_2(q)$, then the pair $(u, \tau^*_u, q) \in C^\text{ctrl}_2$. Hence, the controller $C^\text{ctrl}_2$ store not only safe inputs, but a real duration of safe transitions.

Let us now define a set of border points

$$Q_B = \text{cl} \{ x \in \mathbb{R}^{n_x} | \exists q \in \text{Dom}(C_2) \text{ such that } x \in q \text{ and } N_A(q) \not\subseteq \text{Dom}(C_2) \}$$

and a set of all internal points $Q_I = \text{Dom}(C_2) \setminus Q_B$ correspondingly. We then define a quantizer, associating every border point $x \in Q_B$ with a unique state of transition system $Q^\text{eq}(x) = \{ q \in \text{Dom}(C_2) | x \in q \} \{ q \in \text{Dom}(C_2) \}$.

Now we are ready to introduce a controller refinement procedure for $\Sigma = (T, \mathbb{R}^{n_x}, U, W, f)$. Let us consider the control input given for all $t \in [t_k, t_{k+1})$ by

$$\begin{cases}
  u(t) \in U & \text{if } m_k = 0 \\
  u(t) = u_k, & \text{if } m_k = 1
\end{cases}$$

where $m_k = 0, \text{ if } x(t_k) \in Q_I$ and $m_k = 1, \text{ if } x(t_k) \in Q_B$ (4)

and the sequence of instants $(t_k)$ is given by $t_0 = 0$ and

$$\begin{cases}
  t_{k+1} = \inf \{ t > t_k | Q^\text{eq}(x(t)) \in Q_B \} & \text{if } m_k = 0 \\
  t_{k+1} = t_k + \tau_k & \text{if } m_k = 1
\end{cases}$$

Theorem 7. All trajectories of closed-loop system (1)-(6) starting from a Dom(C_2) at $t = 0$ stays within a safe set $S$ for all $t \in T$.

Proof. For any initial condition $x(0) \in \text{Dom}(C_2)$ and any disturbance $w(\cdot) \in \mathcal{L}^\infty(T, W)$ the closed-loop trajectory $\dot{x}(t) = f(x(t), u(t), w(t)), t \in T$ can not leave the Dom(C_2) without passing through the set $Q_B$, and for every state in $Q_B$ there is a controller which brings us back to the Dom(C_2) $\subseteq S \subseteq Y$ (see line 7 of the Algorithm 2).

The Zeno behaviour is impossible since being in mode 0 at $t = s \in T$ we can either stay in mode 0 for all $t \in [s, +\infty)$ or switch to mode 1. If we have switched to mode 1 we spent there at least $\tau_k$ seconds before switching back to mode 0. $\Box$

Let us remark that while we stay inside the set $Q_I$ in the mode 0 we can apply any admissible closed-loop control: e.g. $u(t) = v(t, x)$ We say that a closed-loop control $v(t, x)$ is admissible if the solution of $\dot{x}(t) = f(x(t), v(t, x), w(t)), t \in T$ exists and $v(t, x) \in U$ for all $t \in T$ and $x \in \mathbb{R}^{n_x}$.

### 4. Example

As an illustrative example, let us consider the adaptive cruise control problem for two vehicles moving along a straight line (Darbha [1997], Nilsson et al. [2016]). Each vehicle is modeled as a point mass $m$ with velocity changing according to the law

$$\ddot{v}_i = \alpha(F_i, v_i) = (F_i - (f_1 + f_2 v_i + f_3 v_i^2))/m, \quad i = 1, 2$$

In equation above, $F_i$ represents a net action of braking and engine torque applied to the wheels, while the second term $(f_1 + 2f_2 v_i + f_3 v_i^2)$ describes aerodynamic and rolling resistance effects. The net force $F_i$ is viewed as a control input for the following vehicle and as a disturbance for the lead one. It is assumed that $F_i \in [a, b], \quad a = -0.3mg, \quad b = 0.2mg, \quad g$ is a gravitational constant. Such bounds are consistent with non-emergency braking and acceleration.

First, we do a feedback linearization of the model by introducing $F_{i, \text{lin}} = \alpha(F_i, v_i)$. Let us assume that the first car doesn’t violate speed restrictions $v_1 \in [0, v_{\text{max}}]$. Since for any $v_2 \in [0, v_{\text{max}}]$, zero belongs to $[\alpha(a, v_2), \alpha(b, v_2)]$ we can always choose a suitable control law to do the same for the second car.

Fig. 1. A piece of a closed-loop trajectory. Mode 0: a normal line; mode 1: a dashed line.

Fig. 2. An illustration for an adaptive cruise control problem.
Then, we chose a feedback stabilizer as a control law $F_{2,lin} = u_1 + u_2(v_1 - v_2) + u_3 e_{1,2}$. Here $u_1 \in \mathbb{R}$, $u_2, u_3 \geq 0$. The deviation $e_{1,2}$ from the desirable distance between the cars changes according to the following equation $e_{1,2} = (v_1 - v_2) - d_{des}$, where $d_{des} = h v_2 + \tau$, $h > 0$. Hence, the constant time headway spacing policy is considered (see Fig.2 for an illustration).

Finally, the system dynamic is described as follows

$$
\begin{align*}
\dot{v}_1 &= \beta(F_{1,lin}, v_1) \\
\dot{v}_2 &= \beta(u_1 + u_2(v_1 - v_2) + u_3 e_{1,2}, v_2) \\
\dot{e}_{12} &= v_1 - v_2 - h\dot{v}_2
\end{align*}
$$

where

$$
\beta(z, v) = \begin{cases} 
z, & \text{if } v \in (0, v^{max}) \\
\max(z, 0), & \text{if } v = 0 \\
\min(z, 0), & \text{if } v = v^{max}
\end{cases}
$$

Varying the new control parameters $u_1, u_2, u_3$ we want to keep the error $e_{1,2}$ in a range $[-h v_2 - \tau, e^{max}_{1,2}]$, while ensuring that $u_1 + u_2(v_1 - v_2) + u_3 e_{1,2} \in [\alpha(a, v_2), \alpha(b, v_2)]$.

To construct a symbolic model we introduce on a set $X = [0, v^{max}] \times [0, v^{max}] \times [-h v^{max}, \tau, e^{max}_{1,2}]$ a uniform Cartesian partition. Number of intervals in every direction is described by a given parameter $n_p$. Intervals on the border are flat, while internal intervals whether semi-closed from the right side or open if they are next to the right border. For example, in first direction we have $\{0\}, [0, \eta], (\eta, 2\eta], \ldots, (v^{max}, v^{max}), \{v^{max}\}$, where $\eta = v^{max}/n_p(1)$. For every state belonging to a safe set $Y$, we chose $n_p^y$ different admissible inputs $u = [u_1, u_2, u_3]$, ensuring that $F_{2,lin} \in [\alpha(a, v_2), \alpha(b, v_2)]$, and apply them, $\tau, 2\tau, 4\tau$ or $\tau/8$ seconds. While computing the symbolic model we use interval over-approximations instead reachable sets. Since the system $(7)$ is a mixed-monotone every over-approximation can be easily obtained by solving 6 differential equations ($\text{Meyer et al.} (2019)$).

Setting $n_p^x = [41, 41, 41]$, $n_p^y = 18$, $\tau = 1$ we use the Algorithm 1 and Algorithm 2 to compute a controllers $C_1$ and $C_2$ for the abstraction. In our particular example, we got that the controllable domains $\text{Dom}(C_1)$ and $\text{Dom}(C_2)$ coincide. So, both of them are represented on Fig.3(right), while Fig.3(left) illustrate the safe specification in the abstract domain. However, our approach, with run-time equals to 70.3 min, is 2.58 times faster than the classical one since it explores 19574 less states. In the Fig.4, a closed-loop trajectory simulated 500s for a given disturbance is also shown.

### 5. CONCLUSION

In this paper, we introduce a novel lazy synthesis algorithm for a finite transition system with a safety specification. The main idea is to iteratively explore only the boundary states of the controllable domain, supposing that internal states are safely controllable a priori. The

---

**Table 1. Vehicle and safety parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>1370</td>
<td>Kg</td>
<td>$v^{max}$</td>
<td>25</td>
<td>m/s</td>
</tr>
<tr>
<td>$f_0$</td>
<td>51.0799</td>
<td>N</td>
<td>$h$</td>
<td>2</td>
<td>s</td>
</tr>
<tr>
<td>$f_1$</td>
<td>0.3494</td>
<td>N/s/m</td>
<td>$e^{max}_{1,2}$</td>
<td>55</td>
<td>m</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.4161</td>
<td>N/s$^2$/m$^2$</td>
<td>$e^{max}_{1,2}$</td>
<td>55</td>
<td>m</td>
</tr>
</tbody>
</table>

---

**APPENDIX**

**Proof of Theorem 5**

**Proof.** 1) The statement can be proven by induction. Let $C_1, C_2$ be controllers before $i$ iteration of the loops 4-8 of the Algorithm 1 and Algorithm 2 correspondingly. For all $q \in Q$ from lines 2-3 we have $C_i^y(q) = \text{Enab}_F(q) = C_2^y(q)$. Let us show that if $C_1(q) \subseteq C_2(q)$, $q \in Q$ then $C_1^{-1}(q) \subseteq C_2^{-1}(q)$, $q \in Q$. For any $q \in Q$, the following two cases are possible

- $C_1(q) = \emptyset$. Then, $q \notin Q_{C_1}^{i+1} = \text{Dom}(C_1^i)$ and $C_1^{-1}(q) = C_1^i(q) = \emptyset \subseteq C_2^{-1}(q)$.

---

**Fig. 3.** Left: a safe set. Right: a controllable set.

**Fig. 4.** A closed-loop trajectory. Initial point $[20, 15, 5]$ worst-case complexity of the proposed algorithm coincides with the complexity of the classical brute-force exploration ($\text{Tabuada} (2009)$), but, our approach is more efficient in practice. Indeed, if a controllable domain for the abstract controller is non-empty then we have a computational gain since we don’t explore internal states. Moreover, real-time implementation of a closed-loop controller for the original continuous system is more memory efficient since the information for the internal states is not stored.
\[ C_1(q) \neq \emptyset. \] Since \( C_1(q) \subseteq C_2(q) \) we have \( C_2(q) \neq \emptyset. \) Then \( q \in Q_{C_1}^+ = \text{Dom}(C_1) \) and from line 7 it follows
\[ C_1^{i+1}(q) := \{ u \in C_1(q) \mid F(q,u) \subseteq Q_{C_1}^+ \}. \]
and, as a consequence, \( C_1^{i+1}(q) \supseteq C_2^{i+1}(q) \). Moreover, if \( I(q,Q_{C_1}^+) = \text{true} \) then \( C_1^{i+1}(q) = C_2^{i+1}(q) \) and we get \( C_2^{i+1}(q) \supseteq C_1^{i+1}(q) \). Since \( C_2^{i+1}(q) \supseteq C_1^{i+1}(q) \). If \( I(q,Q_{C_1}^+) \) is false then from line 7 of the Algorithm 2 it follows
\[ C_2^{i+1}(q) := \{ u \in C_2(q) \mid F(q,u) \subseteq Q_{C_2}^+ \}. \]
Combining (8) and (9) with the fact that \( C_1(q) \subseteq C_2(q) \) and \( C_{C_1}^{i+1} = \text{Dom}(C_1) \subseteq \text{Dom}(C_2) = Q_{C_2}^+ \) we finally obtain \( C_1^{i+1}(q) \subseteq C_2^{i+1}(q) \).

2) Again \( C_0(q) = \text{Enab}_F(q) = C_2(q) \). Supposing that \( C_1(q) = C_2(q) \) for all \( q \in Q \) let us show that \( C_1^{i+1}(q) \supseteq C_2^{i+1}(q) \) for all \( q \in Q \). Since from the previous item \( C_1(q) \subseteq C_2(q) \), it is enough to prove that \( C_1^{i+1}(q) \supseteq C_2^{i+1}(q) \). Indeed, \( C_2^{i+1} = \text{Dom}(C_2) = \text{Dom}(C_1) = Q_{C_1}^+ \).

Let us, for simplicity, introduce a notation \( Q_{C_1}^{i+1} = Q_{C_1}^+ = Q_{C_1}^{i+1} \). For all \( q \in Q \) three cases are possible
\[ q \not\in Q_{C_1}^{i+1} \]
then \( C_1^{i+1}(q) = C_1(q) = C_2(q) = C_2^{i+1}(q) \).
\[ q \in Q_{C_1}^{i+1} \]
and \( I(q,Q_{C_1}^+) = \text{true} \) then \( C_2^{i+1}(q) = C_2(q) \) and \( C_1^{i+1}(q) := \{ u \in C_1(q) \mid F(q,u) \subseteq Q_{C_1}^+ \} \). For all \( q \in Q_{C_1}^+ \) such that \( I(q,Q_{C_1}^+) = \text{true} \) the inclusion \( F(q,u) \subseteq Q_{C_1}^+ \) is satisfied, consequently, \( C_1^{i+1}(q) = C_1(q) \) and \( C_2^{i+1} = C_2^{i+1} \). Hence, \( C_1^{i+1}(q) = C_2^{i+1}(q) \), since \( C_2(q) = C_2(q) \).
\[ q \in Q_{C_1}^+ \]
and \( I(q,Q_{C_1}^+) = \text{false} \) then \( C_2^{i+1}(q) := \{ u \in C_2(q) \mid F(q,u) \subseteq Q_{C_2}^+ \} \) and \( C_1^{i+1}(q) := \{ u \in C_1(q) \mid F(q,u) \subseteq Q_{C_1}^+ \} \). Remembering that \( C_2(q) = C_2(q) \) we get \( C_2^{i+1}(q) = C_1^{i+1}(q) \).

\[ \square \]
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