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ABSTRACT

Context. Recently, there has been an increased interest in the study of the generation of low-energy cosmic rays (<1 TeV) in shocks
situated on the surface of a protostar or along protostellar jets. These locally accelerated cosmic rays offer an attractive explanation
for the high levels of non-thermal emission and ionisation rates observed close to these sources.

Aims. The high ionisation rate observed in some protostellar sources is generally attributed to shock-generated UV photons. The aim
of this article is to show that when synchrotron emission and a high ionisation rate are measured in the same spatial region, a locally
shock-accelerated cosmic-ray flux is sufficient to explain both phenomena.

Methods. We assume that relativistic protons and electrons are accelerated according to the first-order Fermi acceleration mechanism,
and we calculate their emerging fluxes at the shock surface. These fluxes are used to compute the ionisation rate and the non-thermal
emission at centimetre wavelengths. We then apply our model to the star-forming region OMC-2 FIR 3/FIR 4. Using a Bayesian
analysis, we constrain the parameters of the model and estimate the spectral indices of the non-thermal radio emission, the intensity
of the magnetic field, and its degree of turbulence.

Results. We demonstrate that the local cosmic-ray acceleration model makes it possible to simultaneously explain the synchrotron
emission along the HOPS 370 jet within the FIR 3 region and the ionisation rate observed near the FIR 4 protocluster. In particular,
our model constrains the magnetic field strength (~250—-450 uG), its turbulent component (~20—40 pnG), and the jet velocity in the
shock reference frame for the three non-thermal sources of the HOPS 370 jet (between 350 km s~ and 1000kms™").

Conclusions. Beyond the modelling of the OMC-2 FIR 3/FIR 4 system, we show how the combination of continuum observations at
centimetre wavelengths and molecular transitions is a powerful new tool for the analysis of star-forming regions: These two types of
observations can be simultaneously interpreted by invoking only the presence of locally accelerated cosmic rays, without having to

resort to shock-generated UV photons.

Key words. stars: formation — cosmic rays — ISM: jets and outflows — radio continuum: ISM — acceleration of particles

1. Introduction

In recent years there has been a renewed interest in the role
of cosmic rays in the various processes of star formation (see
Padovani et al. 2020 for a comprehensive review). Observa-
tional campaigns from radio to infrared frequencies and detailed
theoretical models have shown how low-energy cosmic rays
(<1TeV) play a key role in determining the chemical compo-
sition of the interstellar medium and the dynamic evolution of
molecular clouds, from diffuse cloud scales to protostellar discs
and jets.

Thanks to more and more powerful observing facilities —
such as the Near InfraRed Spectrograph (NIRSpec) at Keck
Observatory, the InfraRed Camera and Spectrograph (IRCS) at
the Subaru Telescope, the Cryogenic high-resolution InfraRed
Echelle Spectrograph (CRIRES) at the Very Large Telescope,
the United Kingdom InfraRed Telescope (UKIRT), and the
Heterodyne Instrument for the Far Infrared (HIFI) at Herschel
— new methods have been developed to determine the influence
of cosmic rays in diffuse regions of molecular clouds. It has been
shown that the abundance of molecular ions such as H;’ OH",
and H,O" is determined by the flux of Galactic cosmic rays. It
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has been possible to constrain the ionisation rate of cosmic rays,
£, which reaches values of up to ~10713 s=! (Indriolo & McCall
2012; Porras et al. 2014; Indriolo et al. 2015; Zhao et al. 2015;
Bacalla et al. 2019). Observations of HCO*, DCO*, and CO
with the Institute for Radio Astronomy in the Millimetre
range (IRAM-30m) telescope showed that the ionisation rate
decreases at higher densities typical of starless cores (n >
10* cm~?) despite a two orders of magnitude spread (5 x 107'% <
Z/sT' < 4 x 1071%; Caselli et al. 1998; Maret & Bergin 2007;
Fuente et al. 2016). Such a spread could be due both to uncer-
tainties in the chemical models and the configuration of the mag-
netic field lines (Padovani & Galli 2011; Padovani et al. 2013;
Silsbee et al. 2018). Recently, Bovino et al. (2020) developed a
new method for the calculation of ¢ based on H,D* and other
isotopologues of HJ. This method has been applied to obser-
vations carried out with the Atacama Pathfinder EXperiment
(APEX) and IRAM-30m telescopes for a large sample of mas-
sive star-forming regions, obtaining 7x 1078 < /57! < 6x10717
(Sabatini et al. 2020).

The clear decrease in { with increasing density has been
explained in a quantitative way by theoretical models: While
propagating in a molecular cloud, cosmic rays lose energy
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due to collisions with molecular hydrogen and heavier species
(Padovani et al. 2009, 2018). However, recent observations have
estimated an unexpectedly very high ionisation rate in pro-
tostellar environments, where the Galactic cosmic-ray flux is
strongly attenuated due to the high densities. For example, in the
knot B1 along the protostellar jet of the Class 0 source L1157,
Podio et al. (2014) estimated ¢ = 3 x 107'%s7!, and in the inter-
mediate mass star-forming region OMC-2 FIR 4, three different
studies using different molecular tracers (N,H", HCO*, HC;N,
HC5N, and c-C3H,) and instruments (Herschel and the NOrthern
Extended Millimetre Array, NOEMA) estimated the same value
of { =4 X 1071451 (Ceccarelli et al. 2014; Fontani et al. 2017;
Favre et al. 2018).

Padovani et al. (2015, 2016) and Gaches & Offner (2018)
have shown that it is possible that a flux of cosmic rays suf-
ficient to explain the observational estimates of enhanced ion-
isation rates can be generated locally, in shocks along the
protostellar jet or on the surface of the protostar itself. However,
in some cases, shock-generated UV photons could explain the
overabundance of some molecular species (Karska et al. 2018).
An additional method is required to discriminate between these
two mechanisms.

A peculiar feature of cosmic rays, in particular of
the electronic component, is the synchrotron emission gen-
erated during the spiral motion of electrons around the
magnetic field lines. To date, there have been many non-
thermal emission detections in protostellar jets, both low-
mass (Ainsworth et al. 2014) and high-mass (e.g. Beltran et al.
2016; Rodriguez-Kamenetzky et al. 2017; Osorio et al. 2017;
Sanna et al. 2019), as well as in HII regions (Meng et al. 2019;
Dewangan et al. 2020a,b). These observations can be quantita-
tively explained using the models described in Padovani et al.
(2015, 2016) for cosmic-ray acceleration in protostellar shocks
and in Padovani et al. (2019) for expanding HII regions.

The idea we propose in this article, with the aim to discrimi-
nate between the presence of shock-generated cosmic rays or UV
photons, is to focus on sources where both synchrotron emission
and high ionisation rates have been observed in the same region.
In this way, the possible effect of UV photons can be ruled out
incontrovertibly.

To the best of our knowledge, the only source for which both
synchrotron detection and ionisation rate estimates have been
carried out so far is the OMC-2 FIR 3/FIR 4 system. Located
in the Orion Molecular Cloud 2 (OMC-2), at a distance of
~388 pc (Kounkel et al. 2017), the far-infrared sources FIR 3 and
FIR 4 are connected each other through a filamentary structure
(e.g. Hacar et al. 2018). FIR 3 harbours four compact continuum
sources (Tobin et al. 2019), including the intermediate-mass pro-
tostar HOPS 370, which has a bolometric luminosity of ~360 L
(Furlan et al. 2016). Six protostellar objects have been identi-
fied in the FIR 4 protocluster (e.g. Lopez-Sepulcre et al. 2013;
Tobin et al. 2019), the most luminous being HOPS 108 (~37 Le;
Furlan et al. 2014). The peculiarity of the FIR 4 source is due
to a molecular composition that is consistent with a chemistry
regulated by a high ionisation rate of up to ~107'*s~!, which,
as stated above, is likely due to a dose of energetic particles
very similar to that experienced by the protosolar nebula (see
e.g. Ceccarelli et al. 2014; Fontani et al. 2017; Favre et al. 2018,
and references therein).

In addition to the abovementioned ionisation rate estimates,
Osorio et al. (2017) detected non-thermal emission in three
knots along the jet generated by HOPS 370. Shimajiri et al.
(2008) suggested an interaction between the HOPS 370 jet and
the FIR 4 region that triggers the fragmentation of the latter into
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dusty cores as well as the formation of the cluster. This scenario
was supported by Osorio et al. (2017), who concluded that FIR 4
could fall in the path of these non-thermal knots, which are mov-
ing away from HOPS 370. While the impact of the HOPS 370
jet on HOPS 108 is still a matter of debate, Tobin et al. (2019)
found evidence for an interaction with the surrounding FIR 4
region. If so, by superimposing the map of the emission at cen-
timetre wavelengths (see Fig. 1 in Osorio et al. 2017) on that of
the molecular emission (see Fig. 1 in Fontani et al. 2017), we
can see that the three non-thermal knots fall within the region
east of FIR 4, where the ionisation rate has been estimated to
be 4 x 107'*s7! (red contours in Fig. 1 of Fontani et al. 2017).
Our intent is to show how the same locally accelerated cosmic-
ray flux is able to explain both the enhanced ionisation and the
non-thermal emission.

This paper is organised as follows: In Sect. 2 we describe
the particle acceleration model, compute the expected flux of
locally accelerated cosmic rays, and review the basic equations
used in the computation of the cosmic-ray ionisation rate and
synchrotron emission; in Sect. 3 we describe the fitting proce-
dure to compare the model predictions to the observations, and
in Sect. 4 we show the best fit; in Sect. 5 we discuss the implica-
tions of our findings and summarise the main conclusions.

2. Model

In this section we summarise the main equations for the
first-order Fermi acceleration mechanism that is invoked by
Padovani et al. (2015, 2016) to explain the generation of a
locally accelerated cosmic-ray flux in protostellar environments.
According to the Fermi mechanism, the presence of magnetic
fluctuations around a shock ensures a large pitch-angle scattering
of the thermal particles of the local medium. As a consequence,
these particles cross the shock back and forth with an average
energy gain of AE/E « v/U in each cycle (e.g. up-down-up
stream), where v is the particle speed and U is the jet velocity
in the shock reference frame. The higher the turbulent compo-
nent of the magnetic field, 6B, the more efficient the accelera-
tion process is. In the case of a parallel shock, one can show
(Pelletier et al. 2006; Shalchi 2009) that

2 7 \'! -1
6=(55) =355 (sopemer)
OB 104 500kms™!

n -0.5 B
x (106cm—3) (100 uG)'

Here, P is the fraction of ram pressure transferred to thermal
particles, n is the volume density, and k, is the upstream diffusion
coeflicient normalised to the Bohm coeflicient, which is defined
as

ey

Y8 myc?

9 2
3eB @
where e is the elementary charge, m,, is the proton mass, c is the
light speed, y is the Lorentz factor, and 8 = y~' 4/y2 — 1. The
limit k, = 1, reached as 6B approaches B, is called the Bohm

limit, and the first-order Fermi acceleration becomes effective at
its maximum degree.

KB =

2.1. Timescales

In the following we summarise the main equations needed to
compute the timescales involved in the acceleration process,
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the maximum energies reached by non-thermal particles, and
the corresponding fluxes (for full details and the derivation of
the equations, see O’C Drury et al. 1996; Padovani et al. 2015,
2016, 2019). Protons have to be accelerated before (i) they
start to lose energy because of collisions with neutrals, (ii) they
escape from the acceleration process, diffusing towards the pro-
tostar (upstream) or in the direction perpendicular to the jet (up-
and downstream), and (iii) the shock disappears. The associated
timescales characterising acceleration, energy losses, up- and
downstream escape losses, and the dynamical evolution of the
source, are, in unit of years,

_ o0+ 1) U 2 B \!
faee = 1.2 % 10 2Ky (y — 1 ( ) ,
% =D =17 (500kms) 100G
3)
o () (omevam)
toss = 10 , 4
fos 5 \106cm3/) \10-16eVem? @)
23x10* B R min(£, , €R)
Laiffu = > ( S ) 3 ) &)
keyB? \100pnG J\103AU/| 10° AU
57x103( B ¢\
tdiff.d = s 6
A B2 (100 uG)(103 AU) ©)
R U -l
ST S T ;
% 103 AU/\500km s-! @

where L is the proton energy loss function (see Sect. 3 and Fig. 1
in Padovani et al. 2018) and o is the compression ratio defined
by

(yad + 1) M52

== s 8
(Yaa — 1) MZ +2 ®)
where
U

M=~ O)
is the sonic Mach number,

—91\/ a+ )( T )kms—' (10)
Cs = 7. Yad X 10°K

is the sound speed, x = n;j/(n, + n;) is the ionisation fraction
(n; and n, are the ion and neutral volume densities, respectively),
and T is the upstream temperature. In the following, the adia-
batic index is set to y,g = 5/3. In Egs. (5) and (6), R and ¢, rep-
resent the distance from the protostar (also known as the shock
radius) and the transverse jet width, respectively. The upstream
diffusion timescale (Eq. (5)) is obtained by assuming that the
diffusion length in the upstream medium is equal to the mini-
mum between £, and a fraction of the shock radius, €R (typi-
cally € = 0.1), that is, kykg/U = min(£,, €R). Since the up- and
downstream loss timescales (Eq. (4)) differ in terms of density (n
is a factor r higher downstream) and the Coulomb component of
the energy loss function, we evaluated the mean loss timescale
by averaging it over the particle’s up- and downstream residence
times (Parizot et al. 20006):

an

O S
loss,u loss,d
1+r ’

(tioss) = (

With the exception of #4y,, each timescale is a function of the par-
ticle energy through the Lorentz factor and 8. Thus, by equating

the acceleration timescale to the shorter timescales of loss, up-
and downstream diffusion, and dynamical timescales, that is
face = MIN(Fjoss, Ldiff,u, Ldiff d> tdyn)» (12)
it is possible to calculate the maximum energy reached by a pro-
ton, Epaxp. As shown in the upper and lower panels of Fig. 1,
this maximum energy extends from non-relativistic to relativis-
tic values, depending on the assumptions on the different param-
eters (U, P,B,n,{,, and R).

More specifically, Fig. 1 shows En,yp as a function of the
jet velocity and the cosmic-ray pressure, assuming B = 100 puG,
n=10cm™, £, = 400AU, and R = 12612 AU. It is clearly a
threshold process: The central panel of the figure shows that the
higher U is, the smaller the fraction of ram pressure that needs
to be transferred to thermal particles to jump to the relativis-
tic branch is. This can be understood by noticing that the loss
timescale is independent of both U and i’: while 7, « pPly-3
(the dynamical and the upstream diffusion timescales are always
too long compared to the other timescales and never determine
the maximum energy). If P is low (below 4x10™* and 6x10~° for
U = 300 and 1000 kms~!, respectively), the maximum energy
is determined by the intersection of the acceleration and the loss
timescales. In this case, Coulomb losses keep Enaxp very low
(see the bottom panel) and the acceleration process is inefficient.
At larger P, depending on U, thermal particles are boosted up to
relativistic energies. In this case, Enmaxp can be constrained either

by pion losses (e.g. U = 300kms™" and P > 5 x 107%; see the
top right panel) or by the downstream diffusion timescale (e.g.
U > 700 kms™!; see the top left panel). In fact, for high U, fyc
rapidly decreases, intersecting fgif,d, and Epayp increases with
increasing P and U since t4igq < PU.

For application to the HOPS370 jet, the distances, R,
of the three synchrotron knots, VLA 12N, 12C, and 12§,
from HOPS 370 are about 6955 AU, 10572 AU, and 12612 AU,
respectively (Osorio et al. 2017), while the average size of the
synchrotron emitting regions is £, ~ 400 AU (Tobin et al. 2019).
As a consequence, the upstream diffusion timescale never deter-
mines the maximum energy since fgif.y/taiga =~ 4R/€, > 1.

2.2. Emerging cosmic-ray energy distribution

The energy distribution per unit density (hereafter distribution)
of shock-accelerated protons is given by

dp
M(E) = 4np” F(P) 35 (13)
where f(p) is the momentum distribution at the shock surface.
In the test-particle regime, which is valid in this study, this is a
power law,

-q
fp) = fo(p’,’,) , (14)
inj

with ¢ = 30/(0 — 1) and pjyj < p < pmax, Where piy; is the injec-
tion momentum, namely the momentum at which the emerging
flux intersects the Maxwellian distribution of thermal particles
(see Padovani et al. 2019) and pp.x directly derives from Epqy p.
The normalisation constant, fj, is

3P UV, 5, s
0=z (T) (mpO)" P (15)
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Fig. 1. Comparison of timescales and determination of the maximum
energy of protons, En.p. Central panel: En., versus the shock-

—_
N

accelerated particle pressure, P, normalised to the ram pressure for
different jet velocities, U, in units of kms™' (black labels). Solid
and dashed orange lines show values of E,, constrained by the
Coulomb and pion losses, respectively. Solid green lines show Epx
constrained by the downstream diffusion timescale. Upper and lower
panels: timescales involved in the calculation of En.y, (Egs. (3)~(7))
for three sets of U and P; B = 100 uG, n = 10®cm™3, £, = 400 AU, and
R =12612 AU.

where

(16)

j fﬁmax p4—q

= —d p
ﬁiui V p2 + 1

and piyj and pmax are the injection and maximum momenta nor-

malised to m,c (see Padovani et al. 2016).
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The electron injection process in shock acceleration is poorly
understood. Following Padovani et al. (2019), we adopted the
model of Berezhko & Ksenofontov (2000) to estimate the distri-
bution of shock-accelerated electrons, .#.. Assuming the same
energy of the injected electrons as that for protons, namely
Dinje = +/Me/MppPinjp (M is the electron mass), at relativistic
energies it follows that

(q-3)/2
Se _ (m—) . (17)
mp

The electron maximum energy, En,xe, 1S limited by synchrotron
and inverse Compton losses. However, we checked that, with a
local radiation field characterised by an energy density 0.1-10
times that of the interstellar radiation field, as implied by
the observed molecular abundance ratios (Karska et al. 2018),
inverse Compton losses are at least one order of magnitude
smaller than synchrotron losses. Therefore, Enay e is obtained by
equating the acceleration timescale (Eq. (3)) to the synchrotron
timescale, tgyy,, given by
y-1 B \?
¥ (100 HG) &
If tyn > tacc at any energy, then we set Enaxe = Emaxp- Finally,
at energies larger than E*, where the condition #,yn(E*) < fayn
is fulfilled, the slope of the electron distribution, s, is modified
from A.(E) o< E® to A(E) o< ES™! (Blumenthal & Gould 1970).
The fluxes for the HOPS 370 jet knots (number of particles
per unit energy, time, area, and solid angle) were computed from
the corresponding distributions as
Bre

]k:H k>

where k=p, e.

tyn = 2.7 % 10°

(18)

19)

2.3. lonisation rate of locally accelerated particles

Fontani et al. (2017) found an ionisation rate equal to 4 X
107571 in a region with an average radius Rj,, ~ 5000 AU
towards FIR 4. Since the angular resolution of these observa-
tions is 9.5” x 6.1”, corresponding to 3800 AU x 2440 AU at a
distance of ~400 pc, we assumed that the three radio knots are
located at the centre of the region with the enhanced ionisation
rate and that each of them contribute one-third of the total ioni-
sation rate. Ionisation by both primary and secondary electrons
is negligible, and in the following we only considered the proton
component for the calculation of the ionisation rate (see the next
section). We computed the propagation of the proton flux at the
shock, j;h, in each shell of radius r from ¢, /2 to R;,,, account-
ing for the attenuation of the flux according to the continuous
slowing-down approximation (Padovani et al. 2009). Then, the
flux in each shell is given by

L(Ep)
L(E)

.2 \°
£)2+r)

The kinetic energy of a proton decreases from E to E after pass-
ing through a column density

Jo(E.1,6) = j3(Ey) (20)

Ny = nr =R(Eo) - R(E), 21
where R is the proton range function defined as
E ’
dE
RE) = [ 1 @)
o L(E")
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The last factor on the right-hand side of Eq. (20) accounts for the
two limiting cases of diffusion (6 = 1; Aharonian 2004) or geo-
metric dilution (6 = 2). Finally, we computed the mean proton
flux averaging over the volume of the spherical shell,

4 -1 Rion
(p(E, 0)) = ( 3 Rfon) fo 4nr? jo(E, 1, 6)dr, (23)
and the corresponding ionisation rate is
s =21 [ GE.0)Tin(EVE. 4)

where o, is the ionisation cross-section for protons colliding
with molecular hydrogen (see e.g. Rudd et al. 1992).

2.4. Synchrotron emission

From the shock-accelerated electron distribution, we computed
the expected synchrotron flux density, S,, at a frequency v
assuming a Gaussian beam profile and an average size of the
synchrotron spots of L, ~ 400 AU (Tobin et al. 2019),

—— 6,0, Loyn, (25)

S
Y 41 2
where 6, is the beam full size at half maximum and €, is the
synchrotron specific emissivity,
1 00

€ = —

N(E)P(E) dE.
¥

(26)

mec?

Here, P;™(E) is the total power per unit frequency emitted at
frequency v by an electron of energy E (see e.g. Longair 2011).
We note that we did not account for the attenuation of the elec-
tron distribution. In fact, assuming that electrons are created at
the centre of a non-thermal knot, they traverse a column density
Ngyn = nLgyn/2 to reach the outer boundary of a knot. Assum-
ing an average volume density of n = 10%cm™, then Ny, =
3 x 10?! cm™2. Therefore, only electrons with energy lower than
~100keV are thermalised (see Fig. 2 in Padovani et al. 2018). As
a consequence, relativistic electrons responsible for synchrotron
emission are not attenuated.

In principle, synchrotron self-absorption could occur at low
frequencies when the emitting electrons absorb synchrotron pho-
tons (see e.g. Rybicki & Lightman 1986). We computed the opti-
cal depth, 7, = k, Lyn, where «, is the absorption coefficient per
unit length at frequency v defined by

2 . 0 | M(E)
L= —— E*— |Z= P™(E)dE,
: 8nv2£ SE[ E? ] v (B)

@7

and we found that even at the lowest observing frequency
(6 GHz), 7, < 1; as such, the flux density is straightforwardly
determined by Eq. (25).

3. Fitting the model to the synchrotron spectrum

In this section we compare the predictions of our model with
the VLA observations of Osorio et al. (2017) for the three non-
thermal knots inside the jet generated by HOPS 370, namely
VLA 12N, 12C, and 12S. The observations include the C, X, and
K bands (at 5cm, 3 c¢m, and 1.3 cm, respectively); also included
in the fit are the observations in the Ka band (at 9 mm) by
Tobin et al. (2019), as anticipated by Osorio et al. (2017). There
are five free parameters in our model for synchrotron emission

in Eq. (25): the jet velocity in the shock reference frame, U; the
fraction of ram pressure transferred to thermal particles, P; the
magnetic field strength, B; the volume density, n; and the trans-
verse jet width, €, .

Some caveats should be considered before our model is used
to interpret the observations. First, due to the lack of information
on magnetic field strength and morphology around the shock, we
assumed free-streaming propagation to compute the attenuation
of the proton flux in each shell (see Eq. (20)). However, since
charged particles propagate following a spiral path around mag-
netic field lines, the traversed effective column density can be
much larger, especially if field lines are tangled (Padovani et al.
2013). As a result, the ionisation rate computed with Eq. (24)
should be considered as an upper limit. Second, since the energy
of the electrons responsible for synchrotron emission is propor-
tional to (v/B)!/?, where B, is the strength of the magnetic field
vector projected on the plane of the sky (e.g. Longair 2011), dif-
ferent parts of the electron distribution are mapped at any given
frequency of observation, depending on the local value of B, .
Since P$™ is also a function of B, it follows that the specific
emissivity (Eq. (26)) spatially depends on the magnetic field. In
our model we had to assume a constant value for €, along the
line of sight, and the flux density computed with Eq. (25) should
be regarded as an approximation.

3.1. Bayesian method

We adopted a Bayesian method to infer the best-fit model
parameters. Such an approach is particularly helpful in our case
because the number of free parameters is commensurate with the
number of data points'. In particular, we used

P(0\D) < P(@)P(D|6) (28)

to derive the full posterior probability distribution, P(6|D), of
the parameter vector @ = (U, P, B, n, {,) given the data vector, D
(the observed synchrotron spectrum). This posterior is propor-
tional to the product of the prior, P(6), on all model parameters
(the probability of a given model being obtained without knowl-
edge of the data) and the likelihood, P(D|0), that the data are
compatible with a model generated by a particular set of param-
eters. We assumed that the data are characterised by Gaussian
uncertainties, so the likelihood of a given model is proportional
to exp(—)(z/ 2), with

2

el

i Ty,

(29)

where S‘V’ibs is the observed flux density at the ith frequency, v;;
S,, is the corresponding model flux predicted by Eq. (25); and
O'Obs is the standard deviation. The best-fit parameter vector, 0, is
evaluated by constructing the probability density function (PDF)
of a given parameter, weighting each model with the likelihood,
and normalising to ensure a total probability of unity. Specifi-
cally, this is achieved by marginalisation over other parameters:
PO\D) = f P(6,Y|D)dY, (30)
where Y is the list of parameters, excluding the parameter of
interest.

In our model, the upstream temperature is fixed at the typi-
cal value for protostellar shocks of 10* K (Frank et al. 2014), and

' This also implies that the reduced y? is the same as y°.
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Table 1. Parameters from model fitting.

Source  x? U log, P B n '
[kms] [uG]  [10%cm™]  [AU]
Ranges of uniform priors
[300,1000] [-6,-2] [10%,10%] [0.8,2]  [100,400]
Posteriors )
VLAI2N 0.09 1000*), —4.707033 24245 0.82704) 100
VLA12C 136 1000*), ~—4.857031 438+30  1.23*04 100
VLAI12S 3.03 350*3° 476082 367:221 091048 400

Notes. The temperature is fixed to 10* K and the ionisation fraction to
1. @These values correspond to the mode of the PDF and a percentile
range between 16% and 84% (i.e. a =10 spread assuming Gaussian
errors).

we assumed a completely ionised medium?, x = 1 (Araudo et al.
2007). The chemical model described in Ceccarelli et al. (2014)
constrains the density in the range 8 x 103 < n/cm™ < 2 x 10°
from the observed abundances of NoH* and HCO* towards
FIR 4. The range of velocity in high-mass protostellar jets is
expected to be between 300 and 1000 km s~! (Marti et al. 1993;
Masqué et al. 2012). Since jet velocities are one order of mag-
nitude larger than shock velocities, in the following we assumed
that U is equal to the jet velocity. In supernova remnants, the
fraction of ram pressure transferred to thermal particles, P,
is of the order of 10% (Berezhko & Ellison 1999). Since we
expect shocks in star-forming regions to be much less energetic,
we let P vary between 1076 and 1072. Finally, for the mag-
netic field strength, B, we considered a range between 100 uG
and the upper limit of ~10 mG predicted by magnetohydrody-
namic jet simulations (Hartigan et al. 2007). The relevant param-
eter ranges are uniformly sampled, and they are summarised in
Table 1. For P, B, and n, the parameter space is sampled logarith-
mically (in 77, 40, and nine intervals, respectively), while for U,
the sampling is linear (29 intervals). Although the average size
of a knot is Ly, ~ 400 AU (Tobin et al. 2019), the shock region
from which synchrotron emission arises may be smaller. There-
fore, we considered four values of £, , namely 100 AU, 200 AU,
300 AU, and 400 AU.

For each of the three VLA knots identified by Osorio et al.
(2017), the parameter space of 6 was explored through a grid
method, stepping through the ranges given by Table 1. However,
because of constraints on the ionisation rate driven by acceler-
ated particles, and the requirement of non-zero radio flux den-
sities, the calculation of y? proceeded in several steps. First, we
fixed a pair of velocity and pressure values, (U, P), and com-
puted the emerging cosmic-ray flux for every pair of (B, n).
From this flux, we then calculated the ionisation rate using all
the parameters (U, P, B, n) and considered only the pairs (B, n)
that gave a {(U, P, B, n) consistent with the observations (e.g.
Fontani et al. 2017). Finally, we required the predicted emerg-
ing synchrotron flux to be non-zero. This was accomplished
by again examining all pairs of (B, n) and retaining only those
parameter configurations of (U, P, B, n) that resulted in non-zero
synchrotron emission. This exercise resulted in about 8 x 10° dif-
ferent combinations of parameters. For these combinations, we

2 The case of an incomplete ionised medium is discussed in
Padovani et al. (2015, 2016) and in the appendix of Padovani et al.
(2019).
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calculated y? as in Eq. (29) and repeated the procedure for each
of the four values of £ .

The size of the emitting region, ¢, , was sampled somewhat
crudely because the model is not particularly sensitive to this
parameter; thus, we performed our analysis separately for the
four values of ¢, . Consequently, the marginalisation in Eq. (30)
was performed over four parameters, § = (U, P, B, n), and the
process was repeated for each value of ¢, . For each value of ¢,
we associated the lowest x? value (the highest likelihood) with
the probable best-fit £, . Using only the models with the best-fit
¢, , determined outside the marginalisation procedure, we took
as the best-fit parameter the mode of the PDF, the most probable
value in the PDF given by Eq. (30). The best-fit values for U, P,
B, n,and ¢, are reported in Table 1.

3.2. Fitting results

Figure 2 shows corner plots of the best fit obtained for £, =
100AU (y*> = 0.09) for VLA 12N. We note that the case
¢, = 200 AU is virtually indistinguishable in terms of likeli-
hood. The remaining transverse jet widths for VLA 12N give
x> = 1.36 (300 AU) and 3.84 (400 AU). Figures 3 and 4 show
analogous plots for sources VLA 12C and 128, respectively. For
VLA 12C, the best-fit £, is clearly 100 AU (,\/2 = 1.36); the
other sizes sampled have y*> = 3.81 (200 AU), 8.60 (300 AU),
and 13.45 (400 AU). For VLA 128, the best fit is £, = 400 AU
with x> = 3.03, even if £, = 300 AU has y*> = 3.06, confirm-
ing that the model is not overly sensitive to size in the broad-
brush way we have explored it. The other sizes sampled have
x?* =4.39 (100 AU) and 3.22 (200 AU). These figures also illus-
trate that some parameters in our model are mutually corre-
lated. In particular, the normalised cosmic-ray pressure, P, and
the velocity, U, are fairly tightly related, as are P and the mag-
netic field strength, B. In contrast, none of the parameters seem
to depend strongly on the density, n, as shown in the bottom
panels of the figures, although this may be a consequence of
the relatively narrow range of densities explored in our priors
because of the observational constraint given by Ceccarelli et al.
(2014). Summaries of the knots are given in the following
subsections.

3.2.1. VLA12N

The jet velocity U is large, but it is not well constrained by our
choice of parameters since the best-fit value corresponds to the
maximum of the prior, 1000 km s~L. In contrast, both P and B
are fairly well determined, both falling towards the lower end of
the range of our expectations in the choice of priors. Within the
tight range of our priors, the volume density is also somewhat
poorly constrained, although within this range the density was
fairly well determined independently by Ceccarelli et al. (2014).
The best-fit £, is 100—-200 AU, and it can clearly not be as large
as 300 AU or 400 AU, at least judging by the significantly larger
x? (corresponding to a likelihood that is four times lower). Over-
all, the fit to the synchrotron spectrum is exceedingly good, with
a very low x? value, possibly indicating that the errors in the
radio fluxes are overestimated.

3.2.2. VLA12C

The best-fit model parameters are similar to those for source
12N. Although the best-fit B field is nominally larger, the two
values are consistent within the errors.
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Fig. 2. Corner plot of the y? surface as a function of the model param-
eters for VLA 12N. The region size has been fixed externally for these
fits. We show an individual corner plot for £, = 100 AU, the best-fit
source size. The violet contours correspond to the minimum y? value.
Top panels in each column: probability density distributions for the
marginalised parameters; confidence intervals (+10) are shown as vio-
let shaded rectangular regions, and the maximum-likelihood estimate is
shown by a vertical dashed line. These values together with the upper
and lower uncertainties inferred from the confidence intervals are also
reported.

3.2.3. VLA12S

This source seems to be fundamentally different from the two
northernmost ones. The velocity U is about a factor of three lower
than in sources 12N or 12C, as if the jet were decelerating due to
an impact with a denser medium. This can be explained by not-
ing that the density of the molecular cloud impacted by the termi-
nation shock (in our case, 12S) is higher than the density in the
jet (see e.g. Torrelles et al. 1986; Rodriguez-Kamenetzky et al.
2017). This causes a deceleration of the jet as well as a decrease
in the proper motion velocity of 12S with respect to 12N and 12C
as found by Osorio et al. (2017). The 12S proper motion veloc-
ity is known, namely its bow shock velocity Uy, = 37kms™!
(Osorio et al. 2017). Assuming that the velocity we obtain for
12S (U = 350kms™!) represents the reverse shock velocity,
we can then estimate the jet velocity at the termination shock as
U + (0 — 1)Ups /o0 (see e.g. Shore 2007). Since the compression
ratio is ~4 (see Eq. (8)), the jet velocity is 378 kms~!3. The 128
region itself is also larger, with a size of £, roughly three or four
times that of sources 12N and 12C, revealing a highly collimated
jet with an opening angle of ~1.8°, consistent with the estimate
of 2° by Tobin et al. (2019).

4. Comparison with observations

Caution should be taken in interpreting VLA observations with
our model. The emissivity is a local quantity that depends on

3 More specifically, since the shock in 12S turns out to be radiative (see

Appendix A), o can be much greater than 1; as such, the jet velocity may
approach the upper limit of 387 kms™!.
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Fig. 3. Corner plot of the y? surface as a function of the model parame-
ters for the VLA source 12C. The figure is organised as in Fig. 2.
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Fig. 4. Corner plot of the y? surface as a function of the model parame-
ters for the VLA source 12S. The figure is organised as in Fig. 2.

the local electron distribution, .4¢ (Eq. (26)). Only with know-
ing the spatial distribution of both the density and the magnetic
field strength is it possible to accurately compute the attenua-
tion of the electron distribution and to rigorously determine the
flux density (see e.g. Padovani & Galli 2018). Additionally, for
a given B, the energy of cosmic-ray electrons whose emission
peaks at frequency v is

-12
Egyn = 1.47( ) GeV 31)

v \'2( B
GHZ) 100 uG
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Fig. 5. Flux density at 6 GHz obtained with the best-fit procedure for
VLA 12C plotted in the space (P, U). The hatched area shows where
the expected synchrotron emission is null since the acceleration process
is inefficient, while the two grey areas show the regions where the con-
straint given by the ionisation rate estimated by observations, {yps, is not
satisfied, namely {obs € [2, (1]

(see e.g. Longair 2011). Since the magnetic field strength is not
constant, different energy ranges of the electron distribution are
sampled when integrating along the line of sight. Due to the
uncertainty on the spatial distribution of the model parameters
(see Table 1), we are forced to assume constant values. How-
ever, for this case study the model has a double constraint, repre-
sented by the ionisation rate and the synchrotron emission. This
makes the parameter space more restricted. As shown in Fig. 5,
in addition to the region where the acceleration process is not
efficient in extracting charged particles from the thermal pool
(such that no synchrotron radiation is emitted), two big chunks
of the space parameters (U, P) are ruled out because the range
of ionisation rates expected by the model does not include the
observed value*. The extremes of the range are defined by ¢;
and {, the ionisation rates in the case of diffusion and geometri-
cal dilution, respectively (see Eq. (24)). Thus, a solution is found
only if the ionisation rate estimated from observations, {ops, falls
in the interval [{, {1]. Putting together the model estimates for
the ionisation rate and the non-thermal emission results in a pow-
erful technique for isolating the range of validity for the different
parameters.

With this in mind, in Fig. 6 we compare the flux densi-
ties observed with those expected by the model. As revealed in
advance by the low values of y?, the agreement is particularly
good for all three knots. The goodness of fit is a bit poorer for
the southern knot since the observation at 8.3 GHz deviates from
the clear negative slope traced by the detections at the other four
frequencies. The spectral indices for VLA 12N, 12C, and 128
are @ pN = —0. 95+8 842‘, Qpc = -1 91+8 8%, and Qs = 0. 36+8 8é,
respectively, in excellent agreement with those computed by
Osorio et al. (2017).

4 The ionisation rate depends on U and P since Jp o PU?; see
Egs. (13), (15), and (19).
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Fig. 6. Comparison between the observed flux densities (solid black
circles; Osorio et al. 2017; Tobin et al. 2019) and the best-fit models
(solid magenta lines) for the three knots, VLA 12N, 12C, and 12S. The
grey shaded areas encompass the models within a confidence interval
between 50% (second quartile) and 96% (20).

5. Discussion and conclusions

In this article we have presented a model showing that cos-
mic rays accelerated on the surface of a shock, in particular
along a protostellar jet, can simultaneously explain the observed
molecular abundance (through a high ionisation rate) and the
detection of non-thermal emission. Since the latter is generated
uniquely by the electronic component of cosmic rays, this allows
us to explain the observations without having to rely on shock-
generated UV photons.

We have applied the model to the star-forming region OMC-
2 FIR 3/FIR 4, the only one in which a likely co-presence of high
ionisation and synchrotron radiation has been identified to date.
In particular, assuming the interaction between the jet generated
by the protostar HOPS 370 within FIR 3 and the FIR 4 protoclus-
ter, we were able to indirectly constrain parameters such as the
jet velocity, the magnetic field intensity, and the fraction of ram
pressure transferred from the shock to the accelerated particles.

By means of Bayesian methods we found high jet veloci-
ties for the northern and central knots (650—1000kms™' and
750—1000kms~!, respectively), while in the southern knot U
decreases to 300—700kms~! as if the jet were hitting a denser
medium. The magnetic field strength is well constrained for the
three knots between ~250 uG and ~450 uG as well as the nor-
malised cosmic-ray pressure between 1.4 and 2x107> (even if for
VLA 128 the error is quite large). We found transverse widths of
the jet between 100 AU (VLA 12N and 12C) and 400 AU (VLA
12S), revealing a highly collimated jet with an opening angle
of about 1.8°, consistent with previous estimates (Tobin et al.
2019).
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From these quantities, it is also possible to evaluate the inten-
sity of the turbulent magnetic field component, 6B, using Eq. (1).
For the three knots, VLA 12N, 12C, and 12S, we find B/6B
equal to 7*2%, 11%22, and 163, respectively, deviating signifi-
cantly from the Bohm regime (6B = B). From this it follows
that the magnetic field should not be completely randomised,
unlike in the Bohm regime. Consequently, polarisation observa-
tions could help confirm the non-thermal nature of this emission
since synchrotron emission is linearly polarised. The fractional
polarisation is I = (3—3@)/(5-3«) (e.g. Longair 2011), and,
according to our estimates of the spectral index, IT should be
between 67% and 81%. The values obtained with the above rela-
tion must be considered as upper limits since this relation is
only valid if the magnetic field direction is constant along the
line of sight. However, we have shown that the turbulent compo-
nent of the magnetic field is not negligible, in addition to being
fundamental for the efficiency of the acceleration process. This
causes the polarisation fraction to decrease. An additional source
of depolarisation is represented by the Faraday rotation because
of the high electron density at the shock position. This effect is
even stronger at lower frequencies (Lee et al. 2019).

Despite the uncertainty regarding the spatial distribution of
the fundamental parameters of the model and its relative sim-
plicity, it is evident that the combination of measurements of
ionisation rates and synchrotron emission makes it possible to
obtain stringent constraints on the physical characteristics of
the sources. Beyond the modelling of this single protostellar
source, our study aims above all to represent an input for the
observers: Observations of co-spatial continuum emission at
centimetre wavelengths and molecular transitions can open a
new window on the study of star-forming regions. A significant
advance in the field is expected in the near future, when a pow-
erful instrument such as the Square Kilometre Array (SKA) will
complement facilities already operating at millimetre to metre
wavelengths at millimetre and centimetre wavelengths, such as
the Atacama Large Millimetre Array (ALMA), NOEMA, the
Very Large Array (VLA), the Giant Metrewave Radio Telescope
(GMRT), the LOw Frequency ARray (LOFAR), and the Karoo
Array Telescope (MeerKAT).
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Appendix A: On the adiabatic or radiative nature
of the shocks in the HOPS 370 jet

It is usually assumed that the first-order Fermi acceleration
mechanism takes place only in the presence of adiabatic shocks.
In order to establish the adiabatic or radiative nature of the
shocks in the HOPS 370 jet, we applied the criterion described
by Blondin et al. (1989). These authors compared the thermal
cooling length, d..1, with the jet half width at the shock position,
€, /2. If the ratio of these quantities, A = dco01/(€1/2), is much
larger than 1, the shock is effectively adiabatic as the shock-
heated gas does not have time to cool before leaving the working
surface. If 1 < 1, the shock is fully radiative’. Using the values
of the jet velocity in the shock reference frame, the density, and
the jet width listed in Table 1, we find that the assumption of
adiabaticity is marginally consistent only for the 12N and 12C

3 The cooling length is parameterised by Hartigan et al. (1987) and
Heathcote et al. (1998) for two different ranges of velocities.
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knots (1 = 1.16790) and 0.77*)2%, respectively), while 128 is
clearly a radiative shock (/1072 = 2.30*7%%).

However, the common assumption that the first-order Fermi
acceleration mechanism cannot occur in radiative collision-
less shocks has to be taken with caution for two reasons:
(i) radiative shocks can re-accelerate background cosmic rays
as well as previously accelerated thermal particles, as is likely
the case in evolved supernova remnants (Raymond et al. 2020);
(i) recent detections of gamma-ray emission in classical novae
by the Fermi telescope also point to the possibility that the first-
order Fermi acceleration mechanism takes place in fast radia-
tive shocks, where the acceleration timescale is shorter than any
energy-loss timescale, such as that of Coulomb losses, that may
quench the acceleration process (Metzger et al. 2015). There-
fore, at this stage, it cannot be definitely ruled out that first-order
Fermi acceleration also occurs in radiative shocks.
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