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Abstract

Accurate estimation of electrochemical impedance parameters is related to an

appropriate model and the identification method. Electrochemical Impedance

Spectroscopy (EIS) allows accurate identification meanwhile it requires a long

time to be performed. Chronopotentiometry represents an alternative for EIS

especially for low frequencies impedance identification that can be performed

faster than EIS. This paper presents a method that combines the EIS and

chronopotentiometry in order to identify the impedance parameters of an elec-

trochemical cell. An Equivalent Electric Circuit (EEC) based on Randles cir-

cuit is used to describe the impedance aspect of the electrochemical cell. This

impedance is represented through fractional systems and is identified using

Levenberg-Marquardt algorithm. The validation process is performed using

an experimental test bench made of two platinum electrodes immersed into

Ferri/Ferrocyanide solution. Results indicate high accuracy for the estimation

of the impedance parameters.
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1. Introduction

Sustainable energy is becoming very important in recent years, due to the

decrease in fossil fuel resources and for environmental purposes [1, 2]. There-

fore, renewable energy systems represent alternative production systems based

on clean energy sources. Hence, many applications are used nowadays such as:

photovoltaic, wind turbine, electric vehicles, smart grids [3–7]. These applica-

tions require storage systems in order to save the energy produced and to use

it when needed. Several kind of storage systems are used such as batteries, fuel

cells and supercapacitors.

Regarding the energy storage systems in a wide range of applications, the

need for understanding their internal aspects has become a significant issue.

In order to ensure the reliability, the sustainability, the proper operation and

control of these storage systems, an accurate model emulating their internal

behaviors should be developed. The link between the electrochemical processes

and the impedance responses has been demonstrated by many researches [8–

10]. Therefore the Equivalent Electrical Circuit (EEC) is known as a common,

accurate and parsimonious method for the electrochemical impedance modeling.

The EEC is constructed from resistors, capacitors and voltage sources. The

most common circuit models that exist in literature can be summarized as:

Internal resistance, Thevenin, Double Polarization and Randles circuits [11–14].

In this paper, Randles circuit will be considered. It is constructed from three

components connected in series: the electrolyte and connection resistor, the

charge transfer impedance and the diffusion impedance.

Impedances generated by the different elements of such circuits act on var-

ious frequency regions. To identify the global impedance, electrochemists use

generally Electrochemical Impedance Spectroscopy (EIS) measurements. EIS

represents the impedance response of an electrochemical system to an applied

sinusoidal voltage or current [15, 16]. The frequency of the sinusoidal signal

spans slowly from the lowest to the highest, which allows plotting the impedance

Nyquist diagram. The electrochemical system is excited using a small amplitude
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input signal in order to keep the system in a linear region.

One of the drawback of EIS remains the long time needed and sometimes the

impossibility to measure the low frequency values, which makes it complex to be

used in real time application [17]. Moreover, the frequency distribution between

charge transfer and diffusion impedances could be considerably separated ac-

cording to the type of storage system. As a result, the diffusion impedance could

be more or less incomplete and becomes impossible to identify. To complete the

spectrum in the lower frequencies obtained by EIS, chronopotentiometry mea-

surements could be advantageously used for diffusion impedance identification

[18–20]. It consists of measuring the voltage response in time domain after

applying an input current excitation on the electrochemical impedance.

Thus, a combination between EIS and chronopotentiometry methods allows

the simultaneous use of their advantages in high and low frequencies respec-

tively. The objective of this paper is to present an identification method able

to determine properly the diffusion impedance parameters using chronopoten-

tiometry and the remaining impedance parameters using EIS. This method uses

fractional models in order to identify charge transfer and diffusion impedances.

It is validated using an electrochemical cell composed of two platinum electrodes

immersed into Ferri/Ferrocyanide solution.

This paper is organized as follows: section two represents the electrical model

used to describe the impedance of the electrochemical cell. Section 3 describes

the impedance behavior using fractional systems modeling. Section 4 gives a

detailed description of the proposed identification method. Section 5 presents

the experimental results of the introduced method. Finally section 6 concludes

this paper and gives some perspectives for future works.

2. Electrochemical impedance modeling

The general pattern of the impedance spectrum obtained from the experi-

mental cell using spectroscopic measurement is shown in figure 1. The overall

impedance spectrum is made of three well separated frequency domains.
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Figure 1: Nyquist diagram of the overall electrochemical impedance model

In the high frequency part, the intersection point between the impedance

curve and the real axis represents the electrolyte and connection resistor Rext.

The charge transfer process dynamics is described by Zct(s) impedance and

is generally made of a resistance Rct in parallel with a Constant Phase Element

(CPE) which consists in a non integer order impedance [21]:

CPE(s) =
1

Qsα
(1)

where α is a real number between 0 and 1 and Q is a constant expressed in

F.cm−2.sα−1 .

Towards high frequencies, the charge transfer impedance is then written as

[22]:

Zct(s) =
Rct

1 + (τcts)α
(2)

where τct is the charge transfer time constant. It draws a semi ellipse in Nyquist

plot where the spot at the top is characterized by its real and imaginary parts

as follows:

<[Zct(jfct)] =
Rct
2

(3)

=[Zct(jfct)] = −Rct
2

sin(
π

2
α)

1 + cos(
π

2
α)

(4)

where the cutoff frequency is fct =
1

2πτct
.
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When considering α = 1, the CPE behaves as an ideal double layer capacitor

and the charge transfer is expressed as a first order system.

At lower frequencies, Nyquist plot draws with the real part axis a line of 45◦

angle and characterize Warburg area. Then it turns to an arc of circle at very

low frequencies and it intersects the real axis at Rext +Rct +Rd. Therefore, in

the low frequency spectrum, Nyquist plot is complied with a Nernst diffusion

behavior leading to the following impedance:

Zd(s) = Rd
tanh(

√
τds)√

τds
(5)

where Rd is the diffusion resistance and τd the diffusion time constant.

According to the analysis above, the equivalent electric circuit model can be

established using series connections between Rext, Zct(s) and Zd(s). Figure 2

represents this circuit model based on the simplified Randles circuit [12].

Rext

CPE(s)

Zd(s)

Rct

Figure 2: Simplified Randles circuit

The global impedance model can be represented using the following equation:

Z(s) = Rext + Zct(s) + Zd(s)

= Rext +
Rct

1 + (τcts)α
+Rd

tanh(
√
τds)√

τds

(6)

3. Fractional modeling

Fractional modeling has been used in many applications where diffusion and

long memory transient phenomena are involved such as thermal systems [23–

25], biomedical [26, 27], Industrial [28, 29], fuel cell [30], ultra-capacitors [31, 32]

and batteries [33–36].
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The key element of such modeling is the definition of a fractional integrator

In(ωb, s) which behaves as an ideal non integer nth order integrator 1/sn within

a specific frequency range [ωb;ωh]. The interest of such operator is to allow the

simulation of non integer order system in the time domain using an equivalent

continuous integer order system [37].

3.1. Fractional operator definition

The fractional operator represents an indirect method to simulate a non inte-

ger system. It is defined using Nc phase lead filters distributed in the frequency

range [ωb;ωh] [38]:

In(ωb, s) =
ω−nb
s

Nc∏
i=1

1 + s
ω′
i

1 + s
ωi

(7)

The operator behaves as a non integer order inside the frequency band

[ωb;ωh], while it behaves like a classical first order integer outside it. ωi and ω′i

represent a series of pulsation distributed recursively inside [ωb;ωh] [39]:

ωi = ζω′i , ω
′
i = ηωi , ζ =

(
ωh
ωb

)1− n
Nc , η =

(
ωh
ωb

) n

Nc (8)

Nc is the number of the phase lead filter, it is set to 15 to obtain accurate

estimation of the operator over 8 decades [40]. In time domain the operator

In(ωb, s) can be simulated using the following state-space representation [37]: ẋI = A∗IxI(t) +B∗Iu (t)

yI (t) = CTI xI(t)
(9)

with 
A∗I = M−1I AI

B∗I = M−1I BI

CTI = [0, ..., 0, 1]

(10)

MI =


1 0 · · · 0

−ζ 1
. . .

...
...

. . .
. . . 0

0 · · · −ζ 1

 AI =


0 0 · · · 0

ω1 −ω1
. . .

...
...

. . .
. . . 0

0 · · · ωNc −ωNc

 BI =


ω1−n
b

0
...

0
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3.2. Nernst diffusion impedance modeling

The hyperbolic tangent of Nernst diffusion impedance presented in figure 1

is modeled in time domain using In(ωb, s) with an order of n = 0.5 that is able

to properly simulate Warburg area of this impedance:

Zdfrac(s) =
b0I0.5(ωb, s)

1 + a0I0.5(ωb, s)
(11)

Therefore, this system is characterized using the following structural parame-

ters:

θTd = [a0, b0, ωb] (12)

ωb is an optimization parameter which realizes the adaptation of the fractional

model to the geometry of the diffusion process involved on the studied systems,

i.e. heat diffusion within a material [24] or ionic diffusion encountered in the

electrochemical cell [35].

The asymptotic behaviors at low frequency of hyperbolic tangent and dif-

fusion fractional model are compared in order to calculate the relationship be-

tween the physical and the structural parameters. These asymptotic behaviors

are given by the following equations [33]:
Zd,lf (s) = Rd(1−

τds

3
)

Zdfrac,lf (s) =
b0
a0

(1− s

a0
√
ωb

)

(13)

Consequently, the relationship between structural and physical parameters is:

Rd =
b0
a0
, τd =

3

a0
√
ωb

(14)

3.3. Charge transfer impedance modeling

The charge transfer impedance Zct(s) defined in equation (2) is expressed

in frequency domain using the operator In(ωb, s) with a fixed lower boundary

frequency value ωb = ωb0:

Zctfrac(s) =
RctIα(ωb0, s)

τct0 + Iα(ωb0, s)
(15)
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with

τct = τ
1/α
ct0 (16)

where τct0 unit is expressed in sα to allows a more simple computation of the

sensitivity functions required for the identification algorithm. The value of ωb0 is

set 6 decades below ωh. This frequency band guaranties non integer action of α

order for the charge transfer impedance identification. Therefore, the fractional

model used to identify this impedance in frequency domain is defined using the

following parameters:

θTct = [Rct, τct0, α] (17)

4. Identification method

The global impedance is written by adding the electrolyte and connection

resistor and the fractional order systems representation of the charge transfer

and the diffusion impedances presented in equations (15) and (11) respectively:

Zfrac(s) = Rext + Zctfrac(s) + Zdfrac(s) (18)

The main objective of this section is to present the methodology used to

identify the impedance parameters of the equation (18). The procedure is com-

posed of two consecutive steps. The first step estimates the diffusion parameters

in time domain. For this reason, the time signal must be filtered using low pass

filter to remove the high frequency behavior. Then, knowing Zdfrac(s), the sec-

ond step identifies Rext and the charge transfer impedance parameters θct using

EIS measurements.

Levenberg-Marquardt identification algorithm is used in order to identify

properly the impedance parameters, either in the time or in the frequency do-

mains.

4.1. Time domain characterization

The objective of the first step is the diffusion parameters identification. As

the charge transfer dynamics are much shorter compared with diffusive dynamics
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(τct << τd), it is possible to remove the charge transfer dynamics components

from the voltage response δV (t) signal by using a low pass filter with a cutoff

frequency fCL = 10 Hz. It also plays the role of an anti-aliasing filter with

respect to the sampling period Ts which can be of the same magnitude order

as τct. In addition, a high pass filter with a cutoff frequency fCH = 0.5 Hz

is used in order to avoid any slow drift that occurs during measurement and

that could bias the diffusion parameters. These two cascaded filters allow for

the extraction of information related only to diffusion phenomenon in order to

be identified accurately in the next step. For this reason, the charge transfer

impedance behaves as a pure resistor. Signals If (t) and δVf (t) are the filtered

signals of the input current and the voltage response respectively. Therefore the

electrochemical impedance is modeled using the diffusion impedance Zdfrac(s)

and an adjustment resistor Radj [41]:

Zchrono(s) =
δV (t)

I(t)
=
δVf (t)

If (t)
= Radj + Zdfrac(s) (19)

This model is identified using continuous time representation of the fractional

operator In(ωb, s) presented in equation (9) with n = 0.5. Hence, the global

state-space representation of Zchrono(s) is calculated as follows:

 ẋ = Ax(t) +Bu (t)

y (t) = CTx(t) +Du (t)
(20)

with y(t) = δVf (t) and u(t) = If (t)

A =

0 0

0 Ag

 Ag = A∗I − a0B
∗
IC

T
I

B = B∗I CT = b0C
T
I D = Radj

Therefore, this model is characterized using the following four parameters:

θT1 = [Radj , a0, b0, ωb] = [Radj , θ
T
d ] (21)
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These parameters are identified using the identification algorithm and the es-

timated vector parameters θ̂1 is then used for the identification of the remaining

impedance parameters in frequency domain.

4.2. Frequency domain characterization

In the second step, the global impedance parameters (18) is used with spec-

troscopic measurement in frequency domain. The diffusion impedance parame-

ters θ̂d has been identified in time domain via θ̂1 in the first step which allows

them to be fixed in this second step in order to only identify the parameters of

Rext and Zctfrac(s):

ZEIS(jfk) = Rext + Zctfrac(θct, jfk) + Ẑd(θ̂d, jfk) (22)

Therefore, the spectroscopic measurement can be performed using a limited

frequency band [fmin;fmax]. fmax is the higher frequency measurement and

is equal to 100 kHz. fmin is the lowest frequency spectroscopic measurement

required for accurate identification of Rext and θct. The measurement of this

spectrum which covers the middle and high frequencies can be performed quickly

without the need to wait a long time encountered during low frequencies mea-

surements. Hence the four parameters identified in the frequency domain are:

θT2 = [Rext, Rct, τct0, α] (23)

The global model in frequency domain is calculated using the following pa-

rameters:

θT = [θT2 , θ̂
T

d ] (24)

The identification algorithm estimates parameters vector θ̂2 using the spec-

troscopic measurements. Therefore, the final results is the estimated vector θ̂

includes θ̂d estimated in the time domain and θ̂2 estimated in the frequency

domain:

θ̂
T

= [θ̂
T

2 , θ̂
T

d ] (25)
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4.3. Identification algorithm

The main goal of identification whether in time or frequency domain is to

accurately estimate the physical impedance parameters. Considering the general

case of complex signals, the output error technique [42] also called Complex Non

linear Least Square (CNLS) [35, 43] is based on the minimization of a quadratic

criterion between measured and estimated values:

J(θ̂) = εHε (26)

where εH is the complex conjugate transpose of the residual vector ε given by

the following equation:

ε = Y − Ŷ (θ̂, u) (27)

Y and Ŷ (θ̂, u) are vectors of K samples for the measured yk and estimated

ŷk outputs, 1 ≤ k ≤ K.

4.3.1. Levenberg-Marquardt algorithm

In order to minimize this criterion error, non linear iterative optimization

algorithm is used. This identification algorithm known as Levenberg-Marquardt

insures robust convergence of the vector parameters presented in equation (25)

to the physical impedance parameters [44, 45].

The estimated values of θ̂ are calculated iteratively according to the following

equation:

θ̂i+1 = θ̂i −
[(
J

′′

θθ

)
θ̂i

+ λIP

]−1
J

′

θ̂i
(28)

with:

• J
′

θ̂i
= −2<

(
SHε

)
: gradient.

•
(
J

′′

θθ

)
θ̂i

= 2<
(
SHS

)
: pseudo-Hessian.

• λ : Control/monitoring parameter.

• IP : P th identity matrix.

• S = [σθ1 , . . . , σθP ] : sensitivity functions matrix of size (K × P )
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with: σθp =
∂Ŷ

∂θp
1 ≤ p ≤ P and P is the number of parameters.

The model pertinence is quantified using the FIT between measured and

estimated outputs:

FIT =

[
1−

√
εHε

(Y − Y )H(Y − Y )

]
× 100 (29)

where Y is the mean value of the K output measurements.

4.3.2. Sensitivity functions

The identification in time domain requires the calculation of the sensitivity

functions related to each parameter of θ1:

• Sensitivity relative to Radj :

σRadj (t) = u(t) (30)

• Sensitivity relative to a0:


∂ẋ(t)

∂a0
= Ag

∂x(t)

∂a0
−B∗IC

T
I x̂(t)

σa0(t) = b0C
T
I

∂x(t)

∂a0

(31)

• Sensitivity relative to b0:

σb0(t) = CTI x̂(t) (32)

• Sensitivity relative to ωb:


∂ẋ(t)

∂ωb
= Ag

∂x(t)

∂ωb
+
∂B∗I
∂ωb

u(t) +
∂Ag
∂ωb

x̂(t)

σωb(t) = b0C
T
I

∂x(t)

∂ωb

(33)

In the frequency domain the identified parameters are those related to θ2.

The sensitivity functions related to each parameter can be calculated as follows:
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• Sensitivity relative to Rext:

σRext (jf) =
∂ẐEIS(jf)

∂Rext
= 1 (34)

• Sensitivity relative to Rct:

σRct (jf) =
∂ẐEIS (jf)

∂Rct
=

Iα(ωb0, jf)

τct0 + Iα(ωb0, jf)
(35)

• Sensitivity relative to τct:

στct0 (jf) =
∂ẐEIS (jf)

∂τct0
= − RctIα(ωb0, jf)

[τct0 + Iα(ωb0, jf)]2
(36)

• Sensitivity relative to α:

σα (jf) =
∂ẐEIS (jf)

∂α
= −

Rctτct0
∂Iα(ωb0,jf)

∂α

[τct0 + Iα(ωb0, jf)]2
(37)

5. Results and discussions

The validity and accuracy of the proposed model is demonstrated using ex-

perimental data obtained from a single Rotating Disk Electrode (RDE) which

leads to a diffusion convection impedance whose expression is given by the

Nernst model (see equation (6)). By choosing a RDE, convection movements of

ionic species in the support electrolyte are well controlled [46].

Experiments are carried out using a test bench, in order to check the effi-

ciency of the proposed model by comparing the two steps estimation results to

the measurements performed on the electrochemical cell.

5.1. Test bench description

The test bench is established to execute measurement at room tempera-

ture. It is composed of an electrolyte and two electrodes. The electrolyte is a

Ferri-Ferrocyanide solution (K3Fe(CN)6 / K4Fe(CN)6) having an equimolar

proportion of 25 mol.m−3 in deionized water. In addition, potassium sulphate
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K2SO4 with a concentration of 300 mol.m−3 is used as the supporting elec-

trolyte. The working electrode whose impedance will be estimated is made of

a platinum disk embedded in Teflon support with a 2 mm diameter, and a

0.03 cm2 surface. The counter electrode which allows the current sink throw

the cell is a platinum slab of 2 cm2.

The two electrodes are the working electrode which is a platinum disk em-

bedded in Teflon support with a 2 mm diameter, for a 0.03 cm2 surface and the

counter electrode which is a platinum slab of 2 cm2. The equipment used to

perform the spectroscopy is Solartron impedance analyzer SI 1260 with a fre-

quency range of [10µHz;32 MHz], while for chronopotentiometry measurements

the equipment is Solartron Multistat 1480 that includes 16 bit ADC channels of

10000 samples/sec. The results are monitored and stored using the appropriate

equipment software. Figure 3 represents the configuration of the test bench used

to validate the proposed identification method.

Figure 3: Configuration of the experimental test bench

5.2. Identification with complete EIS measurement

This subsection represents an identification of all the parameters of θ using

only EIS measurement [22]. These identified parameters are used as reference

values in order to validate the two steps method proposed in section 4. There-

fore, this identification method includes the following parameters:

θTEIS = [Rext, Rct, τct0, α, a0, b0, ωb] (38)
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The estimated impedance Ẑfrac(θ̂EIS , jfk) fits properly the EIS measurement

as shown in figure 4-a. In addition, the absolute relative error for real and

imaginary parts is lower than 2 % as shown in figures 4-b and 4-c. The relative

error for each measurement frequency is evaluated by calculating the relative

deviation of the real and imaginary parts according to the following equations:
∆re (f) =

<[Zexp(jf)−Ẑfrac(jf,θ̂EIS)]
|Zexp(jf)| × 100

∆im (f) =
=[Zexp(jf)−Ẑfrac(jf,θ̂EIS)]

|Zexp(jf)| × 100

(39)

40 60 80 100 120 140 160 180 200 220
0

20
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60

10-1 100 101 102 103 104 105
-2

0

2

10-1 100 101 102 103 104 105
-2

0

2

100 mHz

1 Hz

10 Hz

100 Hz1 kHz
10 kHz

100 kHz

Figure 4: a- Nyquist plot of measured and estimated impedances Zexp(jfk) and

Ẑfrac(θ̂EIS , jfk). b- Relative error of the impedance real part. c- Relative error of the

impedance imaginary part.

Table 1 represents the estimated θ̂EIS using EIS measurement. θ̂EIS will

be used to check the validity of the estimated parameters using the two steps

method.

Table 1: Fractional model parameter vector θ̂EIS estimates

R̂ext (Ω) R̂ct (Ω) τ̂ct0 (µsα) α̂ â0 (s−0.5) b̂0 (Ω.s−0.5) ω̂b (rad.s−1)

41.47 35.40 469.3 0.800 2.28 338.95 13.03
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5.3. Identification in time domain

Figure 5 represents the different signals used to identify the diffusion pa-

rameters according to the procedure described in subsection 4.1. A rectangular

current pulse I(t) of 33 µA amplitude with a duration of 4 s is applied on the

electrochemical cell at 0 Volt polarization point, figure 5-a. This fast current

profile presents an interesting alternative to the long time needed to perform

EIS measurement. Furthermore, The current profile has been designed in or-

der to sensitize properly the diffusion dynamics which extend from low to high

frequency, while keeping short measurement duration (here 16 s) and quasi con-

stant polarization point. For applications dealing with batteries, this kind of

excitation current signal will be useful to ensure quasi constant state of charge.

The voltage response δV (t) is measured using Solartron Multistat 1480 equip-

ment with a sampling period of Ts = 100 µs, figure 5-b. The filtered signal of the

input current and the voltage response are used in order to calculate the esti-

mated voltage response using fractional model presented in equation (19), figure

5-c. Hence, the FIT between measured and estimated values is equal to 99.6

%. The residual between filtered and estimated measured values is presented in

the figure 5-d. As presented in the latter figure, the maximum absolute residual

value is lower than 0.02 mV which indicates the ability of fractional model to

properly describe the diffusion behavior of the electrochemical cell.

Table 2 represents the estimated diffusion parameters using fractional model.

Table 2: Fractional model parameter vector θ̂1 estimates

R̂adj (Ω) â0 (s−0.5) b̂0 (Ω.s−0.5) ω̂b (rad.s−1)

75.5 2.43 367.71 11.92

Figure 6 shows that the estimated impedance Ẑchrono(θ̂1, jfk) fits the dif-

fusion impedance part of the complete EIS measurement Zexp(jfk) performed

within the frequency band [100 mHz;100 kHz]. Furthermore, the absolute rela-

tive errors of the real and imaginary parts is lower than 2% for frequencies below

16
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Figure 5: a- Input current excitation. b- Measured voltage response. c- Filtered and estimated

voltage responses. d- Residual between measured and estimated filtered signals.

10 Hz, then it increases up to 4% for frequencies between 10 Hz and 100 Hz.

For frequencies higher than 100 Hz there is clearly a need for charge transfer

modeling that will be identified in the next subsection using EIS measurement

selected in the charge transfer dynamics frequency range.
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Figure 6: a-Nyquist plot of Zexp(jfk) and Ẑchrono(θ̂1, jfk). b-Relative error of the impedance

real part. c-Relative error of the impedance imaginary part.
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5.4. Identification in frequency domain

EIS measurement is performed using Solartron SI 1260 equipment in order

to identify θ2 parameters presented in equation (23). Hence, the measurement

frequency band is limited to high and middle frequencies which allows for fast

measurement without the need to measure the low frequency points. Hence the

highest frequency measurement is fixed at 100 kHz. EIS is carried out using

a sinusoidal current of 33 µA amplitude applied on the electrochemical cell at

0 Volt polarization point. The frequency range is between fmin and 100 kHz

and the number of measurement points is equal to 100 points/decade.

The value of fmin must be determined in such a way that EIS measurement

includes information that allows proper identification of θ2 parameters. In order

to determine the appropriate value of fmin, identification of θ2 parameters using

different values of fmin is performed.

A comparison of θ̂2 parameters identified using EIS measurements in the

frequency band [fmin;100 kHz] with R̂ext and charge transfer θ̂ct parameters

of θ̂EIS is carried out with several fmin values. Figure 7 shows the EIS mea-

surement and the relative deviation for each parameter of θ̂2 compared to their

corresponding θ̂EIS parameters identified in the frequency domain only. It can

be noticed that the absolute relative deviation for the different parameters is

lower than 5% for fmin around 100 Hz and 2 kHz. It corresponds roughly to

the charge transfer cutoff frequency fct = 2.2 kHz for the upper bound and to

the boundary between charge transfer and diffusion process for the lower band.

In the following, the fmin value is set to 1 kHz. Table 3 shows the estimated

value of θ̂2 parameters using the two steps identification method and the EIS

measurement performed within the frequency band [1 kHz;100 kHz].

Table 3: Fractional model parameter vector θ̂2 estimates

R̂ext (Ω) R̂ct (Ω) τ̂ct0 (µsα) α̂

41.40 34.91 470.7 0.800
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Figure 7: a- EIS measurements and its corresponding frequency values. b- Relative deviation

of the different θ̂2 parameters calculated according to different fmin values.

5.5. Validation of the method

The validation of the two steps method is presented in this subsection. First

a validation is performed between Ẑfrac(θ̂, jfk) obtained with the two steps

approach and the impedance value Zexp(jfk) using EIS over the complete fre-

quency band [100 mHz;100 kHz]. Then, a comparison is presented between the

estimated parameters identified using the two steps method and the estimated

parameters identified in frequency domain using complete EIS measurement.

5.5.1. Validation with EIS measurement

A validation between complete EIS measurement values and estimated values

of the two steps method is performed. Figure 8-a shows that the estimated

impedance Ẑfrac(θ̂, jf) fits the EIS measurement within the frequency range

[100 mHz;100 KHz]. Furthermore, the relative errors of the real (∆re(f)) and

imaginary (∆im(f)) parts are presented in subfigures 8-b and 8-c respectively.

The absolute relative errors are less than 3% for the two parts.

The FIT value between measured and estimated impedance values is equal

to 97.13% over the whole frequency band.
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Figure 8: a- Nyquist plot of Zexp(jfk) and Ẑfrac(θ̂, jfk). b- Relative error of the impedance

real part. c- Relative error of the impedance imaginary part

5.5.2. Parameter comparison

Table 4 represents a comparison between physical parameters estimated us-

ing the two steps method and those estimated using EIS measurement. It can

be noticed that the maximum absolute relative deviation is equal to 2 %. This

comparison indicates the ability to use the two steps method instead of the

complete EIS identification with appropriate estimation accuracy.

Table 4: Comparison between estimated parameter using the two steps method and those

estimated using complete EIS measurement.

Physical Identification values Relative

parameters two steps method Complete EIS deviation

Rext 41.40 Ω 41.47 Ω 0.18 %

Rct 34.91 Ω 35.40 Ω 1.41 %

τct 71.01 µs 72.45 µs 1.99 %

α 0.802 0.804 0.22 %

Rd 151.1 Ω 148.7 Ω −1.62 %

τd 357.0 ms 364.6 ms 2.08 %
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6. Conclusion

In this paper a two steps identification method of an electrochemical impedance

parameters is proposed. This method combines chronopotentiometry measure-

ment used for diffusion impedance estimation in the time domain and EIS mea-

surements used for charge transfer and high frequency resistor identification.

This combination benefits from the fast measurement of the chronopotentiom-

etry and from the accuracy of the EIS. Experimental results of the two steps

method demonstrate proper fitting with the measurement values. In addition,

the relevance of the estimated impedance parameters is outlined by comparing

their values to identified parameters using the complete EIS measurement.

This method can represent an accurate alternative of EIS measurement for

the diffusion behavior that required long duration. Furthermore it represents an

alternative modeling method for electrochemists to make faster studies on the

different element that impact the diffusion aspect of the electrochemical cells.

In further work, this method will be implemented for different types of elec-

trochemical cells such as Li-ion and Ni-MH batteries. Also the influence of the

different factors on the estimated impedance parameters will be studied, such

as temperature and polarization points.
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