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Abstract

We consider the effective wave motion, at spectral singularities such as corners of the Brillouin zone and Dirac
points, in periodic continua intercepted by compliant interfaces that pertain to e.g. masonry and fractured
materials. We assume the Bloch-wave form of the scalar wave equation (describing anti-plane shear waves) as a
point of departure, and we seek an asymptotic expansion about a reference point in the wavenumber-frequency
space – deploying wavenumber separation as the perturbation parameter. Using the concept of broken Sobolev
spaces to cater for the presence of kinematic discontinuities, we next define the “mean” wave motion via inner
product between the Bloch wave and an eigenfunction (at specified wavenumber and frequency) for the unit
cell of periodicity. With such projection-expansion approach, we obtain an effective field equation, for an
arbitrary dispersion branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone.
For completeness, we investigate asymptotic configurations featuring both (a) isolated, (b) repeated, and
(c) nearby eigenvalues. In the case of repeated eigenvalues, we find that the “mean” wave motion is governed
by a system of wave equations and Dirac equations, whose size is given by the eigenvalue multiplicity, and
whose structure is determined by the participating eigenfunctions, the affiliated cell functions, and the direction
of wavenumber perturbation. One of these structures is shown to describe the so-called Dirac points – apexes
of locally conical dispersion surfaces – that are relevant to the generation of topologically protected waves.
In situations featuring clusters of tightly spaced eigenvalues, the effective model is found to entail a Dirac-
like system of equations that generates “blunted” conical dispersion surfaces. We illustrate the analysis by
numerical simulations for two periodic configurations in R2 that showcase the asymptotic developments in
terms of (i) wave dispersion, (ii) forced wave motion, and (iii) frequency- and wavenumber-dependent phonon
behavior.

Keywords: waves in periodic media; dynamic homogenization; finite wavenumber; finite frequency;
discontinuous media; Dirac points

1. Introduction

The long-standing interest in developing effective continuum models of piecewise-continuous systems, such as
masonry and (geo-) materials intercepted by quasi-periodic systems of fractures, has been driven by a number
of factors – most notably the need for deeper insight into the mechanical behavior of such quintessential
material structures, and the complexity of numerical simulations due to the need of interface elements. An
early effort toward achieving this goal can be found in [26], seeking the effective anisotropic elasticity of
fractured rock – under static conditions – by decomposing its compliance tensor into that of (i) the intact
rock, and (ii) the network of fractures. In parallel a mechanistic approach to the homogenization of periodic
brickwork, that amounts to an imposition of the Hill-Mandel macro-homogeneity condition, was proposed
in [1]. For a comprehensive review of the elastostatic continuum descriptions of masonry, including enriched
models, the reader is referred to [25, 31, 13].
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In terms of dynamic masonry behavior, a Cosserat continuum description of (one- and two-dimensional)
periodic block structures was obtained in [22, 30] by converting the governing discrete equations into respective
differential equations via continuation and Taylor expansion. Thanks to the intrinsic length scale(s) featured
by the Cosserat continuum, this class of effective models were shown to capture the dispersive wave motion
in masonry-like structures at wavelengths exceeding 4-5 block sizes. Such general approach to the long-
wavelength homogenization of block structures was extended in [28], by way of energy considerations, toward
three-dimensional dynamic analysis of masonry structures. Motivated by the fact that the Cosserat continuum
is insufficient to describe the six degrees of freedom featured by diatomic masonry patterns, the latter study
was followed by a higher-order micromorphic continuum model of interlocking block structures [29]. In terms
of fractured rock masses, on the other hand, effective models for the low-frequency dispersion of waves in
poroelastic continua intercepted by a periodic system of parallel fractures were considered for instance in [6, 14].
A two-scale approach to the homogenization of periodic media – that combines asymptotic and variational
methods [27] – has been applied, up to the second order, toward numerical continuum description of masonry
structures in [3]. Like the aforementioned techniques, this approach assumes long-wavelength, low-frequency
wave motion in block structures.

Over the past two decades, however, a mathematical framework for the finite-wavenumber, finite-frequency
(FW-FF) homogenization of periodic media – near spectral singularities such as corners of the Brillouin
zone [11, 5, 32, 9, 16] – has emerged as a viable tool for an effective asymptotic description of the germane
wave phenomena that include not only dispersion, but also negative refraction, band gaps, and Dirac cones
among others. In the core of this paradigm is an understanding that the energy in periodic media is carried by
phase-delayed internal resonances (the so-called phonons) – which then implies a new definition of the mean
motion as a projection of the “rough” wavefield onto suitable eigenfunction(s) for the unit cell of periodicity.
Inherently, these eigenfunctions are computed at a particular wavenumber (inside the first Brillouin zone) and
eigenfrequency, signifying the origin of the asymptotic expansion.

In this vein, time appears ripe for developing the FW-FF continuum description of waves in periodic
block structures. As a point of departure, we consider the scalar wave equation in Rd (d > 1), and we
adopt the recent approach [16] that merges the concepts of two-scale asymptotic expansion [4] and Bloch-
wave description as natural grounds for homogenization analysis in the wavenumber-frequency space [20]. To
facilitate the application to piecewise-continuous systems, we make use of the broken periodic Sobolev spaces,
and we assume a linear contact model for the lines (or surfaces) of discontinuity – relating the displacement
jump to the surface traction. In this setting we demonstrate, assuming the reference eigenfrequency to be
simple, that the effective “masonry” model is (to the leading order) governed by an anisotropic wave equation,
whose effective elasticity tensor and mass density are computed in terms of the germane eigenfunction and the
so-called first cell function, also defined over the unit cell of periodicity. By extending such asymptotic analysis
to the next order, we obtain an enriched (fourth-order) governing equation that bears semblance to the models
of gradient elasticity, but whose coefficients are directly (and uniquely) computable from the structure of the
unit cell. For generality, we also consider the situations of repeated eigenvalues, in which case the wave motion
is governed by a system of either wave equations or Dirac equations, depending on the spectral properties
of a particular matrix whose entries depend on the participating eigenfunctions, the properties of the unit
cell, and the direction of perturbation in the wavenumber space. For generality, following [20, 16] we also
provide the homogenization ansatz for the source term (when non-trivial), and we consider a degenerate case
of closely spaced eigenvalues that is directly relevant to the phenomenon of topologically protected waves [21].
We illustrate the analytical developments by numerical simulations for two example configurations in R2 that
(i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate the occurence of band gaps
and Dirac-like dispersion structures in masonry-like discontinua.

2. Preliminaries

With reference to a Cartesian frame tied to an orthonormal vector basis ej (j = 1, d), consider the time-
harmonic wave equation

−∇·
(
G∇u

)
− ω2ρu = f in Rd\ΓR, (1)

Jtν [u]K = 0, JuK + κ−1tν [u] = 0 on ΓR (2)
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at frequency ω, where G>0 and ρ>0 are constants; f = f(x) is the source term; ΓR is a (d−1)-dimensional,
Y -periodic system of interfaces spanning Rd;

Y = {x : 0 < x·ej < `j ; j = 1, d}
is the periodicity cell; κ ∈ L∞(Γ), with Γ = ΓR ∩ Y , is a positive Y -periodic function;

tν [g ](x) = ν(x)·G∇g(x); (3)

ν is the unit normal on ΓR with arbitrary but fixed orientation, and

JgK(x) := lim
δ→0

(
g(x+ δν(x))− g(x− δν(x))

)
, x ∈ ΓR. (4)

In what follows, we conveniently assume that

|Γ ∩ ∂Y | = 0 in Rd−1.

Remark 1. When d= 2, (1) permits interpretation in the context of elasticity and anti-plane shear waves. In
this case u,G, ρ, κ and f take respectively the roles of transverse displacement, shear modulus, mass density,
specific contact stiffness, and body force. In situations when the reference elastic solid is further anisotropic,
(1)–(3) and the ensuing formulation can be generalized by replacing G with a positive definite second-order
tensor G. By letting κ → 0 ΓR becomes a traction-free crack, while κ → ∞ achieves perfect bonding on ΓR.
Alternatively, (1) also applies (in any space dimension) to linear acoustic media characterized by the bulk
modulus B and the mass density %, with the replacements ρ → B−1 and G → %−1. In that case, u takes the
role of pressure, (iω)−1ν·∇u is the normal velocity, and the limiting situation κ = 0 corresponds to ΓR behaving
as a rigid screen.

2.1. Bloch wave representation
Recalling the plane wave expansion approach [23, 24], we seek the Bloch-wave solutions of (1) i.e.

u(x) = ũ(x)eik·x, ũ : Y -periodic (5)

where ũ depends implicitly on k ∈ Rd and ω ∈ R – which are taken as fixed. Letting the source term likewise
take the Bloch-wave form f(x) = f̃(x)eik·x with f̃ ∈ L2(Y ), (1) becomes

−∇k ·
(
G∇kũ

)
− ω2ρũ = f̃ in Y,

Jtkν [ũ, ũ]K = 0, JũK + κ−1tkν [ũ, ũ] = 0 on Γ, (6)

�ũ�−j = 0, �tkn[ũ, ũ]�+j = 0 j = 1, d on ∂Y,

where ∇k = ∇+ ik; xj = x·ej ; n is the unit outward normal on ∂Y ;

tkν [g, h](x) = ν(x)·G(∇g(x) + ikh(x)), (7)

and the assumed Y -periodicity of ũ is conveniently expressed using the notation

�g�±j (x) := g(x)|xj=0 ± g(x)|xj=`j , j = 1, d.

With reference to Fig. 1 which illustrates the unit cell Y , we conveniently introduce Γ+ as an extension
of Γ such that every smooth segment of Γ+ terminates on ∂Y ; inherently, one has

JũK = 0, Jtkν [ũ, ũ]K = 0 on Γ+\Γ.
On denoting by Ym (m = 1,M) the contiguous open subdomains of Y separated by Γ+, we have

Y = ∪ Ym,
and we hereon assume that each Ym is a Lipschitz domain.

Remark 2. Throughout the remainder of this work, the conormal traces tν and tkν are continuous across Γ.
As a result, the statements Jtν [·]K = 0 and Jtkν [·, ·]K = 0 are hereon assumed implicitly. For brevity, we shall
also assume each periodicity statement � ·�±j = 0 on ∂Y to hold for j = 1, d without explicitly stating so.

Remark 3. With no additional complication, we can assume the mass density to be piecewise-constant ac-
cording to

ρ = ρm for x ∈ Ym,
which will be our premise going forward.
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Figure 1: Schematics of the periodicity cell Y = ∪Ym in R2, where Ym (m = 1,M) are contiguous open regions separated by an
extended system of compliant interfaces Γ+.

3. FW-FF homogenization near apexes of the first Brillouin zone: isolated eigenvalues

In this section, we seek an asymptotic solution of (6) assuming that the wavenumber-frequency pair (k, ω)
is in a neighborhood of a spectral singularity given by the corner (of any “quadrant”) of the first Brillouin

zone, at “elevation” λ
1/2
n corresponding to an isolated nth dispersion branch. Following [16], we conclude the

section by elucidating how such (Bloch-wave) solution could be used to obtain an effective description of the
field equation (1) featuring a point source in the physical space.

Hereon, we make use of the L2
ρ function space

L2
ρ(Y ) = {g ∈ L2(Y ) : (ρg, g) <∞},

and the broken [e.g. 8] periodic Sobolev space

H1
p (Y ) = {g ∈ L2(Y ) : g ∈ L2(Ym),∇g ∈ (L2(Ym))d, �g�−j = 0 on ∂Y, j = 1, d,m = 1,M}, (8)

where (g, h) := (g, h)Y =
∑M

m=1(g, h)Ym
denotes the inner product over Y for g, h ∈ L2(Y ). To facilitate the

treatment of vector- and tensor-valued functions, we shall also write

(g,h) =

M∑

m=1

∫

Ym

g(x) : h̄(x) dx, g ∈ (L2
p(Y ))d

q

, h ∈ (L2
p(Y ))d

r

, q, r > 0

where “:” denotes the usual product, the inner product, and the min(q, r)-tuple tensor contraction when
q = r = 0, q = r = 1, and max(q, r) > 1, respectively. We will similarly use the notation (g, h)S and its
tensorial version for inner products over surfaces S ⊂ Rd−1, with e.g. S = ∂Y , S = ∪Mm=1∂Ym, or S = Γ.

3.1. Forced motion problem and eigensystem representation

Letting φ̃ = φ̃(k)∈H1
p (Y ) and λ̃ = λ̃(k) ∈ C, we consider the eigenvalue problem

−∇k ·
(
G∇kφ̃

)
= λ̃ρφ̃ in Y,

Jφ̃K + κ−1tkν [φ̃, φ̃] = 0 on Γ, �tkn[φ̃, φ̃]�+j = 0 on ∂Y,
(9)

On introducing the operator
A(k)φ̃ = −∇k ·

(
G∇kφ̃(·)

)
,

we find by integrating by parts over Y that

(
A(k)φ̃, φ̃

)
=
(
G∇kφ̃,∇kφ̃

)
+
(
κJφ̃K, Jφ̃K

)
Γ
> C‖φ̃‖2H1

p(Y ) − c(φ̃, φ̃), (10)
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where 0<C<G and c>0 are constants independent of k. From (10), it follows (assuming some fixed c>C) that
the self-adjoint operator A(k) has a resolvent Rc(k) = (A(k) + cI)−1 that can be seen as an L2

p(Y )→ L2
p(Y )

map. Since the solution of (9) resides in H1
p (Y ), the compactness of Rc(k) follows by the compact embedding

H1
p (Y ) ↪→ L2

p(Y ) due to Rellich theorem. By the equivalence of problems A(k)φ̃ = λ̃ρφ̃ and (c+λ̃ρ)Rc(k)φ̃ = φ̃

(subject to germane boundary conditions) for φ̃ ∈ H1
p (Y ) and λ̃ ∈ R, we find that for each k there exists

eigensystem {φ̃m(k)∈H1
p (Y ), λ̃m(k)∈R} that solves (9), where {φ̃m} are complete and orthogonal in L2

ρ(Y )
as

(ρφ̃m, φ̃n) = 0 for m 6= n, (φ̃m, φ̃m) = 1. (11)

We also note that {λ̃m} are in this case (i) continuous for all k, and (ii) analytic functions of k everywhere
inside the first Brillouin zone except on subsets of measure zero where their multiplicity changes [33].

As a result, any ũ ∈ L2
ρ(Y ) can be expanded as

ũ(x) =

∞∑

m=1

α̃mφ̃m(x),

where α̃m are, for given k, constants. By virtue of (11) and the weak statement of (6), namely

−ω2
(
ρũ, φ̃m

)
+
(
ũ, A(k)φ̃m

)
=
(
f̃ , φ̃m

)
,

obtained by repeated integration by parts, we find that

ũ =

∞∑

m=1

(f̃ , φ̃m)

(ρφ̃m, φ̃m)

1

λ̃m− ω2
φ̃m, when ω2 6= λ̃m, m ∈ N+ (12)

holds in the L2
p(Y ) sense, where N+ is the set of positive integers.

Remark 4. From the above arguments, one finds that the necessary and sufficient condition for the unique
solvability of (6) is ω2 6= λ̃m, ∀m. If ω2 = λ̃n for some n, problem (6) is still solvable provided (f̃ , φ̃n) = 0,
see [20] for discussion.

3.2. Effective wave motion

Let B =
{
k : |kj | 6 π/`j , j = 1, d

}
be the first Brillouin zone, i.e. the counterpart of Y in the Fourier k-space

containing {0}. In this setting, we seek an effective description of scalar waves (1)–(2) in a “discontinuum”
Rd in terms of the Bloch wave contribution solving (6) within the first “quadrant” of B, namely

B+ =
{
k : 0 6 kj 6 π/`j , j = 1, d

}
,

whose apexes are denoted by

ka =

d∑

j=1

aj
π

`j
ej , a = (a1, a2, . . . ad), aj ∈ {0, 1}. (13)

For brevity, we will make use of the short-hand notation

λ̃an = λ̃n(ka), ωan =
(
λ̃an
)1/2

.

The analysis of B\B+, as needed, can be performed in an analogous way.
Following the recent study [16] dealing with periodic continua, we pursue this goal via the asymptotic

expansion of (6) by:

• assuming that the wave motion is localized spectrally in some neighborhood of the “apex” (ka, ωan) of B+,
and
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• specifying the effective motion, loosely speaking, in terms of the inner product (ũ, φ̃an), where φ̃an is the
eigenfunction solving (9) with k = ka and ω = ωan . For the remainder of this section, we assume that
the eigenvalue λ̃an is simple.

Remark 5. Recalling (12), we note that the above idea is motivated by the fact that the propagation of waves
along (or near) any dispersion branch of a periodic medium is carried by its internal resonances [7]. Except
when ka = 0 which signifies the origin of B, however, these internal resonances – embodied by eigenfunctions φ̃an
– represent waveforms that are neither standing nor Y -periodic. To aid the homogenization analysis, we next
introduce the factorization of germane eigenfunctions [16] and we recall the idea of multi-cell analysis [32],
that jointly facilitate the computation of effective wave motion as a projection of ũ onto a certain periodic,
standing-wave function synthesizing the internal resonances near (ka, ωan).

3.3. Projection basis

At each vertex of B+, eigenfunction φ̃an = φ̃n(ka) ∈ H1
p (Y ) satisfies

−(∇+ika)·
(
G(∇+ika)φ̃an

)
= λ̃anρ φ̃

a
n in Y,

Jφ̃anK + κ−1tk
a

ν [φ̃an, φ̃
a
n] = 0 on Γ, �tka

n [φ̃an, φ̃
a
n]�+j = 0 on ∂Y.

(14)

Letting
φ̃an(x) = ϕ̃an(x)e−ik

a·x, φ̃an ∈ H1
p (Y ) (15)

as in [16], and noting with reference to (3), (4) and (7) that

Jφ̃anK = Jϕ̃anKe−ik
a·x, tk

a

ν [φ̃an, φ̃
a
n] = tν [ϕ̃an]e−ik

a·x on Γ,

we obtain

−∇·
(
G∇ϕ̃an

)
= λ̃anρ ϕ̃

a
n in Y,

Jϕ̃anK + κ−1tν [ϕ̃an] = 0 on Γ, �ϕ̃an�
(−1)aj+1

j = 0, �tn[ϕ̃an]�(−1)aj

j = 0 on ∂Y.
(16)

Here we denote symbolically (−1)m → “−” (resp. (−1)m → “+”) for m = 1 (resp. m = 0), stating that ϕ̃an
is Y -“anti-periodic” (resp. Y -periodic) in the jth coordinate direction when aj = 1 (resp. aj = 0). Motivated
by the multi-field continuum theory for two-dimensional crystal lattices [32], we next introduce the multi-cell
domains

Ya = {x : 0 < x·ej < (1+aj)`j ; j = 1, d}, |Ya| =

d∏

j=1

(1 + aj),

and we extend the domain of ϕ̃an to Ya as

∀x′∈ Y, ∀T ⊆ 1, d =⇒ ϕ̃an(x) = (−1)
∑
j∈T aj ϕ̃an(x′), x = x′ +

∑

j∈T
aj`jej ∈ Ya. (17)

On the basis of (16) and (17), ϕ̃an ∈ H1
p (Ya) is found to satisfy

−∇·
(
G∇ϕ̃an

)
= λ̃anρ ϕ̃

a
n in Ya, (18)

Jϕ̃anK + κ−1tν [ϕ̃an] = 0 on Γa, �tn[ϕ̃an]�+a,j= 0 on ∂Ya, (19)

where Γa := ΓR ∩ Ya collects all interfaces lying in the multi-cell domain Ya and

�g�±a,j (x) = g(x)|xj=0 ± g(x)|xj=(1+aj)`j , j = 1, d.

Remark 6. We note that in directions xj where aj = 1, (18) are subject to the internal constraint ϕ̃an|xj=0 =
−ϕ̃an|xj=`j which excludes those eigenfunctions of Ya that are not “Y -antiperiodic” in the sense of (17). In
what follows, this type of constraint is implicitly assumed for all boundary value problems over Ya.
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By recalling (15) and the normalization of φ̃n that (φ̃an, φ̃
a
n) = (ϕ̃an, ϕ̃

a
n) = 1. Thanks to this result and (11),

we find that
(ρϕ̃am, ϕ̃

a
n)Ya = 0 for m 6= n, (ϕ̃an, ϕ̃

a
n)Ya = |Ya|,

where (·, ·)Ya denotes the inner product over Ya.

Lemma 1. Eigenfunctions ϕ̃an ∈ H1
p (Ya) solving (18) have constant phase, and can be taken real-valued. See

Appendix, Section 7 for proof.

Remark 7. By (18) and Lemma 1, we see that the eigenfunction φ̃an signifies a plane wave propagating the
“standing” template ϕ̃an in direction −ka. When ka = 0, φ̃an = ϕ̃an is a standing wave.

Definition 1. Following [16], we introduce the effective wave motion near vertex a of B+ as

〈ũ〉a =
1

|Ya|
(
ũ, φ̃an

)
Ya

:=
(
ũ, φ̃an

)
Ya
, n > 1, (20)

where φ̃an is extended to Ya ⊃ Y by the application of Y -periodicity. This definition is complemented by an
auxiliary smoothing operator

〈ũ〉ϕa =
1

|Ya|
(
ũ, ϕ̃an

)
Ya

:=
(
ũ, ϕ̃an

)
Ya
, n > 1. (21)

Note that (20) and (21) compute averages (with respective weights φ̃an and ϕ̃an) over: (i) a single wavelength
in the ka-direction, and (ii) dimension(s) of Y in the direction(s) perpendicular to ka.

Definition 2. Let Ym (m = 1,Ma) denote the contiguous open subregions of Ya separated by an extended
system of compliant interfaces Γ+

a , obtained by the Y -periodic replication of Γ+ over Ya. With reference to (8)
and (21), we introduce the auxiliary (broken) Sobolev spaces

H1
p (Ya) = {g∈L2(Ya) : g∈L2(Ym),∇g∈(L2(Ym))d, �g�−a,j= 0 on ∂Ya, m = 1,Ma},

H1a
p0 (Ya) = {g∈H1

p (Ya) : 〈g〉ϕa = 0}.

}
(22)

3.4. Scaling

Assuming that λ̃an is a simple eigenvalue, we describe the spectral neighborhood of (ka, ωan) by scalings

k = ka+ εk̂, ω2 = λ̃an + ε2σω̂2, ε = o(1), σ = ±1, (23)

see [16] for justification. By virtue of (6) and (23), ũ ∈ H1
p (Y ) is found to satisfy

−(λ̃an+ε2σω̂2)ρũ−
(
∇+ika+εik̂

)
·
(
G(∇+ika+εik̂)ũ

)
= f̃ in Y, (24)

JũK + κ−1tk
a+εk̂
ν [ũ, ũ] = 0 on Γ, �tka+εk̂

n [ũ, ũ]�+j = 0 on ∂Y. (25)

Remark 8. In the remainder of this work, we implicitly assume that ‖f̃‖L2(Y ) = O(1) in situations when the
source term is nont-trivial.

To aid the asymptotic analysis, we next introduce ũ ∈ H1
p (Ya) as a field satisfying (24)–(25) over Ya by

the application of Y -periodicity, and we consider the factorized ansatz [16]

ũ(x) = e−ik
a·x(ε−2ũ0(x) + ε−1ũ1(x) + ũ2(x) + εũ3(x) + · · ·

)
, (26)

which distills (24)–(25) (self-repeated over Ya) into a series in ε. On letting ũ−1 ≡ 0, we find from (25) and (26)
that for every m > 0, ũm∈H1

p (Ya) are subject to the coupled boundary condition

�tk̂n[ũm, ũm−1]�+a,j = 0 on ∂Ya. (27)

In what follows, let um denote the respective weighted averages of ũm(x). Recalling (20), (21) and (26),
we specifically seek um as

um = 〈ũm〉ϕa, m > 0,

so that
〈ũ〉a = ε−2u0 + ε−1u1 + u2 + εu3 + . . . .
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Notation. For brevity we denote by I the second-order identity tensor. In the sequel, we will also use {·} to
denote tensor averaging over all index permutations; in particular for an mth-order tensor g, we write

{g}j1,j2,...jm =
1

m!

∑

(l1,l2,...lm)∈P
gl1,l2,...lm , j1, j2, . . . jm ∈ 1, d (28)

where P denotes the set of all permutations of (j1, j2, . . . jm). Similarly, we will make use of the partial
symmetrization

{g}′j1,j2,...jm =
1

(m−1)!

∑

(l2,...lm)∈Q
gj1,l2,...lm , j1, j2, . . . jm ∈ 1, d

where Q denotes the set of all permutations of (j2, j3, . . . jm).
With the foregoing definitions, a tensorial variant of the conormal trace operator (7) can conveniently be

introduced as
tIν [g,h](x) = ν(x)·G

(
∇g(x) + {I ⊗ h(x)}′

)
,

where g and h are tensors of respective orders m > 1 and l = m− 1, and ∇g = ej ⊗ ∂g/∂xj .

3.5. Leading-order approximation

From (24)–(27), one finds that ũ0(x) is governed by the O(ε−2) system

−λ̃anρũ0 −∇·
(
G∇ũ0

)
= 0 in Ya,

Jũ0K + κ−1tν [ũ0] = 0 on Γa, �tn[ũ0]�+a,j= 0 on ∂Ya.
(29)

A comparison with (18) reveals that
ũ0(x) = u0 ϕ̃

a
n(x), (30)

where u0 is a constant to be determined.
In a similar fashion, the O(ε−1) system governing ũ1∈H1

p (Ya) can be identified as

− λ̃anρũ1 −∇·
(
G(∇ũ1 + ik̂ ũ0)

)
− ik̂ ·

(
G∇ũ0

)
= 0 in Ya,

Jũ1K + κ−1tk̂ν [ũ1, ũ0] = 0 on Γa, �tk̂n[ũ1, ũ0]�+a,j= 0 on ∂Ya.
(31)

By the linearity of the problem, we find that

ũ1(x) = u0χ
(1)(x)·ik̂ + u1 ϕ̃

a
n(x), (32)

where u1 is a constant, and χ(1)∈ (H1a
p0 (Ya))d is a vector that satisfies

λ̃anρχ
(1) +∇·

(
G(∇χ(1)+ Iϕ̃an)

)
+G∇ϕ̃an = 0 in Ya, (33)

Jχ(1)K + κ−1tIν [χ(1), ϕ̃an] = 0 on Γa, �tIn[χ(1), ϕ̃an]�+a,j= 0 on ∂Ya. (34)

Lemma 2. The “unit” cell problem (33)–(34) has a unique real-valued solution in (H1a
p0 (Ya))d. See Appendix,

Section 7 for proof.

Proceeding with the cascade of boundary value problems, we find the O(1) contribution to (24)–(25) as

−λ̃anρũ2 −∇·
(
G(∇ũ2 + ik̂ ũ1)

)
− ik̂·

(
G(∇ũ1 + ik̂ ũ0)

)
− σω̂2ρũ0 = f̃ eik

a·x in Ya, (35)

Jũ2K + κ−1tk̂ν [ũ2, ũ1] = 0 on Γa, �tk̂n[ũ2, ũ1]�+a,j= 0 on ∂Ya. (36)

To isolate the equation governing u0, one may evaluate the weighted average 〈(35)〉ϕa, namely

(
− λ̃anρũ2 −∇·

(
G(∇ũ2+ ik̂ ũ1)

)
, ϕ̃an

)
Ya

=
(
ik̂·G(∇ũ1+ ik̂ ũ0), ϕ̃an

)
Ya

+ σω̂2〈ρϕ̃an〉ϕa u0 + 〈f̃ eika·x〉ϕa. (37)
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On recalling (18) and integrating by parts, the second term on the left-hand side of (37) reduces as

−
(
∇·
(
G(∇ũ2+ ik̂ ũ1)

)
, ϕ̃an

)
Ya

=
(
G(∇ũ2+ ik̂ ũ1),∇ϕ̃an

)
Ya

+ |Ya|−1
(
tk̂ν [ũ2, ũ1] , Jϕ̃anK

)
Γa

= −
(
ũ2,∇·

(
G∇ϕ̃an

))
Ya

+
(
ik̂Gũ1 ,∇ϕ̃an

)
Ya

+ |Ya|−1
(
tk̂ν [ũ2, ũ1] , Jϕ̃anK

)
Γa
− |Ya|−1

(
Jũ2K , tν [ϕ̃an]

)
Γa

=
(
ũ2, λ̃

a
nρϕ̃

a
n

)
Ya

+
(
ik̂Gũ1 ,∇ϕ̃an

)
Ya
, (38)

thanks to the use of boundary and interfacial conditions (19) and (36). By (32) and (38), the left-hand side
of (37) becomes

(
ik̂Gũ1,∇ϕ̃an

)
Ya

= u0

(
Gχ(1) ⊗∇ϕ̃an, 1

)
Ya

: (ik̂)2 + u1

(
ik̂Gϕ̃an,∇ϕ̃an

)
Ya
,

while its right-hand side reads

u0

(
G∇χ(1), ϕ̃an

)
Ya

: (ik̂)2 + u1

(
ik̂·G∇ϕ̃an, ϕ̃an

)
Ya

+ u0

(
GIϕ̃an, ϕ̃

a
n

)
Ya

: (ik̂)2 + σω̂2〈ρϕ̃an〉ϕa u0 + 〈f̃ eika·x〉ϕa.

From the last two results and the fact that ϕ̃an is real-valued, we find the effective equation for u0

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
u0 = 〈f̃ eika·x〉ϕa, (39)

featuring the effective coefficients

ρ(0) = 〈ρϕ̃an〉ϕa, µ(0) =
〈
G{∇χ(1) + Iϕ̃an}

〉ϕ
a
−
(
G{χ(1)⊗∇ϕ̃an}, 1

)
Ya

(40)

that are real-valued by Lemma 1 and Lemma 2. We note that (i) ρ(0) 6= ρ in general due to Remark 3, and

(ii) the symmetrized expression for µ(0) (according to (28)) is due to the structure of µ(0) : (ik̂)2, which is
invariant with respect to the index permutation of µ(0).

It is perhaps not surprising to observe that the effective equation (39) and its coefficients carry the same
general structure as those describing waves in periodic continua [16], with differences being confined to the
definition of the eigenfunction ϕ̃an and the first cell function χ(1), which are in the present case discontinuous
across compliant interfaces.

3.6. First-order corrector

To expose the field equation governing u1, we introduce χ(2)∈
(
H1a
p0 (Ya)

)d×d
as the unique second-order tensor

solving

λ̃anρχ
(2) +∇·

(
G
(
∇χ(2) + {I ⊗ χ(1)}′

))
+G{∇χ(1) + Iϕ̃an} −

ρ

ρ(0)
µ(0)ϕ̃an = 0 in Ya, (41)

Jχ(2)K + κ−1tIν [χ(2),χ(1)] = 0 on Γa, �tIn[χ(2),χ(1)]�+a,j= 0 on ∂Ya. (42)

and we let η(0) ∈ H1a
p0 (Ya) be the unique function satisfying

λ̃anρη
(0) +∇·

(
G∇η(0)

)
− ρ

ρ(0)
〈f̃ eika·x〉ϕa ϕ̃an + f̃ eik

a·x = 0 in Ya, (43)

Jη(0)K + κ−1tν [η(0)] = 0 on Γa, �tn[η(0)]�+a,j= 0 on ∂Ya, (44)

see Remark 12. With such definitions, one can show that (35)–(36) is solved by

ũ2(x) = u0χ
(2)(x) : (ik̂)2 + u1χ

(1)(x) · ik̂ + u2 ϕ̃
a
n(x) + η(0)(x). (45)

Lemma 3. The cell function η(0) verifies the identity

〈G∇η(0)〉ϕa − (Gη(0),∇ϕ̃an)Ya =
〈f̃ eika·x〉ϕa

ρ(0)
ρ(1) − (f̃ eik

a·x,χ(1))Ya , (46)

where ρ(1) = 〈ρχ(1)〉ϕa. See Appendix, Section 7 for proof.
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Proceeding with the asymptotic analysis, the O(ε) problem stemming from (24)–(25) reads

−λ̃anρũ3 −∇·
(
G(∇ũ3 + ik̂ ũ2)

)
− ik̂·

(
G(∇ũ2 + ik̂ ũ1)

)
− σω̂2ρũ1 = 0 in Ya, (47)

Jũ3K + κ−1tk̂ν [ũ3, ũ2] = 0 on Γa, �tk̂n[ũ3, ũ2]�+a,j= 0 on ∂Ya. (48)

To expose the behavior of u1, it is instructive to compute the weighted average (21) of (47), i.e.
(
− λ̃anρũ3 −∇·

(
G(∇ũ3+ ik̂ ũ2)

)
, ϕ̃an

)
Ya

=
(
ik̂·
(
G(∇ũ2+ ik̂ ũ1)

)
, ϕ̃an

)
Ya

+ σω̂2〈ρũ1〉ϕa. (49)

Integrating (49) by parts “a la” the treatment of (35) and making use of (32), (36), (48), (45) and Lemma 3,
we find that

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
u1 −

(
µ(1) : (ik̂)3 + σρ(1)·ik̂ ω̂2

)
u0 =

( 〈f̃ eika·x〉ϕa
ρ(0)

ρ(1) − (f̃ eik
a·x,χ(1))Ya

)
· ik̂, (50)

where
ρ(1) = 〈ρχ(1)〉ϕa, µ(1) =

〈
G{∇χ(2) + I⊗χ(1)}

〉ϕ
a
−
(
G{χ(2) ⊗∇ϕ̃an}, 1

)
Ya
. (51)

Remark 9. Due to the fact that χ(1)∈ Rd, one finds by following the proof of Lemma 2 that χ(2)∈ Rd×d. As
a result, ρ(1)∈ Rd and µ(1)∈ Rd×d×d.

Lemma 4. The effective tensorial coefficients in (51) have the property

ρ(0)µ(1) = {ρ(1)⊗ µ(0)},
by which (50) reduces to

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
u1 = − (χ(1)f̃ eik

a·x, 1)Ya · ik̂. (52)

See Appendix, Section 7 for proof.

3.7. Second-order corrector

We next introduce χ(3) ∈
(
H1a
p0 (Ya)

)d×d×d
as the unique “zero-mean” third-order tensor solving

λ̃anρχ
(3) +∇·

(
G
(
∇χ(3)+ {I ⊗ χ(2)}′

))
+G{∇χ(2)+ I ⊗ χ(1)} − ρ

ρ(0)
{µ(0)⊗ χ(1)} = 0 in Ya, (53)

Jχ(3)K + κ−1tIν [χ(3),χ(2)] = 0 on Γa, �tIn[χ(3),χ(2)]�+a,j= 0 on ∂Ya.

and we let η(1) ∈
(
H1a
p0 (Ya)

)d
be the unique “zero-mean” vector solving

λ̃anρη
(1) +∇·

(
G(∇η(1)+ Iη(0))

)
+G∇η(0) +

ρ

ρ(0)

(
(χ(1)f̃ eik

a·x, 1)Ya ϕ̃
a
n − 〈f̃ eik

a·x〉ϕaχ(1)
)

= 0 in Ya, (54)

Jη(1)K + κ−1tIν [η(1), η(0)] = 0 on Γa, �tIn[η(1), η(0)]�+a,j= 0 on ∂Ya.

With such definitions, it can be shown that

ũ3(x) = u0χ
(3)(x) : (ik̂)3 + u1χ

(2)(x) : (ik̂)2 + u2χ
(1)(x) · ik̂ + u3 ϕ̃

a
n(x) + η(1)(x) · ik̂

solves (47)–(48). To isolate the behavior of the constant u2, we finally consider the O(ε2) contribution to (24)–
(25), namely

−λ̃anρũ4 −∇·
(
G(∇ũ4 + ik̂ ũ3)

)
− ik̂·

(
G(∇ũ3 + ik̂ ũ2)

)
− σω̂2ρũ2 = 0 in Ya, (55)

Jũ4K + κ−1tk̂ν [ũ4, ũ3] = 0 on Γa, �tk̂n[ũ4, ũ3]�+a,j= 0 on ∂Ya.

Integrating by parts the weighed equality ((55), ϕ̃an)Ya as in the treatment of (47), we obtain

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
u2 −

(
µ(2) : (ik̂)4 + σρ(2) : (ik̂)2ω̂2

)
u0 = σ〈ρη(0)〉ϕa ω̂2

+
(〈
G{∇η(1)+ Iη(0)}

〉ϕ
a
−
(
G{η(1)⊗∇ϕ̃an}, 1

)
Ya

+
1

ρ(0)

{
ρ(1)⊗ (χ(1)f̃ eik

a·x, 1)Ya
})

: (ik̂)2,

where
ρ(2) = 〈ρχ(2)〉ϕa, µ(2) =

〈
G{∇χ(3) + I⊗χ(2)}

〉ϕ
a
−
(
G{χ(3) ⊗∇ϕ̃an}, 1

)
Ya
. (56)

10



3.8. Second-order FW-FF approximation

The following theorem summarizes the asymptotic result stemming from the preceding analysis. This result
is formal, as it does not include remainder estimates. The predicted behavior for small ε is supported by
computational evidence, see Section 6.

Theorem 1. Assume that the Bloch wave function ũ solves (6) with the source term f̃ , and consider the effec-
tive wave motion 〈ũ〉a according to (20) near apex ka of the first “quadrant” (13) of the first Brillouin zone B+.
Provided that the eigenvalue λ̃an (n>1) solving (18) is simple, the second-order FW-FF approximation of 〈ũ〉a
in a neighborhood of (ka, ωan) satisfies

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
〈ũ〉a − ε2

(
µ(2) : (ik̂)4 + σρ(2) : (ik̂)2ω̂2

)
〈ũ〉a ε

= ε−2F (k̂, ω̂, ε),

where “
ε
=” signifies equality with an O(ε) residual; the coefficients of homogenization ρ(0)∈ R, µ(0)∈ Rd×d, ρ(2)∈

Rd×d and µ(2)∈ Rd×d×d×d are given by (40) and (56); and

F (k̂, ω̂, ε) = 〈f̃ eika·x〉ϕa − ε (χ(1)f̃ eik
a·x, 1)Ya ·ik̂ + ε2 〈ρη(0)〉ϕa σω̂2

+ ε2
(〈
G{∇η(1)+ Iη(0)}

〉ϕ
a
−
(
G{η(1)⊗∇ϕ̃an}, 1

)
Ya

+
1

ρ(0)

{
ρ(1)⊗ (χ(1)f̃ eik

a·x, 1)Ya
})

: (ik̂)2.

In the context of source-free wave motion (f̃ = 0), the second-order FW-FF approximation of the nth dispersion
branch near k = ka accordingly reads

λ̃an(ε)− λ̃an
ε3
=

ε2µ(0) : k̂2 − ε4µ(2) : k̂
4

ρ(0) − ε2ρ(2) : k̂
2 ,

where λ̃an(ε) := λ̃n(ka+εk̂).

Remark 10. Using the second-order approximation of λ̃an(ε) provided by Theorem 1, the affiliated approxi-
mation of 〈ũ〉a can be written as

〈ũ〉a ε
=

F (k̂, ω̂, ε)

ρ(0) − ε2ρ(2) : k̂
2

1

λ̃an(ε)− ω2
.

This approximation is inherently related to the m=n term (i.e. the contribution for given k of the dispersion
branch nearest to the prescribed frequency) in expression (12) for a general forced motion.

Remark 11. Since λ̃an(ε)−ω2 = O(ε2) while λ̃am(ε)−ω2 = O(1) for any m 6= n under the chosen scaling (23),
it is clear from (12) that the O(ε−2) and O(ε−1) contributions to ũ are entirely due to the nearest n-th branch.

Lemma 5. (a) The effective tensorial coefficient µ(2) in (56) admits the following expression, involving χ(1)

and χ(2) but not χ(3):

µ(2) =
{〈
GI⊗χ(2)

〉ϕ
a

+
1

ρ(0)
µ(0)⊗

(
ρχ(1)⊗χ(1), 1

)
Ya
−
(
GI⊗χ(1)⊗χ(1), 1

)
Ya

+
(
G∇χ(1)⊗χ(2), 1

)
Ya
−
(
Gχ(1)⊗∇χ(2), 1

)
Ya

}

(b) The effective source term F (k̂, ω̂, ε) has the following alternative expression, involving χ(1),χ(2) and η(0)

but not η(1):

F (k̂, ω̂, ε) = 〈f̃ eika·x〉ϕa − ε (χ(1)f̃ eik
a·x, 1)Ya ·ik̂ +

ε2

ρ(0)

(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
〈ρη(0)〉ϕa

+ ε2(ik̂)2 : (χ(2)f̃ eik
a·x, 1)Ya +

ε2

ρ(0)
(ik̂)2 :

((
ρχ(1)⊗χ(1), 1

)
Ya
− ρ(2)

)
〈f̃ eika·x〉ϕa

See Appendix, Section 7 for proof.

For completeness, we note that claim (a) in Lemma 5 is the counterpart for µ(2) of Lemma 4, wherein µ(1)

is evaluated without using χ(2).

Remark 12. The forcing term in (43) is the orthogonal projection of the original forcing f̃ eik
a·x onto

Span(ϕ̃am), m 6= n. Moreover, by Lemma 5, F is completely determined by χ(1),χ(2), η(0). The cell func-
tion η(0) introduced in (43), (44) therefore provides the (leading) O(1) contribution to ũ due to all non-nearest
branches.
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3.9. Effective field equation: Green’s function near the edge of a band gap

To illustrate the utility of the foregoing developments, we consider the Green’s function u solving (1) with f =
δ(x − x′) and ω such that ω − ωn(k) = O(ε2) for some n = n̂ and k = ka, whereas there exists C > 0 such
that we have |ω − ωn(k)| ≥ C for all other n and all k away from ka. In this setting, one finds that the
spectrum of u is localized in a neighborhood of (ka, ωan̂). As examined in [12, 10, 16], this allows us to take
advantage the Bloch expansion theorem [4] toward obtaining an effective model of (1).

As will be seen shortly, the featured assumption on f implies that f̃ is also of Dirac delta type, and
consequently does not belong to L2(Y ) as assumed earlier. In this section, we consequently consider such
“Dirac” f̃ as an idealization (i.e. the distributional limit) of an L2(Y ) source term with vanishing spatial
support, and we further assume (without proof) that the induced effective motion behaves properly in the
limit. For clarity of discussion, we also assume that the material properties are smooth in a neighborhood of
the source point so that the pointwise eigenfunction values there make sense.

On denoting by γa the lattice vectors of a structure with period Ya and assuming that both f and u in (1)
are square integrable over Rd, their Bloch wave companions

g̃(x;k) =
∑

γa

g(x+ γa)e−ik·(x+γa), g = u, f (57)

can be shown to satisfy (6) with Y superseded by Ya. In this setting, the Bloch expansion theorem gives

u(x) = |Ba|−1

∫

ks+Ba

ũ(x;k)eik·xdk, x ∈ Rd (58)

and similarly for f , where Ba is the first Brillouin zone corresponding to Ya and ks∈ Rd is an arbitrary shift
vector. Following [16], we conveniently let ks = ka and we denote by γ the lattice vectors of a structure
with period Y . By letting ω2 = λ̃an̂ + ε2σω̂2 for some fixed ω̂, the principal contribution to (58) derives

from a neighborhood of ka described by the scaling k = ka+ εk̂. From (57) we also find that f̃(x;k) =

δ(x−x′) e−i(ka+εk̂)·x there, whereby Theorem 1 gives

−
(
µ(0) : (iεk̂)2 + ρ(0)ε2σω̂2

)
〈ũ〉a = 〈δ(x−x′)e−iεk̂·x〉ϕa − (χ(1)(x) δ(x−x′)e−iεk̂·x, 1)Ya · iεk̂

= |Ya|−1e−iεk̂·x
′(
ϕ̃an̂(x′) − χ(1)(x′) · iεk̂

)
, (59)

upon discarding the second-order correction. For clarity, we denote the solution of (59) by 〈ũ〉a[εk̂].
By letting φ̃an̂ satisfy (14) in every γ + Y , (58) is next evaluated on the basis of (59) by: (i) applying the

local approximation
ũ(x;ka+ εk̂) ' 〈ũ〉a[εk̂] φ̃an̂(x), x ∈ Rd

uniformly for all εk̂ ∈ Ba, and (ii) extending the domain of integration in (58) to Rd, see also [12]. Specifically,
we write

u(x) ' |Ba|−1 φ̃an̂(x) eik
a·x
∫

Ba

〈ũ〉a[εk̂] eiεk̂·x d(εk̂) := ϕ̃an̂(x)Ua(x),

where ϕ̃an̂ = φ̃an̂ e
ika·x solves (18) in every γa+Ya, and

Ua(x) = |Ba|−1

∫

Ba

〈ũ〉a[εk̂] eiεk̂·x d(εk̂) ' |Ba|−1

∫

Rd
〈ũ〉a[εk̂] eiεk̂·x d(εk̂). (60)

As argued in [16], the above approximations are supported by the facts that: (i) 〈ũ〉a[εk̂] = O((ε2+ ‖εk̂‖2)−1)

for εk̂ ∈ Rd, and (ii) relative error due to approximation (60) diminishes fast with ‖x−x′‖ since the featured
phase function has no stationary points. On recalling that |Ba| = (2π)d/|Ya|, (59) and (60) demonstrate
that Ua satisfies the effective field equation

−
(
µ(0):∇2

x + ρ(0)(ω2 − λ̃an̂)
)
Ua =

[
ϕ̃an̂(x′) − χ(1)(x′) ·∇x

]
δ(x− x′) (61)

that, for d = 2, ω2 > λ̃an̂, and µ(0) = µ(0)I with µ(0) < 0, can be solved explicitly [16] in terms of modified
Bessel functions of the second kind.
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4. Repeated eigenvalues

In situations when the multiplicity, Q, of eigenvalue λ̃an = λ̃n(ka) is larger than one, the foregoing analysis
must be generalized to account for: (i) multiple free-wave solutions near the apex point (ka, ωan = (λ̃an)1/2), and
(ii) the commensurate distribution of energy (among competing eigenmodes) supplied by the source term f̃ .
To encompass both linear and parabolic dispersive behaviors near the points of juncture [16],we consider the
wavenumber-frequency perturbation

k = ka+ εk̂, ω2 = λ̃an + ε2σω̂2 + εσω̆2, ε = o(1), σ = ±1, (62)

which differs from (23) by the introduction of (alternative) linear scaling parameter σω̆2.

Remark 13. Here, ω̂ and ω̆ are designed to be used in the “either or” sense, depending on the driving frequency
(when f̃ 6= 0) or the local geometry of the germane dispersion surface (when f̃ = 0). For instance, it will be
seen shortly that for dispersion surfaces with locally parabolic (resp. conical) sections, the frequency in those
k-directions scales as ω(k)− λ̃an = ε2ω̂2 (resp. ω(k)− λ̃an = εω̆2). The idea is to enter both into the governing
equation (24), and then to identify the appropriate frequency scaling (in terms of either ω̂ = O(1) or ω̆ = O(1))
depending on the excitation and the local eigenfunction structure. For example, such framework allows us to
focus on situations where the driving frequency-wavenumber pair is o(ε) away from a given dispersion branch,
irrespective of its local (say parabolic of conical) geometry.

By way of (62), (24)–(25) become

−(λ̃an+εσω̆2+ε2σω̂2)ρũ−
(
∇+ika+εik̂

)
·
(
G(∇+ika+εik̂)ũ

)
= f̃ in Y,

JũK + κ−1tk
a+εk̂
ν [ũ, ũ] = 0 on Γ, �tka+εk̂

n [ũ, ũ]�+j = 0 on ∂Y,
(63)

and we pursue their expansion via the factorized ansatz (26) whose entries are subject to the coupled interfacial
and boundary conditions (27).

4.1. Eigenfunction basis

Let φ̃anq ∈H1
p (Y ), q = 1, Q be linearly independent eigenfunctions that are orthogonal in L2

ρ(Y ) and of unit
L2(Y ) norm, see (11), and that satisfy (14). Following the analysis in Section 3.3, we let

φ̃anq(x) = ϕ̃anq(x)e−ik
a·x, q = 1, Q

and we make use of extension (17) so that ϕ̃anq ∈ H1
p (Ya) satisfy

(ρϕ̃anq, ϕ̃
a
np)Ya = 0 for q 6= p, (ϕ̃anq, ϕ̃

a
nq)Ya = |Ya|,

and solve
−∇·

(
G∇ϕ̃anq

)
= λ̃anρ ϕ̃

a
nq in Ya,

Jϕ̃anqK + κ−1tν [ϕ̃anq] = 0 on Γa, �tn[ϕ̃anq]�+a,j= 0 on ∂Ya,
(64)

subject in addition to the internal constraint ϕ̃anq|xj=0 = −ϕ̃anq|xj=`j discussed earlier. By the argument of
Lemma 1, we find that ϕ̃anq can be taken as real-valued. This claim, however, does not hold for a generic
solution to (64) which can be written as a linear combination of ϕ̃anq with complex-valued coefficients.

With the foregoing definitions in place, we introduce the ensembles of “averaging” operators

〈ũ〉qa =
(
ũ, φ̃anq

)
Ya
, 〈ũ〉qϕa =

(
ũ, ϕ̃anq

)
Ya
, q = 1, Q, (65)

and we generalize the second of (22) as

H1a
p0 (Ya) =

{
g∈H1

p (Ya) : 〈g〉qϕa = 0, q = 1, Q
}
. (66)

Remark 14. In the sequel, we do not employ implicit summation over repeated indexes p, q, r and s. We
shall also assume 1 6 p, q, r, s 6 Q unless stated otherwise.
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4.2. Elements of the leading-order approximation

By virtue of (63) and (26)–(27), we find that ũ0 ∈ H1
p (Ya) solves the O(ε−2) system (29). A comparison

with (64) shows that

ũ0(x) =
∑

q

u0q ϕ̃
a
nq(x) (67)

where u0q∈ C (q = 1, Q) are constants to be determined.
At the next order of approximation, the O(ε−1) statement of (63) is given by

−λ̃anρũ1 − σω̆2ρũ0 −∇·
(
G(∇ũ1 + ik̂ ũ0)

)
− ik̂ ·

(
G∇ũ0

)
= 0 in Ya,

Jũ1K + κ−1tk̂ν [ũ1, ũ0] = 0 on Γa, �tk̂n[ũ1, ũ0]�+a,j= 0 on ∂Ya.
(68)

On evaluating the weighed integral 〈(68)〉pϕa , we find by following the proof of Lemma 2 that

∑

q

θ(0)

pq ·(ik̂)u0q + σω̆2ρ(0)

p u0p = 0, p = 1, Q (69)

where
ρ(0)

p =
〈
ρϕ̃anp

〉pϕ
a
, θ(0)

pq =
〈
G∇ϕ̃anq

〉pϕ
a
−
〈
G∇ϕ̃anp

〉qϕ
a
, p, q = 1, Q. (70)

Here it is useful to note as in [16] that the leading-order mean energy density of a Bloch wave ũ, averaged in
space and time [34], is given by

Ē0 = 1
2ω

2(ρũ0, ũ0) = 1
2ω

2
∑

q

ρ(0)

q u
2
0q,

whereby the decomposition (67) is energy-preserving.
To facilitate the analysis, one can recast (69) as the generalized eigenvalue problem

∑

q

Apqu0q − τ
∑

q

Dpqu0q = 0, p = 1, Q (71)

where
Apq = θ(0)

pq ·ik̂, Dpq = δpqρ
(0)

q τ = −σω̆2. (72)

Due to the facts that θ(0)

pq ∈ Rd and ρ(0)
q >0, we see that [Apq] is Hermitian skew-symmetric, and that [Dpq] is

positive definite.

Remark 15. The following statements hold: (i) every τ solving (71) is either real-valued or zero; (ii) if τ is
an eigenvalue of (71), so is −τ ; (iii) the eigenvectors corresponding to τ and −τ are complex conjugates of
each other, and (iv) the maximum rank of Apq is Q (resp. Q−1) for Q even (resp. odd). See [16] for proof.

Assumption 1. Let τr (r = 1, Q) denote the eigenvalues of (71). To provide a focus for the analysis, we
assume that the driving frequency ω (characterizing the source term) is such that |τ − τr| > C for all r and
some C > 0, where τ = −σω̆2 = −(ω2 − λ̃an)/ε. As will be seen shortly, the condition τ 6= τr (r = 1, Q) is a
sufficient condition for the well-posedness of the ensuing effective model. Later on, we will also investigate the
situations where τ − τr = O(ε) for some r.

Remark 16. In the sequel we seek, whenever possible, a non-trivial solution to (71). In principle, the latter
system of equations should be satisfied identically because u0q, when non-trivial, are also required to satisfy
higher-order equations with a source term. As it turns out, this guiding principle is consistent with the goals
stated in Remark 13 and helps us distil the frequency scaling law in (62) featuring two alternative perturbation
parameters, ω̆ and ω̂. This brings a spotlight on Apq as the lynchpin of our asymptotic analysis, and we proceed
with the underpinning expansion for several canonical situations.
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4.3. Effective model for full-rank Apq
In this case, which by Remark 15 requires Q to be even, the generalized eigenvalue problem (71) has no zero
eigenvalues. Consequently, setting ω̆ = 0 in (62) does not help turn (71) into an identity. To meet the latter
criterion, we must let u0q= 0 (q= 1, Q), by which the leading-order statement of (63) is O(ε−1); it reads

−λ̃anρũ1 −∇·
(
G(∇ũ1)

)
= 0 in Ya, (73)

Jũ1K + κ−1tν [ũ1] = 0 on Γa, �tn[ũ1]�+a,j= 0 on ∂Ya.

A general solution to this problem is given by

ũ1(x) =
∑

q

u1q ϕ̃
a
nq(x), (74)

where u1q ∈ C (q = 1, Q) are constants.
To compute u1q, we identify the O(1) statement of (63) as

−λ̃anρũ2 −∇·
(
G(∇ũ2 + ik̂ ũ1)

)
− ik̂ ·

(
G∇ũ1

)
− σω̆2ρũ1 = f̃ eik

a·x in Ya, (75)

Jũ2K + κ−1tk̂ν [ũ2, ũ1] = 0 on Γa, �tk̂n[ũ2, ũ1]�+a,j= 0 on ∂Ya.

On evaluating the weighed integral 〈(75)〉pϕa (p = 1, Q) as in the treatment of (35), we find

(
ik̂Gũ1,∇ϕ̃anp

)
Ya
−
(
ik̂·
(
G∇ũ1

)
, ϕ̃anp

)
Ya
− σω̆2

(
ρũ1, ϕ̃

a
np

)
Ya

=
(
f̃ eik

a·x, ϕ̃anp
)
Ya
. (76)

A substitution of (74) into (76) yields a system of Q equations for u1p as

−
∑

q

Apqu1q − σω̆2
∑

q

Dpqu1q = 〈f̃ eika·x〉pϕa , p = 1, Q (77)

where Apq and Dpq are given by (72). We note that this problem is well-posed thanks to Assumption 1.

Remark 17. By Remark 15, the generalized eigenvalue problem (71) underpinning (77) has Q real eigen-
values, hereon denoted by τr = −σr ω̆2

r (r = 1, Q), that appear in “±” pairs. Regarding the free waves, there
are Q/2 pairs of dispersion branches emanating from the apex point (ka, ωan); they are given by mappings

(ka+ εk̂, ωan+ εσrω̆
2
r(k̂)/(2ωan)). Each such branch is characterized by an O(1) (positive or negative) group

velocity, and is stenciled by the respective eigenfunction
∑
q e

r
q ϕ̃
a
nq, where erq ∈ C (q = 1, Q) are components

of the unit eigenvector of Apq corresponding to τ = −σr ω̆2
r . On the other hand, when solving for u1p, we

implicitly assume σω̆2 6= σr ω̆
2
r (r = 1, Q), i.e. exclude scalings (62) which to leading order lie on a linearized

dispersion branch.

4.4. Effective model for (near-) trivial Apq

In certain situations, matrix Apq in (71) may either vanish for all k̂, or become exceedingly small for some

(but not all) perturbation directions k̂. These two situations occur respectively when: θ(0)

pq = 0 (p, q = 1, Q)

due to inherent symmetries of the unit cell, and θ(0)

pq (p, q = 1, Q, p 6= q) are parallel so that Apq vanishes as k̂

becomes orthogonal to θ(0)

pq . To illustrate the situation, we assume Apq = O(ε), and we define the “residual”
as RHS− LHS. In such instances the effective O(ε−1) statement of (63), computed by integrating

〈
− λ̃anρũ1 −∇·

(
G(∇ũ1 + ik̂ ũ0)

)
− ik̂ ·

(
G∇ũ0

)
− ρσω̆2ũ0

〉pϕ
a

= 0, p = 1, Q (78)

reads
−σω̆2

∑

q

Dpqu0q = 0, p = 1, Q (79)

which: (i) requires that ω̆ = 0 to preserve the leading-order solution, and (ii) discards the O(ε) residual

−ε
∑

q

Āpqu0q, Āpq = ε−1Apq, p = 1, Q (80)
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that carries over to the next order of effective approximation. In this setting, the problem governing ũ1 is
given by (31), which yield

ũ1(x) =
∑

q

u0qχ
(1)

q (x)· ik̂ +
∑

q

u1q ϕ̃
a
nq(x), (81)

where u1q∈ C (q = 1, Q) are constants and χ(1)
q ∈ (H1a

p0 (Ya))d uniquely solve

λ̃anρχ
(1)

q +∇·
(
G(∇χ(1)

q + Iϕ̃anq)
)

+G∇ϕ̃anq −
∑

r

1

ρ(0)
r
θ(0)

rq ρϕ̃
a
nr = 0 in Ya, q = 1, Q

Jχ(1)

q K + κ−1tIν [χ(1)

q , ϕ̃
a
nq] = 0 on Γa, �tIn[χ(1)

q , ϕ̃
a
nq]�+a,j= 0 on ∂Ya.

(82)

Remark 18. By design, the last term in (82) ensures that the source term driving χ(1)
q is orthogonal to ϕ̃anr

(r = 1, Q) – rendering the system solvable, while maintaining the aforestated effective description. Indeed, on
substituting (81) into (78), we recover precisely the O(ε) effective equation (79) and its residual (80). The
situation is consistent in terms of the local equations: a direct substitution of (81) into (31) generates the O(ε)
residual

−ε
∑

q

u0q

∑

r

1

ρ(0)
r
Ārqρ(x)ϕ̃anr(x)

in the field equation, whose multiplication by ϕ̃anp (p = 1, Q) and integration over Ya recovers the “effective”
residuals in (80).

We next substitute (81) into (35)–(36) and integrate 〈(35)〉pϕa by parts to obtain the O(1) effective equation,
that includes the “carryover” (80), as

−
∑

q

(Bpq + Āpq)u0q − σω̂2
∑

q

Dpqu0q = 〈f̃ eika·x〉pϕa , p = 1, Q, (83)

where Dpq is given by (72), and

Bpq = µ(0)

pq : (ik̂)2, µ(0)

pq =
〈
G{∇χ(1)

q + Iϕ̃anq}
〉pϕ
a
−
(
G{χ(1)

q ⊗∇ϕ̃anp}, 1
)
Ya
. (84)

Note that (83) discards the residual

−ε
∑

q

Āpqu1q

which inherently enters the O(ε) effective equation.

Lemma 6. Effective matrix Bpq is symmetric. See Appendix, Section 7 for proof.

Remark 19. In situations where Apq = 0 and thus Āpq = 0 due to trivial θ(0)

pq, we see from (83) that the
effective motion components u0q are governed by a pure “second-order” system whose impedance coefficients

are quadratic in ik̂. In this case, the sections of the dispersion surfaces ω̂(k̂) in each direction k̂/|k̂| are locally

parabolic with a vertex at k̂ = 0. In contrast, for vanishing but non-zero Apq (generated by parallel θ(0)

pq and

near-orthogonal k̂), (83) provides a link with (77) in the following way. First, we recall the scaling law (62)
to establish a connection between σω̆2 in (77) and σω̂2 in (83) as

σω̆2 =
ω2 − λ̃an

ε
, σω̂2 =

ω2 − λ̃an
ε2

, =⇒ σω̂2 = ε−1σω̆2. (85)

For clarity, we note that (77) (resp. (83)) assumes ω̂ = 0 (resp. ω̆ = 0), which is the basis for the formal

relationship established in (85). Next, we let k̂ in (83) depart from the normal to θ(0)

pq so that Apq → O(1). By

virtue of (85) and definition Āpq = ε−1Apq, (83) degenerates to

−
∑

q

Apqu0q − σω̆2
∑

q

Dpqu0q = ε〈f̃ eika·x〉pϕa , p = 1, Q,
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which carries an O(ε) operator residual

−ε
∑

q

Bpqu0q,

and recovers (77) on letting u0q = εu1q, q = 1, Q. The latter equality in fact synthesizes the transition in the

order of approximation between (77) and (83), as driven by either diminishing u0q (taking k̂/‖k̂‖ in (83) s.th.

Apq : O(ε)→ O(1)) or “growing” u1q (choosing k̂/‖k̂‖ in (77) s.th. Apq : O(1)→ O(ε)).

4.5. Effective model for partial-rank Apq

We finally consider a generic case when the generalized eigenvalue problem (71) has N0 zero eigenvalues
and N−N0 vanishing O(ε) eigenvalues, where 0 6 N0 6 N 6 Q. Thanks to Remark 15, one finds that Q−N
and N −N0 are necessarily even. In the sequel, we arrange the eigenvalues so that |τr| > |τq| for r > q,
and τr+1 = −τr for r−N0 positive and odd. Since Apq is antisymmetric, one may conveniently introduce the
factorization [e.g. 15]

Apq =
∑

r,s

UprΣrsU
T

sq,

where Upr is a real-valued orthogonal matrix; “T” denotes matrix transpose;

[
Σrs
]

= diag

{
ON0 ,

[
0 iτN0+1

−iτN0+1 0

]
, . . .

[
0 iτN
−iτN 0

]

︸ ︷︷ ︸
O(ε)

,

[
0 iτN+1

−iτN+1 0

]
, . . .

[
0 iτQ
−iτQ 0

]

︸ ︷︷ ︸
O(1)

}
(86)

is a 2×2 block-diagonal matrix, and ON0 stands for an N0×N0 block of zeros.

Remark 20. To simplify the analysis, we select the eigenfunction basis ϕ̃anq (q = 1, Q) such that Upq = δpq.
On recalling the definition of ρ(0)

q in (70), this can be accommodated via coordinate transformation

ψ̃anq(x) = cq
∑

s

(ρ(0)

s )−1/2Usq ϕ̃
a
ns(x), q = 1, Q,

which maintains both (i) the orthogonality of the new basis ψ̃anq in L2
ρ(Ya), and (ii) the previously adopted

normalization (ψ̃anq, ψ̃
a
nq)Ya = |Ya| via the choice of cq ∈ R, q = 1, Q. In line with the stated objective, we then

relabel ψ̃anq as ϕ̃anq so that
Apq = Σpq

according to (86).

With the above definitions the Q×Q system of O(ε−1) effective equations, given by the leading-order
statements of 〈(68)〉pϕa (p = 1, Q), can be shown to read

−
∑

q>N

Apqu0q − σω̆2
∑

q

Dpqu0q = 0, p = 1, Q (87)

and to carry forward the O(ε) residuals

−ε
∑

q6N

Āpqu0q, Āpq = ε−1Apq, p = 1, N. (88)

Note the upper limit N on index p in (88) because Apq = 0 for q6N and p>N .

Remark 21. When considering the free wave motion (f̃ = 0), the last Q − N equations in (87) constitute
an eigenvalue problem governing (to the leading order) the Q−N conical dispersion branches near ka. When
f̃ 6= 0, on the other hand, ω is given in which case its scaled expressions – ω̂ and ω̆ – are related 1-1 according
to (85). In what follows we examine the latter situation, including a side remark on how to evaluate the
remaining N “parabolic” dispersion branches.
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In this setting, (87) becomes an identity (to the leading order) if (i) σω̆2 = O(ε) i.e. σω̂2 = O(1), and
(ii) u0q = 0 for all q > N , whereby

ũ0(x) =
∑

q6N

u0q ϕ̃
a
nq(x). (89)

From (68) with σω̆2 = O(ε) and (89), we find that

ũ1(x) =
∑

q6N

u0qχ
(1)

q (x)· ik̂ +
∑

q

u1q ϕ̃
a
nq(x), (90)

where u1q ∈ C are constants and χ(1)
q ∈ (H1a

p0 (Ya))d uniquely solve (82) for q 6N , see also Remark 18. For
completeness, we note that the case σω̆2 = O(1) – when the driving frequency is closer (qualitatively speaking)
to the cones than “parabolas” – cannot be addressed by the current framework. In principle, such problem
could be tackled by including, as needed, the lower-order terms O(εn), n<−2 in factorized ansatz (26).

On deploying (90) and (82) in (35)–(36) and integrating 〈(35)〉pϕa , p = 1, N by parts, we obtain the N×N
system of O(1) effective equations

−
∑

q6N

(
Bpq + Āpq

)
u0q − σω̂2

∑

q6N

Dpqu0q = 〈f̃ eika·x〉pϕa , p = 1, N (91)

that account for (88), where Dpq and Bpq are given respectively by (72) and (84). Similar to the preceding
order of approximation, (91) features the residual

−ε
∑

q6N

Āpqu1q, p = 1, N

which enters the O(ε) effective equation. When f̃ = 0, (91) constitute an eigenvalue problem for governing
the N “parabolic” dispersion branches.

Inherently, the above leading-order model is incomplete for it features only N projections, u0q, at an apex
point that entails Q eigenfunctions. Such partial description is for instance insufficient when the right-hand
side of (91) vanishes. To expose the remaining Q−N projections in terms of u1q, we revisit the O(1) statement
of (63) assuming σω̆2 = O(ε), namely

−λ̃anρũ2 −∇·
(
G(∇ũ2 + ik̂ ũ1)

)
− ik̂ ·

(
G(∇ũ1 + ik̂ũ0)

)
− σω̂2ρũ0 = f̃ eik

a·x in Ya, (92)

Jũ2K + κ−1tk̂ν [ũ2, ũ1] = 0 on Γa, �tk̂n[ũ2, ũ1]�+a,j= 0 on ∂Ya.

Analogous to the treatment of (35)–(36) that resulted in (91), we next integrate 〈(92)〉pϕa for p>N to obtain
the (Q−N)× (Q−N) system of O(1) effective equations

−
∑

q>N

Apqu1q = 〈f̃ eika·x〉pϕa +
∑

q6N

Bpqu0q, p = N+1, Q , (93)

which is solvable thanks to the premise on Apq. Note that the response of u1q, q = N+1, Q to f̃ can be
qualified as “quasi-static” for it lacks the inertial term (linear in σω̆2) on the left-hand side of the equation.

Remark 22. When Apq = Σpq according to (86) (featuring N0 zero eigenvalues and N−N0 O(ε) eigenvalues),
the “full” effective model that captures the leading-order contribution of each eigenfunction ϕ̃anq (q = 1, Q) is

given, for driving frequencies close to “a parabolic” branch, by u0q, q = 1, N solving (91) and u1q, q = N+1, Q
solving (93). In general, steps (87)–(93) can be adapted to accommodate driving frequencies that are either close
to a given conical branch, or well separated from all branches in the cluster. For instance taking ω̆2 = τq+O(ε)
with q > N , see (86), would yield an O(ε−2) projection for that cone and O(ε−1) projections otherwise.
Similarly, assuming a “well-separated” driving frequency would generate an O(ε−1) from each branch in the
cluster. For completeness, we note that the existence of this class of configurations (termed Dirac-like points)
at ka = 0 with N0 = 0, N = 1 and Q= 3 is directly tied to the phenomenon of zero-index metamaterials [2].

Remark 23. In situations when N =Q, (91) recovers the (near-) trivial Apq model (83). On the other hand,
letting N = 0 degenerates (93) to the full-rank Apq model (77).

18



4.6. Degenerate case: point (ka + εk̂, λ̃an + εσω̆2) close to one of the dispersion branches

With reference to (71) and Assumption 1, we finally illustrate the case when σω̆2 + τr = O(ε) for some
r ∈ {1, 2, . . . Q}. We begin by assuming rank(Apq) = Q and conveniently rewriting (71) as

−
∑

q

Apqu0q − σω̆2
∑

q

Dpqu0q = 0, p = 1, Q (94)

where the sign of the left-hand side is reversed in order to match that of (68). This system is satisfied up to
an O(ε) residual

(σω̆2 + τr)
∑

q

Dpqu0q, p = 1, Q (95)

for all vectors u0 := (u01, u02, . . . , u0Q) = u0er, where u0 ∈ C is an O(1) constant and er = (er1, er2, . . . , erQ) ∈
{v ∈ CQ : ‖v‖ = 1} is the unit eigenvector of (71) i.e. (94) corresponding to τr. By following the analysis
outlined in Section 4.4, we consequently find that

ũ0(x) = u0

∑

q

erq ϕ̃
a
nq(x), (96)

ũ1(x) = u0

∑

q

erqχ
(1)

q (x)· ik̂ +
∑

q

u1q ϕ̃
a
nq(x), (97)

where χ(1)
q solve (82). In light of the leading-order solution along er given by (97), we are interested only in

the correction vectors u1 := (u11, u12, . . . , u1Q) satisfying the constraint

∑

q

erqu1q = 0. (98)

Considering next the O(1) contribution to (63), we account for residual (95) and integrate 〈(92)〉pϕa with ω̂ = 0
by parts to obtain the effective equations

−
∑

q

Bpq erqu0 − ε−1(σω̆2 +τr)
∑

q

Dpq erqu0 −
∑

q

Apqu1q − σω̆2
∑

q

Dpqu1q = 〈f̃ eika·x〉pϕa ,

p = 1, Q

which, together with (98), provide a system of Q+ 1 equations for the coefficients u0 and u1q (q = 1, Q).
Thanks to (96)–(97), the Bloch-wave solution (26) in this case becomes

ũ(x) = e−ik
a·x(ε−2ũ0(x) + ε−1ũ1(x)

)
+ O(1)

= e−ik
a·x∑

q

[
u0erq

(
ε−2 ϕ̃anq(x) + ε−1χ(1)

q (x)· ik̂
)

+ ε−1u1q ϕ̃
a
nq(x)

]
+ O(1),

that features an O(ε−2) contribution of the solution branch closest to (ka + εk̂, λ̃an + εσω̆2), and an O(ε−1)
contribution of the remaining branches in the cluster. A similar analysis, omitted here for brevity, can be
pursued in situations when the coefficient matrix Apq is of partial rank.

5. Clusters of nearby eigenvalues

Up until now, our focus was on the “mean” wave motion in a neighborhood of (ka, λ̃an), where the eigenvalue
λ̃an is allowed to be either isolated or repeated. An implicit hypothesis in the foregoing analysis, however, is
that the distances between λ̃an and its nearest neighbors are separated from zero. We next aim to relax this
restriction by considering a cluster of Q nearby eigenvalues λ̃aj , j = n−na, n+nb that are separated by O(ε)
for some 0 < ε� 1.

Remark 24. We denote the above cluster by λ̃aj(q) (q = 1, Q), where the mapping j(q) : [1, Q]→ [n−na, n+nb]

is bijective, and we let φ̃anq be the eigenfunctions corresponding respectively to λ̃aj(q).
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5.1. Eigenfunction basis

In line with the above description, we consider a set of nearby eigenvalues λ̃aj(q) given by

λ̃aj(q) = λ̃an − εγq, γq Q 0, q = 1, Q. (99)

where, for definiteness, ε quantifies the (small) relative eigenvalue spread of the cluster:

ε =
1

2λ̃an

(
λ̃aj(Q) − λ̃aj(1)

)
(100)

Assumption 2. We allow for λ̃an to have multiplicity 1 6 Q′< Q, and we adopt the mapping j(q) so that
γq = 0 for q = 1, Q′. All other eigenvalues λ̃aj(q) (q > Q′) are assumed to be isolated.

From (99), one finds that the eigenfunctions φ̃anq ∈ H1
p (Y ) corresponding to λ̃aj(q) solve

−(∇+ika)·
(
G(∇+ika)φ̃anq

)
= (λ̃an − εγq)ρφ̃anq in Y, (101)

Jφ̃anqK + κ−1tk
a

ν [φ̃anq, φ̃
a
nq] = 0 on Γ, �tka

n [φ̃anq, φ̃
a
nq]�+j = 0 on ∂Y. (102)

Following the earlier analysis, we introduce the real-valued eigenfunctions ϕ̃anq ∈ H1
p (Ya) that are (i) orthogonal

in L2
ρ(Ya); (ii) related to φ̃anq via (15), and (iii) solve

−∇·
(
G∇ϕ̃anq

)
= (λ̃an − εγq)ρϕ̃anq in Ya, (103)

Jϕ̃anqK + κ−1tν [ϕ̃anq] = 0 on Γa, �tn[ϕ̃anq]�+a,j= 0 on ∂Ya, (104)

Inherently, (101)–(103) suggest the use of Q averaging operators (65) and the “zero-mean” function space (66),
which now entails Q projections onto the eigenfunctions featured by nearby dispersion branches.

Remark 25. In contrast to the preceding analysis where ε played the role of a perturbation parameter, ε in (99)
is a small constant that signifies, in physical terms, the “width” of the eigenvalue cluster. By letting ε = o(1),
we implicitly assume normalization with respect to a suitable dimensional basis such that λ̃aj(q) − λ̃am > O(1)

for j = 1, Q and m /∈ [n− na, n+ nb]. In this setting, ansatz (26) and the near-apex description (62) can still
be deployed as a basis for development of the local approximation (as shown below), noting however that the

rigorous asymptotic analysis – as needed – must be pursued by letting ζ := ‖k̂‖ → 0 while keeping ε small but
fixed according to (100).

Remark 26. In light of the above assumptions, it is in particular important to justify the wavenumber scal-
ing k = ka + εk̂ in (62), for we only know that the “width” of the eigenvalue cluster is O(ε). Implicitly,
such scaling limits the range of k−ka over which the local approximation applies. Considering the local wave
dispersion as a guide, from (62) we consequently obtain the requirement that

ω2(k̂)|j(q) − λ̃an = −εγj(q) + εσω̆2(k̂)|j(q) + ε2σω̂2(k̂)|j(q) 6 O(ε), q = 1, Q, (105)

where ω2(k̂)|j(q) describes locally the j(q)th dispersion branch. From the results in Section 4 (repeated eigen-

values), we find that taking k = ka + εk̂ results, loosely speaking, in the scalings

σω̆2(k̂) = O
(θ(0)

pq ·ik̂
ρ(0)
pq

)
6 O(1), σω̂2(k̂) = O

(µ(0)
pq : k̂2

ρ(0)
pq

)
6 O(1)

for any ε = o(1) and ‖k̂‖ = O(1). Assuming that a similar result applies to the case of nearby eigenvalues (as
demonstrated below), this justifies the assumed wavenumber scaling. From (105), one may also draw a generic
expectation that for dispersion branches in the cluster with smaller “slopes” σω̆2 and smaller “curvatures”
σω̂2, the local approximation will hold over a wider range of k̂; this behavior is indeed observed via numerical
simulations, see Section 6.
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5.2. Leading-order approximation

We again refer to (24), and we start from the asymptotic expansion (26) of ũ. For clarity of presentation, we
consider the interfacial and boundary conditions over Γ, ∂Y,Γa and ∂Ya such as those in (25), (102) and (104)
only implicitly. From the results in Section 3.5, one finds that the O(ε−2) contribution to (24) is given by (29).
Owing to (103), ũ0 given by (67) satisfies (29) up to the O(ε) residual

ερ(x)
∑

q

γqu0q ϕ̃
a
nq(x).

This term carries over to the O(ε−1) statement of (24), which now reads

−λ̃anρũ1 − σω̆2ρũ0 −∇·
(
G(∇ũ1+ ik̂ ũ0)

)
− ik̂ ·

(
G∇ũ0

)
− ρ

∑

q

γqu0q ϕ̃
a
nq = 0 in Ya. (106)

On integrating 〈(106)〉pϕa by parts, one can show as in the proof of Lemma 2 that

∑

q

Aγpqu0q − τ
∑

q

Dpqu0q = 0, p = 1, Q (107)

up to respective O(ε) residuals
εγp 〈ρũ1〉pϕa , p = 1, Q,

where
Aγpq = θ(0)

pq ·ik̂ + γqDpq, Dpq = δpqρ
(0)

q , τ = −σω̆2, (108)

with ρ(0)
p and θ(0)

pq given by (70). Whenever possible, we seek a non-trivial solution to (107).

Remark 27. Since Aγpq is Hermitian and Dpq is diagonal positive definite, the eigenvalues τ of (107) are
real, and the eigenvectors corresponding to distinct eigenvalues are orthogonal.

5.2.1. Effective model for full-rank Aγpq
When rank(Aγpq) = Q, generalized eigenvalue problem (107) has no zero eigenvalues. Accordingly, the scaling
framework (23) with ω̆ = 0 does not cater for a non-trivial solution of (107); we thus keep ω̆ 6= 0 and set u0q= 0
(q = 1, Q), by which the O(ε−1) statement of (106) reduces to (73). Thanks to (103), one can take ũ1(x) as
in (74), which satisfies (73) up to the O(ε) residual

ερ(x)
∑

q

γqu1q ϕ̃
a
nq(x) (109)

that carries over to the O(1) statement of (24), namely

−λ̃anρũ2 −∇·
(
G(∇ũ2+ ik̂ ũ1)

)
− ik̂ ·

(
G∇ũ1

)
− σω̆2ρũ1 − ρ

∑

q

γqu1q ϕ̃
a
nq = f̃ eik

a·x in Ya. (110)

To compute u1q ∈ C in (74), we integrate 〈(110)〉pϕa (p ∈ 1, Q) by parts which yields

−
∑

q

Aγpqu1q − σω̆2
∑

q

Dpqu1q = 〈f̃ eika·x〉pϕa , p = 1, Q (111)

up to O(ε) residuals, where Aγpq and Dpq are given by (108), and σω̆2 = ε−1(ω2− λ̃an) according to (23).
By Remark 27, we find that the generalized eigenvalue problem behind (111) has Q real eigenvalues, hereon
denoted by τr (r = 1, Q), and we assume −σω̆2 6= τr when solving (111). Since Aγpq is not antisymmetric,
however, the eigenvalues τr of (111) will generally not appear in “±” pairs as in the case of repeated eigenvalues,
see Section 4.3.

Remark 28. The case of trivial Aγpq = Apq + γqDpq is not relevant to the analysis for it would require that

each Apq ∈ I and γqDpq ∈ R vanish identically – a premise that yields γp = 0 (p = 1, Q) and thus precludes
the existence of nearby eigenvalues.
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5.2.2. Effective model for rank(Aγpq) = Q−1

To illustrate the analysis of clusters featuring partial-rank Apq, we recall Section 4.5 and we focus on situations
where Apq = Σpq according to (86) with N = N0 = 1, i.e. rank(Aγpq) = Q−1. Specifically, we let

Aγ1p = Aγp1 = 0, p = 1, Q (112)

which implies γ1 = 0, see also Assumption 2. More general cluster situations where N > N0 > 0 can be
studied in a similar way.

Lemma 7. Let rank(Aγpq) = Q−1, and let the direction k̂/‖k̂‖ be fixed. If (112) holds for some κ = ‖k̂‖ > 0,
then it holds for all κ > 0.

Proof. From (108), we see that

Aγpq = γqDpq + (θ(0)

pq · κ−1k̂)iκ, p, q ∈ 1, Q

where γqDpq ∈ R and (θ(0)

pq ·κ−1k̂) ∈ R are independent of κ. If (112) holds for some κ > 0, then each of these
two terms must vanish identically for (p, q)→ (1, p) and (p, q)→ (p, 1).

Thanks to (112), (107) becomes an identity (to the leading order) if: (a) τ = −σω̆2 = O(ε), and (b)
u0q = u0δq1 i.e.

ũ0(x) = u0 ϕ̃
a
n1(x),

for some constant u0 ∈ C, see also Section 4.5 for related discussion. On recalling that γ1 = 0, this result
yields γqu0q = 0 (q = 1, Q); accordingly we see that the O(ε−1) field equation (106) is solved by

ũ1(x) = u0χ
(1)

1 (x)· ik̂ +
∑

q

u1q ϕ̃
a
nq(x),

up to an O(ε) residual given by (109). Here u1q∈ C are constants, and χ(1)

1 ∈ (H1a
p0 (Ya))d uniquely solves

λ̃anρχ
(1)

1 +∇·
(
G(∇χ(1)

1 + Iϕ̃an1)
)

+G∇ϕ̃an1 −
∑

r

1

ρ(0)
r
θ(0)

r1 ρϕ̃
a
nr = 0 in Ya (113)

subject to relevant interfacial and boundary conditions (see (82)), noting that λ̃aj(1) = λ̃an − εγ1 = λ̃an. In this

setting the O(1) statement of (24), which accounts for residual (109), becomes

− λ̃anρũ2 −∇·
(
G(∇ũ2+ ik̂ ũ1)

)
− ik̂ ·

(
G(∇ũ1 + ik̂ ũ0)

)
− σω̂2ρũ0

− ρ
∑

q

γqu1q ϕ̃
a
nq = f̃ eik

a·x in Ya. (114)

On integrating 〈(114)〉1ϕa by parts, we find that

−
(
µ(0)

11 : (ik̂)2 + σω̂2ρ(0)

1

)
u0 = 〈f̃ eika·x〉1ϕa , (115)

where ρ(0)

1 and µ(0)

11 are given respectively by (70) and (84). Note that (115) is formally the same as (91)
with N = N0 = 1, catering for the case of repeated eigenvalues.

To identify the remaining Q−1 leading-order projections in terms of u1q (q = 2, Q), we next integrate (114)
as 〈·〉pϕa for p = 2, Q, see Section 4.5 with N = N0 = 1, to obtain the linear system

−
∑

q>1

Aγpqu1q = 〈f̃ eika·x〉pϕa + u0µ
(0)

p1 : (ik̂)2, (116)

where µ(0)

p1 and χ(1)

1 are given respectively by (84) and (113). By the assumption on Aγpq, this equation is

solvable for u1q, q = 2, Q.
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π/ℓ1
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−π/ℓ1

π/ℓ2

−π/ℓ2 k̂1

(b) First Brillouin zone, with wavenumber pertur-

bation directions k̂1, k̂2 about apex B

Figure 2: Periodic medium with circular compliant interface.

M

3ℓℓ

ℓ/2

ℓ

κ
ℓ/2

G2, ρ2G2, ρ2

G1, ρ1G1, ρ1

G1, ρ1G1, ρ1

Figure 3: Periodicity cell Y for medium made of staggered bricks separated by compliant interfaces (in blue). The bricks are
bonded by ligaments near the “triple points” such as M.

Remark 29. We observe a remarkable similarity between (116) and its repeated-eigenvalues counterpart (93)
with N = 1, where the only formal difference is the appearance of a diagonally-perturbed matrix, Aγpq =
Apq + γqDpq, in lieu of Apq. The same comment applies to (111) and (77). As will be seen shortly, the
perturbation contained in Aγpq has the effect of “blunting” the conical dispersion surfaces. On revisiting the
foregoing analysis with σω̆2 = O(1) in lieu of σω̆2 = O(ε), one would find (assuming that the driving frequency
is not “close” to any branch in the cluster in the sense of Section 4.6) the germane projections to behave
O(ε−1), as defined by u1q solving (116) for p = 1, Q.

Analogous to the case of repeated eigenvalues, the “full” effective model when rank(Aγpq) = Q−1 is given

by u0 solving (115), and u1q (q = 2, Q) solving (116). In terms of the implied dispersion within the cluster,
we further see that (115)–(116) describe a single parabola accompanied by Q−1 “cones”. Note that when
computing the “conical” dispersion due to (116), one must set u0 = 0 because (in the absence of a source
term) its nontrivial values require by (115) that ω2− λ̃an = O(ε2), whereas (116) assumes ω2− λ̃an = O(ε).

6. Numerical results

We consider two examples of periodic media, whose unit cell of periodicity, Y = (0, `1)× (0, `2) ⊂ R2, features
compliant interfaces. The disk configuration involves a square periodicity cell (`1 = `2 = `) containing two
homogeneous materials separated by a centric circular interface of radius `/4 (Fig. 2). For the brickwall
example, evocative of a masonry featuring staggered rectangular bricks of dimensions 2` × ` (Fig. 3), we
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assume `1 = 4` and `2 = 2`. Here the interfaces are assumed to be compliant outside of short ligaments near
the junction points (such as the point M in Fig. 3), along which the bricks are perfectly bonded to each other.

In what follows, the featured asymptotic approximations of forced motions, dispersion branches or eigen-
functions near apexes A,B,C of the first Brillouin zone (defined as in Fig. 2b) are compared with respective
reference solutions obtained by numerically solving the eigenvalue or forced-vibration problems at perturbed
wavenumbers and frequencies. These numerical computations, as well as the evaluations of cell functions
and effective coefficients of homogenization, are performed using the XLife++ finite element library [17]. To
accurately evaluate the eigenvalues at apexes (for proper distinction between repeated eigenvalues and dense
clusters thereof) and reference dispersion diagrams, the first 30 eigenvalues of problem (9) are computed at
all discrete wavenumbers produced by uniformly dividing each side of the Brillouin triangle ABC (Fig. 2b)
into 200 segments via discretization of Y into 2216 (disk) or 5690 (brick wall) fourth-order triangular finite
elements. All eigenvalue problems are formulated in terms of the factorized version ϕ̃an,ε(x) := e−ik

a·xφ̃an,ε(x)

of eigenfunctions φ̃an,ε for perturbed frequencies and wavenumbers (see (15)).

6.1. Asymptotic approximation of dispersion branches and eigenfunctions

We begin by examining the local approximation of dispersion branches stemming from the analysis presented
in Sections 3–5. Figs. 4 and 5 show, for the disk configuration endowed respectively with ρ1 = 2ρ2, κ= 1 and
ρ1 = 5ρ2, κ = 10, the local asymptotic approximation of the first nine dispersion branches emanating from
apex points A, B and C, superimposed on their numerically computed counterparts (for completeness, we
note that the separation from the ninth and tenth dispersion branches in the spectral neighborhood of the
apexes A, B, C is sufficient to avoid involving the latter in nearby clusters for this example). The featured
approximations are plotted for branches emanating from isolated, repeated (with Q= 2 or 3) or clustered apex
eigenvalues (with Q = 2, 3 or 4). To aid the interpretation of Figs. 4 and 5, the breakdown of relevant apex
eigenvalues into isolated, repeated and cluster configurations is provided in Table 1. The asymptotic surrogates
of dispersion branches (or sets thereof) provide good approximations of the actual dispersion branches in
spectral neighborhoods of the apexes spanning about one-fourth of each Brillouin triangle side.

The most interesting eigenvalue configuration featured in the above dispersion diagrams is the four-fold
cluster (6-9)N at apex C in Fig. 5. A blow-up of this neighborhood is shown in Fig. 6a, together with the
affiliated asymptotic approximations. For completeness, we note that the apparent crossing of branches 7 and 8

-1 0 1 2
0

2

4

6

8

kℓ1/π

(ρ
1
/G

1
)1
/2
ω

BCB
A

(4,5)N

(8,9)N
(7-9)N

(5,6)

(2-4)

(6,7)N

(8,9)N

(3,4)

(6,7)

Figure 4: Disk (ρ2 = 2ρ1, κ= 1): first nine dispersion branches. Reference branches (numerically computed using XLife++ [17])
are shown as dotted lines, while solid lines track asymptotic approximations near apexes A,B,C.
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A
CB B

Figure 5: Disk (ρ2 = 5ρ1, κ= 10): first nine dispersion branches. Reference branches (numerically computed using XLife++ [17])
are shown as dotted lines, while solid lines track asymptotic approximations near apexes A,B,C.

Apex Eigenvalue status
A 1 2 (3,4) 5 (6,7) (8,9)N

B 1 2 3 (4,5)N (6 7)N (8,9)N

C 1 (2,3,4) (5,6) (7,8,9)N

(a) Case ρ2 = 2ρ1, κ= 1 (corresponding to Fig. 4)

Apex Eigenvalue status
A 1 (2,3,4)N 5 6 7 (8,9)N

B 1 2 3 (4,5)N 6 7 (8,9)N

C 1 (2,3) 4 5 (6,7,8,9)N

(b) Case ρ2 = 5ρ1, κ= 10 (corresponding to Fig. 5)

Table 1: Breakdown of the apex eigenvalues featured in Figs. 4 (left table) and 5 (right table) into isolated, repeated and nearby
clusters. Groupings within parentheses indicate nearby clusters (if appended with a “N” subscript) or repeated eigenvalues;
numbers outside parentheses indicate isolated eigenvalues.

1 1.2 1.4 1.6
5

5.5

6

6.5

(ρ
1/
G
1)
1/
2 ω

C

kℓ1/π

(a) Disk example (ρ2 = 5ρ1, κ= 10), dispersion branch cluster (6–
9)N near apex C (with red dots used for Table 3).

2,1 2,2 2,3 2,4

5

6

7

8

kℓ1/π

B

(ρ
1/
G
1)
1/
2 ω

(b) Disk example (ρ2 = 2ρ1, κ= 1): dispersion branch cluster (6,7)N
near apex B.

Figure 6: Blow-up of the selected branch clusters. Numerically-computed reference branches are shown as dotted lines, while their
local asymptotic approximations (cluster model) are indicated by solid lines. Fig. 6b also shows the asymptotic approximations
given by the isolated-eigenvalue model (dashed lines).
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to the left of the apex can be either an actual crossing or an avoided crossing [18] (level repulsion associated
with a close exceptional point in the complex wavenumber space); in the present case, computational “zoom-
ins” of branches 7 and 8 near that point (not shown) suggest an actual crossing. The utility of the “nearby”
asymptotic model is further exemplified by the results for cluster (6,7)N at apex B in Fig. 4: the improvement
brought by the nearby model, relative to the isolated-eigenvalue framework of Sec. 3, is evident from the detail
shown in Fig. 6b.

6.2. Asymptotic approximation of eigenfunctions

We next compare the asymptotic approximation of featured eigenfunctions with their reference counterparts,
considering the brickwall configuration with 10% ligament length and examining the frequency and wavenum-
ber perturbations about an isolated eigenvalue λ̃an (n= 25) at apex C. Considering the frequency and wavenum-
ber perturbations (23), the (numerically computed) reference eigenfunction ϕ̃a,ref

n,ε solves

−(∇+ εik̂)·
(
G(∇+ εik̂)ϕ̃a,ref

n,ε

)
= (λ̃an + ε2σω̂2)ρ ϕ̃a,ref

n,ε in Ya,

Jϕ̃anK + κ−1tν [ϕ̃an] = 0 on Γa, �tn[ϕ̃an]�+a,j= 0 on ∂Ya,

i.e. the perturbed counterpart of problem (18)-(19), while its second-order asymptotic approximation ϕ̃a,asy
n,ε

is found (see Appendix, Sec. 7 for proof) to be given by

ϕ̃a,ref
n,ε = ϕ̃a,asy

n,ε + o(ε2) with ϕ̃a,asy
n,ε := C

(
1− 1

2ε
2‖ik̂·χ(1)‖2L2(Y )

) (
ϕ̃an + εik̂·χ(1) + ε2(ik̂)2 :χ(2)

)
. (117)

The normalization convention (11), verified up to order O(ε2) by ϕ̃a,asy
n,ε as given above, still allows any unit-

norm complex factor C in (117), which is then selected by requiring that ‖ϕ̃a,asy
n,ε − ϕ̃an‖L2(Y ) be smallest; the

same convention is of course applied to ϕ̃a,ref
n,ε . Figs. 7 compare ϕ̃a,asy

n,ε and ϕ̃a,ref
n,ε for wavenumber perturba-

tions (23) with ε= 0.25 and k̂= k̂1 or k̂= k̂2 (k̂1,2 being defined as in Fig. 7f). The single-cell computational
reduction of the multi-cell setting described in Sec. 3.3 entails (for this case) anti-periodic conditions on the
whole ∂Y , which are apparent in the featured real and imaginary parts of ϕ̃an, ϕ̃

a,ref
n,ε and ϕ̃a,asy

n,ε . A very

good visual agreement between ϕ̃a,asy
n,ε and ϕ̃a,ref

n,ε is clearly observed. That agreement is further assessed in

Fig. 8, where the relative differences (in L2(Y ) norm) between ϕ̃a,ref
n,ε and their zeroth-, first- and second-order

asymptotic approximations contained in (117) are plotted against ε. In particular, those differences are seen to
exhibit the expected scaling order w.r.t. ε. The same level of agreement between ϕ̃a,asy

n,ε and ϕ̃a,ref
n,ε is obtained

for the disk case, shown in Fig. 9 (computations made at apex C with ρ1 = 2ρ2 and κ= 1).

6.3. Asymptotic approximation of mean motion near apex eigenfrequencies

We next assess the asymptotic approximation of the effective motion 〈ũ〉a for frequency-wavenumber combi-
nations near isolated, repeated or clustered apex eigenfrequencies.

Isolated eigenvalue. This case is illustrated in Fig. 10, for the brickwall example with 10% ligament length
and frequency-wavenumber combinations (23) (with σω̂2 = 0) near the isolated eigenvalue λ̃an (n= 7) at apex
C. In the display, the second-order FW-FF approximation of 〈ũ〉a given by Theorem 1 and its zeroth- and
first-order companions are compared over a range of values of ε to the reference value of 〈ũ〉a found from
applying definition (20) to the numerically computed solution of the forced vibration problem (24)–(25). A
good agreement is observed, and the resulting relative differences (in L2(Y ) norm) again scale as expected
with ε.

Repeated eigenvalue. We consider in Fig. 11 a double eigenfrequency occurring for n = 10, 11 at apex C for
the disk example with ρ1 = 5ρ2 and κ= 10. The leading-order approximation of the mean motion components
〈ũ〉qa (q = 1, 2), defined by (65) and computed for the diagonalizing projection basis (see Remark 20), is
quantitatively compared (again by means of relative differences in L2(Y ) norm) with numerically computed
reference values in Fig. 11. As can be seen from the display, the L2(Y )-discrepancy between the asymptotic
model and its reference counterpart vanishes roughly as O(ε), as may be expected for a leading-order local
approximation.
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(a) Re(ϕ̃a,ref
n,ε ) for k̂= k̂1 (b) Im(ϕ̃a,ref

n,ε ) for k̂= k̂1

(c) Re(ϕ̃a,asy
n,ε ) for k̂= k̂1 (d) Im(ϕ̃a,asy

n,ε ) for k̂= k̂1

(e) Re(ϕ̃a
n)

C

BA
−π/ℓ2

−π/ℓ1

π/ℓ2

k̂2

π/ℓ1

k2

k1

k̂1

(f) Wavenumber perturbation directions k̂1, k̂2 about apex C.

(g) Re(ϕ̃a,ref
n,ε ) for k̂= k̂2 (h) Im(ϕ̃a,ref

n,ε ) for k̂= k̂2

(i) Re(ϕ̃a,asy
n,ε ) for k̂= k̂2 (j) Im(ϕ̃a,asy

n,ε ) for k̂= k̂2

Figure 7: Brick wall example, 10% ligament length. Computed reference ϕ̃a,ref
n,ε and asymptotic approximation ϕ̃a,asy

n,ε of eigen-

function ϕ̃a
n,ε with n = 25 and ε = 0.25 in scaling (23). Wavenumber perturbation direction k̂ = k̂1 (first two rows) or k̂ = k̂2

(last two rows). The corresponding eigenfunction ϕ̃a
n at apex C (with Im(ϕ̃a

n) = 0 by convention) is shown for comparison in the
middle row.
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Figure 8: Brick wall example, 10% ligament length: relative approximation error on eigenfunction ϕ̃a
n,ε near apex C (n = 25),

with k̂1, k̂2 specified as in Fig. 7f.

Clustered eigenvalues. We finally examine the accuracy of the leading-order approximation of forced motions
for wavenumber-frequency combinations that are close to a cluster (99)-(100) of Q nearby frequencies according
to

k = ka + εk̂ = ka + εζk̂/‖k̂‖, ω2 = λ̃an + εσω̆2, (118)

where ω̆ is chosen such that (k, ω) does not, to leading order, lie on a dispersion branch (see Remark 17) and

ζ := ‖k̂‖. The featured components 〈ũ〉ap of the mean motion (16 p6Q) are then evaluated as the weighted
averages

〈ũ〉pa ≈ ε−1
0

Q∑

q=1

u1q(ζ)
(
ϕ̃aj(q), ϕ̃

a
j(p)

)
(119)

where, for a fixed perturbation direction, u1q = u1q(ζ) (q ∈ 1, Q) solve (77). For each example configuration
considered in this section, the first 30 computed eigenfrequencies yield several such clusters. For all the
numerical results to follow, the “center” eigenvalue λ̃an is taken as the arithmetic mean of all cluster eigenvalues,

namely λ̃an = 1
Q

∑Q
q=1 λ̃

a
j(q).

Figs. 12 and 13 plot, for the disk example with either ρ2 = 2ρ1, κ= 1 or ρ2 = 5ρ1, κ= 10 and several cases
of nearby clusters with Q ∈ {2, 3, 4}, the relative error between the approximate mean motions (119) and
their reference counterparts (65). In keeping with the discussion in Remark 25, the approximate values u1p(ζ)
exhibit no discernible dependence on powers of ζ and merely corroborate the finding that u1p(ζ) approximate
the respective mean motions near clusters of nearby frequencies within acceptable accuracy for a range of
frequency-wavenumber combinations that is commensurate with the eigenfrequency spread of the cluster. To
provide a benchmark for future studies, we also provide in Table 2 numerical values of the computed reference
and approximated mean motions {u11, u14} corresponding to the relative errors shown in Fig. 13c.

We finally consider the case of an “almost-triple” eigenvalue (n= 2, 3, 4), occurring for the disk configuration
with ρ2 = 2ρ1 and κ= 1 at apex C. For this cluster, we have λ̃a2 , λ̃

a
3 ≈ 15.6762 and λ̃a4 ≈ 15.7354, giving the

relative eigenvalue spread ε ≈ 0.001884. Depending on the range of wavenumber-frequency perturbations, such
situation may be treated either as: (i) cluster of nearby eigenvalues, or (ii) repeated (triple) eigenvalue. This
is illustrated in Fig. 14, which plots relative errors incurred by the leading-order approximations of effective
motions arising from each viewpoint. The asymptotic approximation given by the repeated-eigenfrequency
model is seen to start deteriorating when the diminishing magnitude of wavenumber perturbation, ‖k̂‖ = ζε,
reaches approximately 0.04ε. Below this threshold, the cluster is better approximated via the nearby eigenvalue
model as is evident from Fig. 14.

Contribution of a cluster of nearby dispersion branches to the mean energy density. The mean (total) energy
density of a Bloch wave (5), averaged in space over Ya and time over 2π/ω, is given [34] by Ē = 1

2ω
2(ρũ, ũ)Ya .
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(a) Re(ϕ̃a,ref
n,ε ) for k̂= k̂1 (b) Im(ϕ̃a,ref

n,ε ) for k̂= k̂1

(c) Re(ϕ̃a
n,ε) for k̂= k̂1 (d) Im(ϕ̃a

n,ε) for k̂= k̂1

(e) Re(ϕ̃a
n)

C

BA
−π/ℓ2

−π/ℓ1

π/ℓ2

k̂2

π/ℓ1

k2

k1

k̂1

(f) Wavenumber perturbation directions k̂1, k̂2 about apex C.

(g) Re(ϕ̃a,ref
n,ε ) for k̂= k̂2 (h) Im(ϕ̃a,ref

n,ε ) for k̂= k̂2

(i) Re(ϕ̃a
n,ε) for k̂= k̂2 (j) Im(ϕ̃a

n,ε) for k̂= k̂2

Figure 9: Disk example (ρ1 = 2, κ= 1). Computed reference ϕ̃a,ref
n,ε and asymptotic approximation ϕ̃a,asy

n,ε of eigenfunction ϕ̃a
n,ε

with n= 24 and ε= 0.25 in scaling (23). Wavenumber perturbation direction k̂ = k̂1 (first two rows) or k̂ = k̂2 (last two rows).
The corresponding eigenfunction ϕ̃a

n at apex C (with Im(ϕ̃a
n) = 0 by convention) is shown for comparison in the middle row.

29



of nearby frequencies within acceptable accuracy for a range of frequency-wavenumber combinations that is
commensurate with the eigenfrequency spread of the cluster.

We finally take the case of an “almost-triple” apex eigenvalue, which occurs for the disk (with ⇢2 = 2⇢1,=
1) at apex C with n = 2, 3, 4: for that cluster, we have �̃a

2 , �̃a
3 ⇡ 15.6762, �̃a

4 ⇡ 15.7354, the relative eigenvalue
spread being ✏0 ⇡ 0.001884. Depending on the range of frequency and wavenumber perturbation, this situation
may be treated as a cluster of nearby or multiple eigenvalues, as illustrated in Figure 13 where relative errors
incurred by leading-order approximations of e↵ective motions arising from either viewpoint are plotted. The
asymptotic approximation yielded by the multiple-eigenfrequency approach is seen to deteriorate (in relative
terms) when the relative perturbation of (!2, ka) becomes of the order of ✏0. At the latter scale, the cluster
is more properly treated as involving nearby eigenvalues, as evidenced by the better behavior of the errors
incurred by the e↵ective motion approximations exploiting that viewpoint.

7. Conclusions
summary

In this study, we pursue finite-wavenumber, finite-frequency homogenization of waves in periodic block struc-
tures that pertain to e.g. masonry and fractured geomaterials. Following [14] we consider a Bloch-wave form
of the scalar wave equation, and we seek an asymptotic expansion about a reference point in the wavenumber-
frequency space – using wavenumber separation to define the perturbation parameter. We further deploy
the concept of broken Sobolev spaces to cater for the presence of kinematic discontinuities, and we adopt the
projection of a Bloch wave onto an eigenfunction for the unit cell of periodicity (at specified eigenfrequency) to
define the “mean” wave motion. This allows us to distill an e↵ective field equation, for an arbitrary dispersion
branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone. For generality we account
for situations featuring both (a) isolated, (b) repeated, and (c) nearby eigenvalues. In the case of repeated
eigenvalues, we find that the e↵ective i.e. “mean” wave motion is governed by a system of wave equations and
Dirac equations, whose total number is given by the multiplicity of the eigenvalue, and whose structure is given
by the spectral properties of a particular matrix whose entries are computed from the participating eigenfunc-
tions, the properties of the unit cell, and the direction of perturbation in the wavenumber space. One of these
structures is shown to describe the so-called Dirac points, i.e. conical contacts between dispersion surfaces,
that support the generation of topologically protected waves. In situations featuring clusters of tightly spaced
eigenvalues, the e↵ective model is found to entail a Dirac-like system of equations that generates “blunted”
conical dispersion surfaces. We illustrate the analytical developments by numerical simulations for two exam-
ple configurations in R2 that (i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate
the occurence of band gaps and Dirac-like dispersion structures in masonry-like discontinua. From the prac-
tical point of view, this work is expected to enrich the manufacturing (e.g. 3D printing) of phononic crystals
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of nearby frequencies within acceptable accuracy for a range of frequency-wavenumber combinations that is
commensurate with the eigenfrequency spread of the cluster.

We finally take the case of an “almost-triple” apex eigenvalue, which occurs for the disk (with ⇢2 = 2⇢1,=
1) at apex C with n = 2, 3, 4: for that cluster, we have �̃a

2 , �̃a
3 ⇡ 15.6762, �̃a

4 ⇡ 15.7354, the relative eigenvalue
spread being ✏0 ⇡ 0.001884. Depending on the range of frequency and wavenumber perturbation, this situation
may be treated as a cluster of nearby or multiple eigenvalues, as illustrated in Figure 13 where relative errors
incurred by leading-order approximations of e↵ective motions arising from either viewpoint are plotted. The
asymptotic approximation yielded by the multiple-eigenfrequency approach is seen to deteriorate (in relative
terms) when the relative perturbation of (!2, ka) becomes of the order of ✏0. At the latter scale, the cluster
is more properly treated as involving nearby eigenvalues, as evidenced by the better behavior of the errors
incurred by the e↵ective motion approximations exploiting that viewpoint.

7. Conclusions
summary

In this study, we pursue finite-wavenumber, finite-frequency homogenization of waves in periodic block struc-
tures that pertain to e.g. masonry and fractured geomaterials. Following [14] we consider a Bloch-wave form
of the scalar wave equation, and we seek an asymptotic expansion about a reference point in the wavenumber-
frequency space – using wavenumber separation to define the perturbation parameter. We further deploy
the concept of broken Sobolev spaces to cater for the presence of kinematic discontinuities, and we adopt the
projection of a Bloch wave onto an eigenfunction for the unit cell of periodicity (at specified eigenfrequency) to
define the “mean” wave motion. This allows us to distill an e↵ective field equation, for an arbitrary dispersion
branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone. For generality we account
for situations featuring both (a) isolated, (b) repeated, and (c) nearby eigenvalues. In the case of repeated
eigenvalues, we find that the e↵ective i.e. “mean” wave motion is governed by a system of wave equations and
Dirac equations, whose total number is given by the multiplicity of the eigenvalue, and whose structure is given
by the spectral properties of a particular matrix whose entries are computed from the participating eigenfunc-
tions, the properties of the unit cell, and the direction of perturbation in the wavenumber space. One of these
structures is shown to describe the so-called Dirac points, i.e. conical contacts between dispersion surfaces,
that support the generation of topologically protected waves. In situations featuring clusters of tightly spaced
eigenvalues, the e↵ective model is found to entail a Dirac-like system of equations that generates “blunted”
conical dispersion surfaces. We illustrate the analytical developments by numerical simulations for two exam-
ple configurations in R2 that (i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate
the occurence of band gaps and Dirac-like dispersion structures in masonry-like discontinua. From the prac-
tical point of view, this work is expected to enrich the manufacturing (e.g. 3D printing) of phononic crystals
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Figure 7: Brick wall, 10% ligament: relative approximation error on eigenfunction '̃a
n,✏ near apex C (n = 25), with k̂1, k̂2 specified

as in Fig. 6f.eigf:L2:brickwall:n=25

6.2. Asymptotic approximation of mean motion near apex eigenfrequencies

We next assess the asymptotic approximation of the e↵ective motion hũia for frequency-wavenumber
combinations near apex eigenfrequencies. The case of an isolated apex eigenvalue is first illustrated in Fig. 9,
for the brickwall case with 10% ligaments and frequency-wavenumber combinations (23) (with �!̂2 = 0) near
the single eigenvalue �̃a

n (n = 7) at apex C. In the display, the second-order FW-FF approximation of hũia
given by Theorem 1 and its zeroth- and first-order companions are compared for a range of values of ✏ to the
reference value of hũia found from applying definition (20) to the numerically computed solution of the forced
vibration problem (24)–(25). A good agreement is observed, and the resulting relative di↵erences (in L2(Y )
norm) again scale as expected with ✏.

Next, in Fig. 10 we consider a double eigenfrequency occurring for n = 10, 11 at apex C for the disk case
(⇢1 = 5⇢2, = 10). The leading-order approximation of the mean motions hũiqa (q = 1, 2), as defined by (60)
and using the diagonalizing projection basis (see Remark 16), is quantitatively compared (again by means of
relative di↵erences in L2(Y ) norm and for varying ✏) to computed reference values in Fig. 10 (comment).

For completeness, we also examine the accuracy of the leading-order approximation of forced motions for
wavenumber-frequency combinations that are close to a cluster (94)-(95) of Q nearby frequencies, and of the
form

k = ka + ✏k̂ = ka + ✏⇣k̂/kk̂k, !2 = �̃a
n + ✏�!̆2, (113) FW-FFc

where !̆ is chosen such that (k,!) does not, to leading order, lie on a dispersion branch (see Remark 13) and

⇣ = kk̂k. The featured components hũiap of the mean motion (1 6 p 6 Q) are then evaluated as the weighted
averages

hũipa ⇡ ✏�1
0

QX

q=1

w1q(⇣)
�
'̃a

j(q), '̃
a
j(p)

�
(114) Wp:def

where, for a fixed perturbation direction, w1q = w1q(⇣) (q 2 1, Q) solve (72). For each example configuration
considered in this section, the first 30 computed eigenfrequencies yield several such clusters (can list them if
judged useful). For all the numerical results to follow, the “center” eigenvalue �̃a

n is taken as the arithmetic

mean of all cluster eigenvalues, i.e. �̃a
n = 1

Q

PQ
q=1 �̃

a
j(q).

Figures 11 and 12 plot, for the disk example with either ⇢2 = 2⇢1, = 1 or ⇢2 = 5⇢1, = 10 and several
cases of nearby clusters with Q = 2, 3, 4, the relative error between the approximate mean motions (114) and
their reference counterparts (60). In keeping with the discussion in Remark 20, the approximate values w1p(⇣)
exhibit no discernible order in ⇣ and merely corroborate that w1p(⇣) approximate mean motions near clusters
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Figure 7: Brick wall, 10% ligament: relative approximation error on eigenfunction '̃a
n,✏ near apex C (n = 25), with k̂1, k̂2 specified

as in Fig. 6f.eigf:L2:brickwall:n=25

6.2. Asymptotic approximation of mean motion near apex eigenfrequencies

We next assess the asymptotic approximation of the e↵ective motion hũia for frequency-wavenumber
combinations near apex eigenfrequencies. The case of an isolated apex eigenvalue is first illustrated in Fig. 9,
for the brickwall case with 10% ligaments and frequency-wavenumber combinations (23) (with �!̂2 = 0) near
the single eigenvalue �̃a

n (n = 7) at apex C. In the display, the second-order FW-FF approximation of hũia
given by Theorem 1 and its zeroth- and first-order companions are compared for a range of values of ✏ to the
reference value of hũia found from applying definition (20) to the numerically computed solution of the forced
vibration problem (24)–(25). A good agreement is observed, and the resulting relative di↵erences (in L2(Y )
norm) again scale as expected with ✏.

Next, in Fig. 10 we consider a double eigenfrequency occurring for n = 10, 11 at apex C for the disk case
(⇢1 = 5⇢2, = 10). The leading-order approximation of the mean motions hũiqa (q = 1, 2), as defined by (60)
and using the diagonalizing projection basis (see Remark 16), is quantitatively compared (again by means of
relative di↵erences in L2(Y ) norm and for varying ✏) to computed reference values in Fig. 10 (comment).

For completeness, we also examine the accuracy of the leading-order approximation of forced motions for
wavenumber-frequency combinations that are close to a cluster (94)-(95) of Q nearby frequencies, and of the
form

k = ka + ✏k̂ = ka + ✏⇣k̂/kk̂k, !2 = �̃a
n + ✏�!̆2, (113) FW-FFc

where !̆ is chosen such that (k,!) does not, to leading order, lie on a dispersion branch (see Remark 13) and

⇣ = kk̂k. The featured components hũiap of the mean motion (1 6 p 6 Q) are then evaluated as the weighted
averages

hũipa ⇡ ✏�1
0

QX

q=1

w1q(⇣)
�
'̃a

j(q), '̃
a
j(p)

�
(114) Wp:def

where, for a fixed perturbation direction, w1q = w1q(⇣) (q 2 1, Q) solve (72). For each example configuration
considered in this section, the first 30 computed eigenfrequencies yield several such clusters (can list them if
judged useful). For all the numerical results to follow, the “center” eigenvalue �̃a

n is taken as the arithmetic

mean of all cluster eigenvalues, i.e. �̃a
n = 1

Q

PQ
q=1 �̃

a
j(q).

Figures 11 and 12 plot, for the disk example with either ⇢2 = 2⇢1, = 1 or ⇢2 = 5⇢1, = 10 and several
cases of nearby clusters with Q = 2, 3, 4, the relative error between the approximate mean motions (114) and
their reference counterparts (60). In keeping with the discussion in Remark 20, the approximate values w1p(⇣)
exhibit no discernible order in ⇣ and merely corroborate that w1p(⇣) approximate mean motions near clusters
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(a) Apex C, k̂= k̂1

of nearby frequencies within acceptable accuracy for a range of frequency-wavenumber combinations that is
commensurate with the eigenfrequency spread of the cluster.

We finally take the case of an “almost-triple” apex eigenvalue, which occurs for the disk (with ⇢2 = 2⇢1,=
1) at apex C with n = 2, 3, 4: for that cluster, we have �̃a

2 , �̃a
3 ⇡ 15.6762, �̃a

4 ⇡ 15.7354, the relative eigenvalue
spread being ✏0 ⇡ 0.001884. Depending on the range of frequency and wavenumber perturbation, this situation
may be treated as a cluster of nearby or multiple eigenvalues, as illustrated in Figure 13 where relative errors
incurred by leading-order approximations of e↵ective motions arising from either viewpoint are plotted. The
asymptotic approximation yielded by the multiple-eigenfrequency approach is seen to deteriorate (in relative
terms) when the relative perturbation of (!2, ka) becomes of the order of ✏0. At the latter scale, the cluster
is more properly treated as involving nearby eigenvalues, as evidenced by the better behavior of the errors
incurred by the e↵ective motion approximations exploiting that viewpoint.

7. Conclusions
summary

In this study, we pursue finite-wavenumber, finite-frequency homogenization of waves in periodic block struc-
tures that pertain to e.g. masonry and fractured geomaterials. Following [14] we consider a Bloch-wave form
of the scalar wave equation, and we seek an asymptotic expansion about a reference point in the wavenumber-
frequency space – using wavenumber separation to define the perturbation parameter. We further deploy
the concept of broken Sobolev spaces to cater for the presence of kinematic discontinuities, and we adopt the
projection of a Bloch wave onto an eigenfunction for the unit cell of periodicity (at specified eigenfrequency) to
define the “mean” wave motion. This allows us to distill an e↵ective field equation, for an arbitrary dispersion
branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone. For generality we account
for situations featuring both (a) isolated, (b) repeated, and (c) nearby eigenvalues. In the case of repeated
eigenvalues, we find that the e↵ective i.e. “mean” wave motion is governed by a system of wave equations and
Dirac equations, whose total number is given by the multiplicity of the eigenvalue, and whose structure is given
by the spectral properties of a particular matrix whose entries are computed from the participating eigenfunc-
tions, the properties of the unit cell, and the direction of perturbation in the wavenumber space. One of these
structures is shown to describe the so-called Dirac points, i.e. conical contacts between dispersion surfaces,
that support the generation of topologically protected waves. In situations featuring clusters of tightly spaced
eigenvalues, the e↵ective model is found to entail a Dirac-like system of equations that generates “blunted”
conical dispersion surfaces. We illustrate the analytical developments by numerical simulations for two exam-
ple configurations in R2 that (i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate
the occurence of band gaps and Dirac-like dispersion structures in masonry-like discontinua. From the prac-
tical point of view, this work is expected to enrich the manufacturing (e.g. 3D printing) of phononic crystals
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of nearby frequencies within acceptable accuracy for a range of frequency-wavenumber combinations that is
commensurate with the eigenfrequency spread of the cluster.

We finally take the case of an “almost-triple” apex eigenvalue, which occurs for the disk (with ⇢2 = 2⇢1,=
1) at apex C with n = 2, 3, 4: for that cluster, we have �̃a

2 , �̃a
3 ⇡ 15.6762, �̃a

4 ⇡ 15.7354, the relative eigenvalue
spread being ✏0 ⇡ 0.001884. Depending on the range of frequency and wavenumber perturbation, this situation
may be treated as a cluster of nearby or multiple eigenvalues, as illustrated in Figure 13 where relative errors
incurred by leading-order approximations of e↵ective motions arising from either viewpoint are plotted. The
asymptotic approximation yielded by the multiple-eigenfrequency approach is seen to deteriorate (in relative
terms) when the relative perturbation of (!2, ka) becomes of the order of ✏0. At the latter scale, the cluster
is more properly treated as involving nearby eigenvalues, as evidenced by the better behavior of the errors
incurred by the e↵ective motion approximations exploiting that viewpoint.

7. Conclusions
summary

In this study, we pursue finite-wavenumber, finite-frequency homogenization of waves in periodic block struc-
tures that pertain to e.g. masonry and fractured geomaterials. Following [14] we consider a Bloch-wave form
of the scalar wave equation, and we seek an asymptotic expansion about a reference point in the wavenumber-
frequency space – using wavenumber separation to define the perturbation parameter. We further deploy
the concept of broken Sobolev spaces to cater for the presence of kinematic discontinuities, and we adopt the
projection of a Bloch wave onto an eigenfunction for the unit cell of periodicity (at specified eigenfrequency) to
define the “mean” wave motion. This allows us to distill an e↵ective field equation, for an arbitrary dispersion
branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone. For generality we account
for situations featuring both (a) isolated, (b) repeated, and (c) nearby eigenvalues. In the case of repeated
eigenvalues, we find that the e↵ective i.e. “mean” wave motion is governed by a system of wave equations and
Dirac equations, whose total number is given by the multiplicity of the eigenvalue, and whose structure is given
by the spectral properties of a particular matrix whose entries are computed from the participating eigenfunc-
tions, the properties of the unit cell, and the direction of perturbation in the wavenumber space. One of these
structures is shown to describe the so-called Dirac points, i.e. conical contacts between dispersion surfaces,
that support the generation of topologically protected waves. In situations featuring clusters of tightly spaced
eigenvalues, the e↵ective model is found to entail a Dirac-like system of equations that generates “blunted”
conical dispersion surfaces. We illustrate the analytical developments by numerical simulations for two exam-
ple configurations in R2 that (i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate
the occurence of band gaps and Dirac-like dispersion structures in masonry-like discontinua. From the prac-
tical point of view, this work is expected to enrich the manufacturing (e.g. 3D printing) of phononic crystals
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6.2. Asymptotic approximation of mean motion near apex eigenfrequencies

We next assess the asymptotic approximation of the e↵ective motion hũia for frequency-wavenumber
combinations near apex eigenfrequencies. The case of an isolated apex eigenvalue is first illustrated in Fig. 9,
for the brickwall case with 10% ligaments and frequency-wavenumber combinations (23) (with �!̂2 = 0) near
the single eigenvalue �̃a

n (n = 7) at apex C. In the display, the second-order FW-FF approximation of hũia
given by Theorem 1 and its zeroth- and first-order companions are compared for a range of values of ✏ to the
reference value of hũia found from applying definition (20) to the numerically computed solution of the forced
vibration problem (24)–(25). A good agreement is observed, and the resulting relative di↵erences (in L2(Y )
norm) again scale as expected with ✏.

Next, in Fig. 10 we consider a double eigenfrequency occurring for n = 10, 11 at apex C for the disk case
(⇢1 = 5⇢2, = 10). The leading-order approximation of the mean motions hũiqa (q = 1, 2), as defined by (60)
and using the diagonalizing projection basis (see Remark 16), is quantitatively compared (again by means of
relative di↵erences in L2(Y ) norm and for varying ✏) to computed reference values in Fig. 10 (comment).

For completeness, we also examine the accuracy of the leading-order approximation of forced motions for
wavenumber-frequency combinations that are close to a cluster (94)-(95) of Q nearby frequencies, and of the
form

k = ka + ✏k̂ = ka + ✏⇣k̂/kk̂k, !2 = �̃a
n + ✏�!̆2, (113) FW-FFc

where !̆ is chosen such that (k,!) does not, to leading order, lie on a dispersion branch (see Remark 13) and

⇣ = kk̂k. The featured components hũiap of the mean motion (1 6 p 6 Q) are then evaluated as the weighted
averages

hũipa ⇡ ✏�1
0

QX

q=1

w1q(⇣)
�
'̃a

j(q), '̃
a
j(p)

�
(114) Wp:def

where, for a fixed perturbation direction, w1q = w1q(⇣) (q 2 1, Q) solve (72). For each example configuration
considered in this section, the first 30 computed eigenfrequencies yield several such clusters (can list them if
judged useful). For all the numerical results to follow, the “center” eigenvalue �̃a

n is taken as the arithmetic

mean of all cluster eigenvalues, i.e. �̃a
n = 1

Q

PQ
q=1 �̃

a
j(q).

Figures 11 and 12 plot, for the disk example with either ⇢2 = 2⇢1, = 1 or ⇢2 = 5⇢1, = 10 and several
cases of nearby clusters with Q = 2, 3, 4, the relative error between the approximate mean motions (114) and
their reference counterparts (60). In keeping with the discussion in Remark 20, the approximate values w1p(⇣)
exhibit no discernible order in ⇣ and merely corroborate that w1p(⇣) approximate mean motions near clusters
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Figure 7: Brick wall, 10% ligament: relative approximation error on eigenfunction '̃a
n,✏ near apex C (n = 25), with k̂1, k̂2 specified

as in Fig. 6f.eigf:L2:brickwall:n=25

6.2. Asymptotic approximation of mean motion near apex eigenfrequencies

We next assess the asymptotic approximation of the e↵ective motion hũia for frequency-wavenumber
combinations near apex eigenfrequencies. The case of an isolated apex eigenvalue is first illustrated in Fig. 9,
for the brickwall case with 10% ligaments and frequency-wavenumber combinations (23) (with �!̂2 = 0) near
the single eigenvalue �̃a

n (n = 7) at apex C. In the display, the second-order FW-FF approximation of hũia
given by Theorem 1 and its zeroth- and first-order companions are compared for a range of values of ✏ to the
reference value of hũia found from applying definition (20) to the numerically computed solution of the forced
vibration problem (24)–(25). A good agreement is observed, and the resulting relative di↵erences (in L2(Y )
norm) again scale as expected with ✏.

Next, in Fig. 10 we consider a double eigenfrequency occurring for n = 10, 11 at apex C for the disk case
(⇢1 = 5⇢2, = 10). The leading-order approximation of the mean motions hũiqa (q = 1, 2), as defined by (60)
and using the diagonalizing projection basis (see Remark 16), is quantitatively compared (again by means of
relative di↵erences in L2(Y ) norm and for varying ✏) to computed reference values in Fig. 10 (comment).

For completeness, we also examine the accuracy of the leading-order approximation of forced motions for
wavenumber-frequency combinations that are close to a cluster (94)-(95) of Q nearby frequencies, and of the
form

k = ka + ✏k̂ = ka + ✏⇣k̂/kk̂k, !2 = �̃a
n + ✏�!̆2, (113) FW-FFc

where !̆ is chosen such that (k,!) does not, to leading order, lie on a dispersion branch (see Remark 13) and

⇣ = kk̂k. The featured components hũiap of the mean motion (1 6 p 6 Q) are then evaluated as the weighted
averages

hũipa ⇡ ✏�1
0

QX

q=1

w1q(⇣)
�
'̃a

j(q), '̃
a
j(p)

�
(114) Wp:def

where, for a fixed perturbation direction, w1q = w1q(⇣) (q 2 1, Q) solve (72). For each example configuration
considered in this section, the first 30 computed eigenfrequencies yield several such clusters (can list them if
judged useful). For all the numerical results to follow, the “center” eigenvalue �̃a

n is taken as the arithmetic

mean of all cluster eigenvalues, i.e. �̃a
n = 1

Q

PQ
q=1 �̃

a
j(q).

Figures 11 and 12 plot, for the disk example with either ⇢2 = 2⇢1, = 1 or ⇢2 = 5⇢1, = 10 and several
cases of nearby clusters with Q = 2, 3, 4, the relative error between the approximate mean motions (114) and
their reference counterparts (60). In keeping with the discussion in Remark 20, the approximate values w1p(⇣)
exhibit no discernible order in ⇣ and merely corroborate that w1p(⇣) approximate mean motions near clusters

26

rel. L2 error (order 0)
<latexit sha1_base64="erPWTy5vsVaJ2vDT6u0OGUI+QRI=">AAACXXicbVC7TgMxEHQOwiMECFBQICSLCCk00R0gQYmgoaAAiQBSLkQ+3was+HGyfZDodL/A19DCf1DxKzjJFSSwhTWand0dT5RwZqzvf5W8ufnywuLScmWlurq2XtvYvDMq1RRaVHGlHyJigDMJLcssh4dEAxERh/uofzHq37+ANkzJWztMoCPIk2Q9Rol1VLfWCC0MbKaBN3GOrx4P8YTAoLXSuKF0DBr7B3m3Vveb/rjwXxAUoI6Kuu5ulHbDWNFUgLSUE2PagZ/YTka0ZZRDXglTAwmhffIEbQclEWA62fhLOd53TIx7zkJPSYvH7O+JjAhjhiJySkHss5ntjcj/eu34hSWmuDWYHJt2YnunnYzJJLUgqVuBY0aoZs40ps9EE2pdnJVQwitVQhAZZ2E0yN2jeDxypHg2yPMZwXBaMHQCF2gwG99fcHfYDI6awc1x/ey8iHYJ7aA91EABOkFn6BJdoxai6A29ow/0Wfr2yl7VW5tIvVIxs4Wmytv+AUunuIo=</latexit>

rel. L2 error (order 1)
<latexit sha1_base64="4xNZP1h8UCWyKkmx6LDgjTkLCBc=">AAACXXicbVDLTgIxFC3jC/GFunBhTBqJCW7IjJro0ujGhQtMREgYJJ3ORRv6mLRFIZP5Bb/Grf6HK3/FArMQ9C6ak3PPvff0RAlnxvr+V8FbWFxaXimultbWNza3yts7D0YNNIUGVVzpVkQMcCahYZnl0Eo0EBFxaEb963G/+QLaMCXv7SiBjiBPkvUYJdZR3XI1tDC0qQZewxm+fTzBUwKD1krjqtIxaBwcZ91yxa/5k8J/QZCDCsqr3t0uHISxogMB0lJOjGkHfmI7KdGWUQ5ZKRwYSAjtkydoOyiJANNJJ1/K8JFjYtxzFnpKWjxhf0+kRBgzEpFTCmKfzXxvTP7Xa8cvLDH5reH02KwT27vopEwmAwuSuhU4ZoRq5kxj+kw0odbFWQolvFIlBJFxGkbDzD2Kx2NHiqfDLJsTjGYFIydwgQbz8f0FDye14LQW3J1VLq/yaItoHx2iKgrQObpEN6iOGoiiN/SOPtBn4dtb8ta9zanUK+Qzu2imvL0fTXm4iw==</latexit>

rel. L2 error (order 2)
<latexit sha1_base64="/FxbVdhWWLxSdgfK8ZZknhLKpOU=">AAACXXicbVDLTgIxFC3jG1+oCxfGpJGY4IbMoIkujW5cuNBE1IRB0ulcoKGPSVsQMplf8Gvc6n+48lcsMAtB76I5Offce09PlHBmrO9/FbyFxaXlldW14vrG5tZ2aWf30ai+plCniiv9HBEDnEmoW2Y5PCcaiIg4PEW963H/aQDaMCUf7CiBpiAdydqMEuuoVqkSWhjaVAOv4gzfvtTwlMCgtdK4onQMGtdOslap7Ff9SeG/IMhBGeV119opHIaxon0B0lJOjGkEfmKbKdGWUQ5ZMewbSAjtkQ40HJREgGmmky9l+NgxMW47C20lLZ6wvydSIowZicgpBbFdM98bk//1GvGAJSa/NZwem3Vi2xfNlMmkb0FStwLHjFDNnGlMu0QTal2cxVDCK1VCEBmnYTTM3KN4PHakeDrMsjnBaFYwcgIXaDAf31/wWKsGp9Xg/qx8eZVHu4oO0BGqoACdo0t0g+5QHVH0ht7RB/osfHtL3oa3NZV6hXxmD82Ut/8DT0u4jA==</latexit>

O(✏)
<latexit sha1_base64="saARjoU03eRPob/Cq957bnJg6dA=">AAACPnicbVDLSsNAFJ3UV62vVpciBItQNyVRQZdFN+6sYB+QhDKZTNuh8wiZSW0I+Qy3+iv+hj/gTty6dNpmYVsvzHA499x7D8cPKZHKsj6Mwtr6xuZWcbu0s7u3f1CuHLaliCOEW0hQEXV9KDElHLcUURR3wwhD5lPc8Ud3035njCNJBH9SSYg9Bgec9AmCSlPOQ83FoSRU8PNeuWrVrVmZq8DOQRXk1exVjBM3EChmmCtEoZSObYXKS2GkCKI4K7mxxCFEIzjAjoYcMiy9dOY5M880E5h9EenHlTlj/06kkEmZMF8rGVRDudybkv/1nGBMQpnfmsyPLTpR/RsvJTyMFeZIrzADAlFEtGkTDWEEkdJ5lVyOn5FgDPIgdf1Jpj9Bg6kjQdNJli0JkkVBogU6UHs5vlXQvqjbl3X78arauM2jLYJjcApqwAbXoAHuQRO0AAICvIBX8Ga8G5/Gl/E9lxaMfOYILJTx8wuvjLEj</latexit>

O(✏2)
<latexit sha1_base64="mB76ncb7ggm2z5rohdEfJszohg4=">AAACQHicbVDLSsNAFJ34rPXV6lKEYBHqpiRV0GXRjTsr2Ac0sUwm03boPGJmUhtCvsOt/op/4R+4E7eunLZZ2NYLMxzOPffew/ECSqSyrA9jZXVtfWMzt5Xf3tnd2y8UD5pSRCHCDSSoCNselJgSjhuKKIrbQYgh8yhuecObSb81wqEkgj+oOMAug31OegRBpSn3ruzgQBIq+GP1rFsoWRVrWuYysDNQAlnVu0Xj2PEFihjmClEoZce2AuUmMFQEUZzmnUjiAKIh7OOOhhwyLN1k6jo1TzXjmz0R6seVOWX/TiSQSRkzTysZVAO52JuQ//U6/ogEMrs1nh2bd6J6V25CeBApzJFeYfoEopBo0yYawBAipRPLOxw/I8EY5H7ieONUf4L6E0eCJuM0XRDE84JYC3Sg9mJ8y6BZrdjnFfv+olS7zqLNgSNwAsrABpegBm5BHTQAAk/gBbyCN+Pd+DS+jO+ZdMXIZg7BXBk/vwe8scc=</latexit>

O(✏3)
<latexit sha1_base64="RUikfS6DrgFvMfoD262HbNom1j4=">AAACQHicbVDLSsNAFJ34rPXV6lKEYBHqpiRW0GXRjTsr2Ac0sUwm03boPGJmUhtCvsOt/op/4R+4E7eunLZZ2NYLMxzOPffew/ECSqSyrA9jZXVtfWMzt5Xf3tnd2y8UD5pSRCHCDSSoCNselJgSjhuKKIrbQYgh8yhuecObSb81wqEkgj+oOMAug31OegRBpSn3ruzgQBIq+GP1rFsoWRVrWuYysDNQAlnVu0Xj2PEFihjmClEoZce2AuUmMFQEUZzmnUjiAKIh7OOOhhwyLN1k6jo1TzXjmz0R6seVOWX/TiSQSRkzTysZVAO52JuQ//U6/ogEMrs1nh2bd6J6V25CeBApzJFeYfoEopBo0yYawBAipRPLOxw/I8EY5H7ieONUf4L6E0eCJuM0XRDE84JYC3Sg9mJ8y6B5XrGrFfv+olS7zqLNgSNwAsrABpegBm5BHTQAAk/gBbyCN+Pd+DS+jO+ZdMXIZg7BXBk/vwmNscg=</latexit>

✏
<latexit sha1_base64="MMYYGMDvrVJZnMCGebpMK1X6yD8=">AAACO3icbVDLSgMxFE181vpqdSnCYBFclRkVdFl047KCfUBnKJlM2obmMSSZ2jLMT7jVX/FDXLsTt+5N21nY1gsJh3PPvfdwwphRbVz3A66tb2xubRd2irt7+weHpfJRU8tEYdLAkknVDpEmjArSMNQw0o4VQTxkpBUO76f91ogoTaV4MpOYBBz1Be1RjIyl2j6JNWVSdEsVt+rOylkFXg4qIK96twxP/UjihBNhMENadzw3NkGKlKGYkazoJ5rECA9Rn3QsFIgTHaQzw5lzbpnI6UllnzDOjP07kSKu9YSHVsmRGejl3pT8r9eJRjTW+a3x/NiiE9O7DVIq4sQQge0KJ6IIK2pNO3iAFMLGhlX0BXnGknMkotQPx5n9JIumjiRLx1m2JJgsCiZWYAP1luNbBc3LqndV9R6vK7W7PNoCOAFn4AJ44AbUwAOogwbAgIEX8Are4Dv8hF/wey5dg/nMMVgo+PMLFemwZQ==</latexit>

0.01
<latexit sha1_base64="ohK8vxZ8TevXOw7bSGgIEcQDWRY=">AAACN3icbVDLSsNAFJ3xWeur1aUIwSK4KokKuiy6cVnBPqAJZTKZtkPnETKT2hDyC271V/wUV+7ErX/gpM3Ctl6YmcO55849HD9kVGnb/oBr6xubW9ulnfLu3v7BYaV61FYyjjBpYclk1PWRIowK0tJUM9INI4K4z0jHH9/n/c6ERIpK8aSTkHgcDQUdUIx0Ttl12+lXauaZlbUKnALUQFHNfhWeuoHEMSdCY4aU6jl2qL0URZpiRrKyGysSIjxGQ9IzUCBOlJfOzGbWuWECayAjc4S2ZuzfiRRxpRLuGyVHeqSWezn5X68XTGioil3T+bJFJ3pw66VUhLEmApsvrIAiHFFj2sIjFCGsTVBlV5BnLDlHIkhdf5qZS7IgdyRZOs2yJUGyKEiMwATqLMe3CtqXdeeq7jxe1xp3RbQlcALOwAVwwA1ogAfQBC2AwQi8gFfwBt/hJ/yC33PpGixmjsFCwZ9fxLetpg==</latexit>

0.1
<latexit sha1_base64="7eXWCvlFNV/R85nF2/HFE74ZK5w=">AAACNnicbVDLSsNAFJ2pr1pfrS5FCBbBVUhU0GXRjcuK9gFNKJPJtB06j5CZ1JaQT3Crv+KvuHEnbv0Ep20WtvXCDIdzz733cIKIUaUd5wMW1tY3NreK26Wd3b39g3LlsKlkEmPSwJLJuB0gRRgVpKGpZqQdxQTxgJFWMLyb9lsjEisqxZOeRMTnqC9oj2KkDfXo2G63XHVsZ1bWKnBzUAV51bsVeOKFEiecCI0ZUqrjOpH2UxRrihnJSl6iSITwEPVJx0CBOFF+OvOaWWeGCa2ejM0T2pqxfydSxJWa8MAoOdIDtdybkv/1OuGIRiq/NZ4fW3Siezd+SkWUaCKwWWGFFOGYGtMWHqAYYW1yKnmCPGPJORJh6gXjzHyShVNHkqXjLFsSTBYFEyMwgbrL8a2C5oXtXtruw1W1dptHWwTH4BScAxdcgxq4B3XQABj0wQt4BW/wHX7CL/g9lxZgPnMEFgr+/AJH9a1s</latexit>

(b) Apex C, k̂= k̂2

Figure 10: Brick wall example, 10% ligament length: relative approximation error on effective motion near apex C (n = 7), with

k̂1, k̂2 specified as in Fig. 7f.
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Figure 11: Disk with ρ1 = 5ρ2, κ = 10: relative approximation error on effective motion near apex C (double eigenfrequency,

n= 10, 11), with k̂1, k̂2 specified as in Fig. 7f.

When the driving frequency is close to a cluster of tightly spaced dispersion branches, Ē is predominantly

carried by the cluster eigenfunctions; for instance, we find that E = ε−4
(

1
2ω

2
∑N
q=1 ρ

(0)
q |u0q|2 + o(1)

)
for the

configuration summarized in Remark 22. Table 3 provides computational evidence of such claim by considering
the forced vibration problem (24)–(25) for the disk configuration (ρ2 = 5ρ1, κ = 10) with the source factor
f̃(x) in (24) set to f̃ = ka ·x and a sample of driving (k, ω) pairs taken close to the cluster (6-9)N near apex

C via parametrization k = ka + εk̂2 and ω2 = λ̃a6 (1.025 + ε).

7. Conclusions

In this study, we pursue finite-wavenumber, finite-frequency homogenization of waves in periodic block struc-
tures that pertain to e.g. masonry and fractured geomaterials. Following [16] we consider a Bloch-wave form
of the scalar wave equation, and we seek an asymptotic expansion about a reference point in the wavenumber-
frequency space – using wavenumber separation to define the perturbation parameter. We further deploy
the concept of broken Sobolev spaces to cater for the presence of kinematic discontinuities, and we adopt the
projection of a Bloch wave onto an eigenfunction for the unit cell of periodicity (at specified eigenfrequency) to
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(a) Apex B, three nearby clusters with Q= 2
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(b) Apex C, n= 20, 21, 22, 23 (Q= 4)

Figure 12: Disk (ρ1 = 2, κ = 1): approximation error on effective motion for clusters of nearby eigenvalues, with ζ = ‖k̂‖
(see (118)) and k̂1, k̂2 specified as in Fig. 2b (a) or Fig. 7f (b). In (a), the approximation errors for the mean motions u11 (cluster
8-9) and u12 (clusters 4-5 and 14-15), which are very small, are not shown.
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Figure 13: Disk (ρ1 = 5, κ= 10): relative approximation error on effective motion for clusters of nearby eigenvalues, with ζ = ‖k̂‖
(see (118)) and k̂1, k̂2 specified as in Fig. 2b (a,b) or Fig. 7f (c). In (c), the approximation errors for the mean motions u13,
which are very small, are not shown.

define the “mean” wave motion. This allows us to distill an effective field equation, for an arbitrary dispersion
branch, near apexes of “wavenumber quadrants” featured by the first Brillouin zone. For generality we account
for situations featuring both (a) isolated, (b) repeated, and (c) nearby eigenvalues. In the case of repeated
eigenvalues, we find that the effective i.e. “mean” wave motion is governed by a system of wave equations and
Dirac equations, whose total number is given by the multiplicity of the eigenvalue, and whose structure is given
by the spectral properties of a particular matrix whose entries are computed from the participating eigenfunc-
tions, the properties of the unit cell, and the direction of perturbation in the wavenumber space. One of these
structures is shown to describe the so-called Dirac points, i.e. conical contacts between dispersion surfaces,
that support the generation of topologically protected waves. In situations featuring clusters of tightly spaced
eigenvalues, the effective model is found to entail a Dirac-like system of equations that generates “blunted”
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Figure 14: Disk (ρ1 = 2ρ2, κ = 1): relative approximation error on effective motion near apex C (n = 2, 3, 4), with k̂1, k̂2 as

in Fig. 7f and ζ = ‖k̂‖ (see (118)). Approximations follow either the nearby-eigenvalue viewpoint (used for ζ 6 0.04) or the
repeated-eigenvalue viewpoint (used for ζ > 0.01).

ζ u11 (ka+ εk̂1) u14 (ka+ εk̂1)
ref. asympt. approx. ref. asympt. approx.

0.1 (-0.0210585,-0.0467813) (-0.0194747,-0.0432629) (0.0156866,7.84359 10−9) (0.0118228,9.54988 10−9)
0.2 (-0.0211987,-0.0470927) (-0.0195139,-0.0433500) (0.0150709,7.82576 10−9) (0.0114225,9.50600 10−9)
0.5 (-0.0215269,-0.0478219) (-0.0196144,-0.0435731) (0.0131880,7.73153 10−9) (0.0102139,9.36628 10−9)
1. (-0.0217636,-0.0483477) (-0.0197238,-0.0438163) (0.0100105,7.44723 10−9) (0.0081839,9.10795 10−9)
2. (-0.0211757,-0.0470404) (-0.0197276,-0.0438247) (0.0040501,6.50743 10−9) (0.0041449,8.50830 10−9)

u11 (ka+ εk̂2) u14 (ka+ εk̂2)
ref. asympt. approx. ref. asympt. approx.

0.1 (-0.0211762,-0.0465305) (-0.0194995,-0.0432010) (0.0159902,7.89058 10−9) (0.0120221,9.63576 10−9)
0.2 (-0.0214322,-0.0466305) (-0.0195599,-0.0432426) (0.0156816,8.00236 10−9) (0.0118219,9.72799 10−9)
0.5 (-0.0220973,-0.0469676) (-0.0197022,-0.0434281) (0.0147319,8.79008 10−9) (0.0112168,1.02994 10−8)
1. (-0.0228498,-0.0476528) (-0.0198068,-0.0439454) (0.0130903,1.15968 10−8) (0.0101954,1.22569 10−8)
2. (-0.0229751,-0.0495659) (-0.0194760,-0.0458646) (0.0097554,2.27089 10−8) (0.0081252,2.03192 10−8)

Table 2: Disk example (ρ2 = 5ρ1, κ = 10): (complex) numerical values of the reference mean motions {u11, u14} and their

asymptotic approximations (corresponding to the relative errors shown in Fig. 13c), with ζ = ‖k̂‖ (see (118)) and k̂1, k̂2 specified
as in Fig. 7f.

ε Ē Relative cluster contribution
0.01 66.2 .233 + .214 + .537 + .013 = .997
0.02 25.7 .373 + .336 + .238 + .046 = .992
0.05 37.2 .086 + .082 + .010 + .817 = .995
0.1 3.64 .270 + .278 + .037 + .365 = .950

Table 3: Disk example (ρ2 = 5ρ1, κ = 10): relative contribution of the nearby dispersion branches to the overall mean energy
density, Ē = 1

2
ω2(ρũ, ũ)Ya . Driving wavenumber-frequency combinations, indicated by dots in Fig. 6a, are close to the cluster

(6-9)N near apex C.

conical dispersion surfaces. We illustrate the analytical developments by numerical simulations for two exam-
ple configurations in R2 that (i) showcase the metamaterial design using soft interfaces, and (ii) demonstrate
the occurence of band gaps and Dirac-like dispersion structures in masonry-like discontinua. From the prac-
tical point of view, this work is expected to enrich the manufacturing (e.g. 3D printing) of phononic crystals
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and metamaterials, for it allows a spectrum of material parameters – in this case specific stiffness coefficients
– to be manufactured (and tightly controlled) using only a single material phase, e.g. polymer.
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Appendix

Proof of Lemma 1: On adding (18) to their respective complex conjugates and recalling that G, ρ, κ and λ̃an
are real valued, we find that

−∇·
(
G∇(ϕ̃an + ϕ̃an)

)
= λ̃anρ (ϕ̃an + ϕ̃an) in Ya,

Jϕ̃an + ϕ̃anK + κ−1tν [ϕ̃an + ϕ̃an] = 0 on Γa, �tn[ϕ̃an + ϕ̃an]�+a,j= 0 on ∂Ya

}
=⇒ ϕ̃an + ϕ̃an = c ϕ̃an,

where c is a constant. Accordingly, arg(cϕ̃an(x)) = 0 and letting c∈ R, we have Im(ϕ̃an) = 0.

Proof of Lemma 2: By premise that λ̃n is a simple eigenvalue, φ̃an ∈ H1
p (Y ) is the only eigenfunction

solving (14). By construction, ϕ̃an ∈ H1
p (Ya) is the only solution of (18) that include the Y -antiperiodicity

constraint given by the third equation. As a result any solution to (33)–(34) in (H1a
p0 (Ya))d, subject to the

implicit constraint
ajχ

(1)|xj=0 = −ajχ(1)|xj=`j
due to (27), is unique.

To demonstrate the existence of a solution to (33)–(34), it suffices to show that the source term in (33) is,
subject to germane boundary and jump conditions, orthogonal to ϕ̃an. To this end, we make use of the fact
that ϕ̃an is real-valued and integrate the product of the left-hand side of (33) and ϕa by parts as

P =
(
λ̃anρχ

(1)+∇·
(
G(∇χ(1)+ Iϕ̃an)

)
+G∇ϕ̃an, ϕ̃an

)
Ya

=
(
∇·
(
G(∇χ(1)+ Iϕ̃an)ϕ̃an

)
, 1
)
Ya
−
(
G∇ϕ̃an ·∇χ(1), 1)Ya

=
(
∇·
(
G(∇χ(1)+ Iϕ̃an)ϕ̃an

)
, 1
)
Ya
−
(
∇·
(
G∇ϕ̃an ⊗ χ(1)), 1

)
Ya

+
���

���
���

�:0(
(−λ̃anρϕ̃an

)
χ(1), 1

)
Ya

=
(
tIn[χ(1), ϕ̃an] , ϕ̃an

)∑Ma
m=1 ∂Ym

−
(
tn[ϕ̃an] , χ(1)

)∑Ma
m=1 ∂Ym

where nm is the unit outward normal to ∂Ym, and tn[g] is defined by (3) for either scalar or vector g. On
deploying the jump conditions in (19) and (34) together with the boundary conditions (34), we find that

P = −
(
tIν [χ(1), ϕ̃an] , Jϕ̃anK

)
Γa

+
(
tν [ϕ̃an] , Jχ(1)K

)
Γa

=
(
κJχ(1)K , Jϕ̃anK

)
Γa
−
(
κJϕ̃anK , Jχ(1)K

)
Γa

= 0,

which establishes the existence of the solution.
To show that χ(1) is real-valued, we first note that all the coefficients, together with all (domain and jump)

source terms, in (33)–(34) are real-valued. Accordingly, one finds by subtracting (33)–(34) from its complex
conjugate that

χ(1) − χ(1) = cϕ̃an,

where overline denotes complex conjugation and c is a constant. Recalling that ϕ̃an ∈H1
p (Ya), however, we

have that c = 〈cϕ̃an〉ϕa = 〈χ(1) − χ(1)〉ϕa = 〈χ(1)〉ϕa − 〈χ(1)〉ϕa = 0, which establishes the claim.

Proof of Lemma 3: This proof essentially follows that of Lemma 5 in [16], and is included here for com-
pleteness. To establish the claim we integrate the inner product ((43),χ(1))Ya by parts as

λ̃an
(
ρη(0),χ(1)

)
Ya
−
(
G∇η(0)·∇χ(1), 1

)
Ya
−
(
tν [η(0)] , Jχ(1)K

)
Γa

=
( ρ

ρ(0)
〈f̃ eika·x〉ϕa ϕ̃an− f̃ eik

a·x,χ(1)
)
Ya
. (120)
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Using (33)–(34) and integrating by parts, the second term on the left-hand side becomes

−
(
G∇η(0) ·∇χ(1), 1

)
Ya

= −
(
∇η(0) ·G

(
∇χ(1)+ Iϕ̃an

)
, 1
)
Ya

+
(
∇η(0)Gϕ̃an, 1

)
Ya

=
(
η(0)∇·

(
G
(
∇χ(1)+ Iϕ̃an

))
, 1
)
Ya

+
(
∇η(0)Gϕ̃an, 1

)
Ya

+
(
tIν [χ(1), ϕ̃an] , Jη(0)K

)
Γa

= − λ̃an
(
η(0)ρχ(1), 1

)
Ya
−
(
η(0)G∇ϕ̃an, 1

)
Ya

+
(
∇η(0)Gϕ̃an, 1

)
Ya

+
(
tIν [χ(1), ϕ̃an] , Jη(0)K

)
Γa
.

By this result, the interfacial conditions in (19) and (34), and the fact that ϕ̃an and χ(1) are real-valued, (120)
recovers (46).

Proof of Lemma 4: By solving (39) for σω̂2u0 and substituting the result into (50), we obtain

−
(
µ(0) : (ik̂)2 + σρ(0) ω̂2

)
u1 −

(
µ(1)− 1

ρ(0)
{ρ(1)⊗ µ(0)}

)
: (ik̂)3u0 = − (χ(1)f̃ eik

a·x, 1)Ya · ik̂. (121)

On recalling the field equations (33) and (41) governing χ(1) and χ(2), however, one can conveniently integrate
by parts their (symmetrized) weighted difference

({
(41)⊗ χ(1) − (33)⊗ χ(2)

}
, 1
)
Ya

. Noting specifically that
({
∇·
(
G
(
∇χ(2) + {I ⊗ χ(1)}′

))
⊗ χ(1)

}
, 1
)
Ya

= −
({
G∇χ(1) · ∇χ(2)

}
, 1
)
Ya
−
({
G∇χ(1)⊗ χ(1)

}
, 1
)
Ya

−
({
tIν [χ(2),χ(1)]

}′ ⊗ Jχ(1)K , 1
)

Γa
,

({
∇·
(
G(∇χ(1)+ Iϕ̃an)

)
⊗ χ(2)

}
, 1
)
Ya

= −
({
G∇χ(1) · ∇χ(2)

}
, 1
)
Ya
−
({
G∇χ(2) ϕ̃an

}
, 1
)
Ya

−
({
tIν [χ(1), ϕ̃an]⊗ Jχ(2)K

}′
, 1
)

Γa
,

and making use of the interfacial conditions in (34) and (42), we obtain ρ(0)µ(1) = {ρ(1)⊗µ(0)} due to the fact
that ϕ̃an is real-valued. A substitution of the last result into (121) immediately recovers (52).

Proof of Lemma 5: To establish part (a), we integrate (i) (33)⊗χ(3) and (ii) (53)⊗χ(1) by parts over Ya,
evaluate the combination (i)-(ii) of the obtained equalities, and apply the index averaging (28) to the result.
Upon recalling definition (56), the latter identity is readily found to provide the claimed alternative expression
of µ(2).

Part (b) is established by a similar method. We integrate (33)⊗η(1), (ii) (41)η(0), (iii) (43)⊗χ(2) and
(iv) (54)⊗χ(1) by parts over Ya, evaluate the combination (i)-(ii)+(iii)-(iv) of the resulting equalities and

apply index averaging. Using thus obtained identity in F (k̂, ω̂, ε) according to Theorem 1 to eliminate the
terms featuring η(1) yields the claimed alternative expression.

Proof of Lemma 6: We integrate (82)⊗χ(1)
p by parts over Ya to obtain

(
Gϕ̃anq,∇χ(1)

p

)
Ya
−
(
G∇ϕ̃anq,χ(1)

p

)
Ya

= λ̃n
(
ρχ(1)

q ⊗ χ(1)

p , 1
)
Ya
−
(
G∇χ(1)

q ,∇χ(1)

p ,
)
Ya
− κ
(
Jχ(1)

q K, Jχ(1)

p K
)
Ya−

∑
r

1

ρ
(0)
r

θ
(0)
rq

(
ρϕ̃a

nr,χ
(1)
p

). (122)

The proof then follows from (84) upon rewriting µ(0)
pq as

µ(0)

pq =
(
G{ϕ̃anp∇χ(1)

q }, 1
)
Ya
−
(
G{∇ϕ̃anp ⊗ χ(1)

q }, 1
)
Ya

+ I
(
Gϕ̃anp ϕ̃

a
nq, 1

)
Ya
,

since the first three terms on the RHS of (122) are symmetric in (p, q), while the latter vanishes (to the leading

order) upon contraction with (ik̂)2 due to the fact that each Apq = θ(0)

rq · (ik̂) is near-trivial.

Proof of (117): We adapt the derivations of Sections 3.5, 3.6 and 3.7 for the source-free case: using (30),
(32), and (45) with η(0) = 0 in (26), we obtain

ϕ̃a,ref
n,ε =

(
u0 + εu1 + ε2u2

) (
ϕ̃an + εχ(1) ·ik̂ + ε2χ(2) : (ik̂)2

)
+ o(ε2).

The claim (117) follows from evaluating the constant u0 +εu1 +ε2u2 (up to a unit-norm complex factor) that
meets the normalization condition (11) up to order O(ε2)).
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