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Retrieval of large-scale wind divergences from infrared 
Meteosat-5 brightness temperatures over the Indian 
Ocean 

F. Hourdin G. Saze, M. Bonazzola, • L. Picon, • H. Laurent, , 
H. Pawlowska, 3 and R. Sadourny 1 

Abstract. Over the tropics the atmospheric general circulation models usually fail 
in predicting horizontal wind divergence, which is closely related to atmospheric 
heating and to the vertical exchanges associated with convection. With the aim of 
forcing atmospheric models we present here a reconstruction of wind divergences 
based on the links between infrared brightness temperatures, convective activity, 
and large-scale divergence. In practice, wind divergences are reconstructed from 
brightness temperatures using correlations obtained from numerical simulations 
performed with a general circulation model. When building those correlations, a 
distinction must be made between the brightness temperatures of opaque clouds 
and those of semitransparent clouds, only the former being directly associated 
with convection. In order to filter out semitransparent clouds we use radiative 
thresholds in the water vapor channel in addition to the window channel. We 
apply our approach to Meteosat-5 data over the Indian Ocean. Comparison with 
wind divergences reconstructed independently from Meteosat water vapor winds 
partially validates our retrieval. Comparison with European Center for Medium- 
Range Weather Forecasts analyses indicates that much can be gained by adding 
information on the wind divergence in the tropics to force an atmospheric model. 

1. Introduction 

The retrieval of global wind fields constitutes a chal- 
lenging and essential task for analysis and numerical 
weather prediction. Direct wind observations are in- 
dispensible at low latitudes, where winds cannot be 
accurately inferred from the mass field. The global 
network of geostationary satellites provides the basis 
for the derivation of cloud motion winds from succes- 

sive aligned satellite images. Until recently, the In- 
dian Ocean was poorly observed because of the diffi- 
culty of accessing INSAT data. The situation changed 
in June 1998, when the European Organization for the 
Exploitation of Meteorological Satellites (EUMETSAT) 
shifted Meteosat-5 to 63øE, on request of scientists in- 
volved in the Indian Ocean Experiment (INDOEX). 
This allowed the derivation of cloud motion winds from 

the infrared window channel (10.1-13.1 /•m, labelled 
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IR), from the water vapor band (5.5-7.3 ttm, labelled 
WV), and from the visible channel (0.3-1.04 ttm, la- 
belled VIS) over this area. This new information has 
been routinely assimilated at the European Center for 
Medium-Range Weather Forecasts (ECMWF) since Au- 
gust 12, 1998. 

An accurate estimation of wind divergence is partic- 
ularly important in the tropics, since this quantity is 
closely related to the vertical exchanges associated with 
convection. Laurent and Sakamoto [1998] have studied 
the feasibility of estimating the upper level wind di- 
vergence associated with tropical convective cloud sys- 
tems from water vapor winds. However, the retrieval of 
wind divergence from wind estimates is very sensitive 
to small-scale noise or errors getting amplified by finite 
differencing. In addition, the retrieval is restricted to a 
small number of layers (near the surface, at cloud drift 
levels, or at the WV weighting function peak level) that 
are only approximately located, because of the difficulty 
of determining precisely the altitudes of clouds and WV 
structures. 

We present here an alternative approach, where wind 
divergences are retrieved from infrared Meteosat-5 bright- 
ness temperatures. Our retrieval is performed in two 
steps. First an atmospheric general circulation model 
(AGCM) is used in a climatic mode to define statistical 
relations between model wind divergences at different 
levels and synthetic IR brightness temperatures defined 
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in the channels of Meteosat. In a second step we then 
apply the statistical relations to the geostationary im- 
ages of the brightness temperatures to retrieve the di- 
vergence field. 

This approach has definite interests from several view- 
points. First, the method uses information that is 
not fully contained in the EUMETSAT wind prod- 
ucts; therefore it can be used to improve the diver- 
gent circulation and diabatic heating field in numeri- 
cal initializations. Furthermore, it provides statistical 
information on the whole vertical profile of wind di- 
vergence. The quantitative magnitudes of the diver- 
gences cannot really be retrieved, because of the large 
error bars associated with our estimates and, further, 
because they depend on model characteristics, espe- 
cially the parametrization of convection and biases in 
thermal stratification and water vapor transport. How- 
ever, these divergence profiles are appropriate to nudge 
the initial state toward the inclusion of better located 

convective systems, while keeping consistency with the 
AGCM dynamics. This approach is related to what has 
been refered to as "physical initialization" methods in 
data assimilation [e.g., Krishnamufti et al., 1991]. An 
alternative way to nudge the initial state to a better 
retrieval of convective activity is to use rainfall data in- 
cluding space observations like those of Special Sensor 
Microwave Imager (SSM/I) or Tropical Rainfall Mea- 
surement Mission (TRMM) [Krishnamufti et al., 1993]. 
They have the advantage of providing quantitative es- 
timates of the latent heat release. The link between 

convective activity, brightness temperatures, and diver- 
gence fields is less direct but has the advantage of com- 
bining a larger space cover with time continuity. 

In the present study, we focus on wind divergence 
fields over the Indian Ocean during the INDOEX pe- 
riod (from January to April 1999). The method for es- 
timating vertical profiles of horizontal wind divergences 
from Meteosat-5 data is described in section 2. Section 

3 compares these retrieved divergence fields to ECMWF 
fields and those derived from water vapor winds. Inter- 
ests and limitations of the method are finally discussed 
in section 4. 

2. Estimation of Divergence Profiles 
From Meteosat-5 Data 

2.1. Principle 

Narrowband measurements in the window channel 

(10.5-12.5 pm) have a high sensitivity to cloudiness 
variation and are then often used as a proxy for deep 
convection [e.g., Pires et al., 1997]. The relations be- 
tween convection and large-scale variables have been 
abundantly investigated. Previous studies [Comejo- 
Gatfido and Stone, 1977; Khalsa, 1983; Liu, 1988] have 
shown that low-level convergence must supply most of 
the local moisture for convection. A classical closure for 
convection schemes relies on this mechanism. Thus we 

expect to find a positive correlation between a bright- 

ness temperature in the window channel and mass con- 
vergence in the lower troposphere. Because of the con- 
tinuity equation and because of the slow evolution of 
meteorological systems this correlation must extend af- 
ter changing sign to higher levels of the troposphere. 

For building correlations, instead of brightness tem- 
peratures we consider the difference AT = Tbi R -- 
TbiRcls , between the brightness temperature Tbi R and 
the clear-sky brightness temperature TbiRcls, both de- 
fined in the window channel. Considering AT instead 
of Tbi R is particularly important over land, to avoid in- 
terpreting cold surface temperatures as convection. The 
AT is correlated at each model level with the normal- 

ized mass flux divergence D = 1/5pdiv(dpv), where 5p 
is the pressure thickness of the layer and v is the hori- 
zontal wind. 

2.2. Numerical Tools 

Correlations between AT and D are computed with 
the atmospheric general circulation model of Labora- 
toire de M•t•orologie Dynamique (LMD), the LMDZT 
AGCM, a second-generation version of the LMD AGCM 
[Sadourny and Laval, 1984]. This grid point model al- 
lows the use of a variable mesh defined by coordinate 
stretching or "zoom," to increase resolution over any 
region of interest; the present zoom is a more elab- 
orated version of the one defined by $harma et al. 
[1987]. In this study, resolution reaches 1.3 ø x 1.3 ø at 
the zoom center located on the equator, at 63øE, with 
19 rr levels on the vertical. Convection is represented 
by Tiedtke's [1989] scheme, and the diurnal cycle is in- 
cluded. The cloud scheme is described by Le Treut and 
Li [1991]. The cloud water content evolution is deter- 
mined through a budget equation. A simple statistical 
scheme uses the assumption of a uniform distribution of 
the total water content within a given grid box, char- 
acterized by a width Aqt. It allows the definition of a 
cloud fraction as the part of the grid surface where there 
is supersaturation. More details about the LMDZT 
AGCM are given by Le Treut ½t al. [1994], Polcher 
et al. [1991], and Hourdin and Armengaud [1999]. 

The statistics are based on 12 instantaneous simu- 

lated cases, archived for the region comprised between 
30øS and 30øN, 30øE and 110øE. These cases are sam- 
pled every 12 hours from January 25, 1200 UTC, to 
January 31, 0000 UTC, from a simulation starting from 
the ECMWF analysis of January 15, 1999, 0000 UTC, 
and forced by observed sea surface temperatures. Drop- 
ping the first 10 days of the simulation ensures that the 
model is far from its spin-up phase and that convection 
has reached its normal regime. The choice of 12 cases in 
the LMDZT simulation corresponds to .-- 14,000 atmo- 
spheric columns. To test the statistical significance of 
this ensemble, the analysis which follows was applied to 
two different years (January 1988 and January 1999), 
with practically identical results. We concentrate on 
the winter season, which is the INDOEX period. 
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Synthetic brightness temperatures are computed from 
the profiles of temperature, specific humidity, cloud 
cover, and liquid water contents sampled from the 16 
day prediction run of the LMDZT AGCM. The clear- 
sky temperatures TbiRcls are estimated by removing 
cloud cover and liquid water in the archived profiles. 
We use a modified version of the narrowband model de- 

tailed by Morcrette and Fouquart, [1985] and Morcrette 
[1991]. The IR and WV channels are represented with 
10 spaced spectral intevals. Clouds are treated as grey 
bodies. This code has been extensively used at LMD 
for AGCM evaluation purposes [Roca, 1999] and was 
shown to give good agreement in the water vapor chan- 
nel with the radiative transfer model used operationally 
at EUMETSAT for satellite calibration [Roca and Pi- 
con, 1997]. 

2.3. Filtering Out Semi-transparent Clouds 

Filtering out semi-transparent clouds has a major im- 
pact on the correlations between AT and D. Indeed, 
high semitransparent clouds and lower opaque clouds 
may have the same brightness temperature in the win- 
dow channel, but for very different divergence profiles. 
Only the opaque clouds are typical of enhanced convec- 
tion and are associated with a strong convergence in the 
lower troposphere. 

The method for this filtering has to be applicable to 
both simulated clouds and observed clouds. This means 

that some of the AGCM information, like the simulated 
cloud fraction profiles, cannot be used; in a similar way, 
radiative thresholds classicaly used with observations 
and defined at high spatial resolution should also be 
avoided because synthetic brightness temperatures can- 
not be computed at these fine scales. 

We adopted a classical approach using a combina- 
tion of the IR and the WV Meteosat channels. Indeed, 
the relations between radiances measured in both chan- 

nels are different for opaque clouds and semitranspar- 
ent clouds [$zejwach, 1982]. Plate la shows the cor- 
respondence between the observed brightness temper- 
atures defined in the water vapor channel TbW V and 
AT, for the cases defined in section 2.2, 5 km x 5 km 
pixels having previously been averaged and interpolated 
to the model grid. This diagram agrees generally well 
with its equivalent, produced with simulated brightness 
temperatures (Plate lb), in spite of a cold bias in the 
WV channel of •0 4 K, which is consistent with the 
AGCM validation performed by Roca and Picon [1997] 
from Meteosat-3 and Meteosat-4 WV data. This good 
agreement allows us to define a threshold using the ra- 
diative properties of the simulated clouds. 

In the AGCM we are indeed able to distinguish be- 
tween a number of simulated cloudiness classes, using 
cloud fractions criteria. For our purpose we retained 
three classes: the semitransparent clouds (STC) class 
and the opaque clouds (OC) class, whose characteris- 
tics are given in Figure 1, and a class of other clouds, 

which do not meet these criteria. The chosen criteria 

are somewhat arbitrary; however, they select only the 
extreme cases, the quasi-isolated high semitransparent 
clouds and the very opaque clouds which cover an im- 
portant part of the model grid box. STC and OC are 
quite distinct on Plate lb: The STC are roughly located 
along the dashed line of Plate lb, with dense clouds at 
the lower left part and thin clouds at the upper right 
part. The OC, which behave as blackbodies, have sim- 
ilar brightness temperatures in both channels at high 
altitudes; they are located along the solid line of slope 
1 for low brightness temperatures. For higher bright- 
ness temperatures or lower altitudes their WV bright- 
ness temperature saturates to the clear-sky value, what- 
ever the exact altitude of the cloud located below the 

WV weighting peak function level. More details about 
the interpretation of this diagram are given by $zejwach 
[1982], Schmetz et al. [199a], and Xu et al. [1998]. 

These classes are better separated in Plate lc, which 

displays the values of (Tewv/T•iR) • as a function of 
AT. We then use Plate lc to filter out the STC by defin- 
ing a threshold Pwv as a function of AT (black curve 
in Plate lc), from the locations of the simulated opaque 
clouds and the simulated semitransparent clouds. Only 
the points located above the curve will be considered as 
opaque clouds. 

In order to see the effect of the selection on correla- 

tions between AT and D we plot in Figure 2 the values 
of D derived at 900 hPa versus the corresponding values 
of AT in three cases: for the whole set of points (Fig- 

Class OC STC 

Levels (hPa) 
6 

30 

50 at least 

90 1 level with 

140 neb > 0.3 

200 

280 at least 

360 2 levels with 

450 neb > 0.5 

540 at least 

630 5 levels with 

710 neb < 0.05 

780 

850 

900 at least 10 levels with 
940 4 levels with neb < 0.2 
960 neb > 0.5 

980 

990 

Figure 1. Cloud fraction criteria used to define classes 
of simulated cloudiness. OC, opaque clouds; STC, semi- 
transparent clouds; neb, cloud fraction value. 
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Plate 1. (a) Correspondence between the observed AT and TbWV, the brightness temperature 
in the water vapor channel. The 5 km x 5 km Meteosat-5 pixels have been interpolated to 
the model grid. (b) Correspondence between t. he simulated AT and TbW V. Three classes of 
simulated clouds are represented: opaque clouds (OC), semitransparent clouds (STC), and other 
clouds. (c) Scatterplot of the simulated AT (abscissa) versus (T•wv/T•iR) 2 (ordinate). The 
STC and the OC are represented as well as the threshold curve Pwv(AT). 
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Figure 2. Scatterplots of the simulated AT versus D derived at 900 hPa (a) for the whole set 
of points, (b) for the points located above the threshold curve PWv(AT), and (c) for the points 
located beneath Pwv(AT). 

ure 2a), for the points located above Pwv(AT) (Figure 
2b), and for the points located under Pwv(AT) (Figure 
2c). Two modes clearly appear in Figure 2a. Compar- 
ison of Figures 2a,2b,and 2c shows that the threshold 
enables us to mostly separate the two modes (mode 1 
is in Figure 2b and mode 2 in Figure 2c). It then helps 
in constructing a unimodal relationship between diver- 
gences and IR brightness temperature. 

Figure 3 extends this conclusion to all vertical levels, 
displaying two vertical profiles of correlation coeffcients 
linking variables AT and D, one constructed by using 
our selection, and the other constructed by using the 
whole ensemble of points. As expected, the correlation 
coeffcients are positive in the lower troposphere, neg- 
ative in the middle and upper troposphere, and weak 
in the stratosphere. The selection enhances their am- 
plitude. The significance of the increase of absolute 
values of correlation coeffcients when the selection is 

performed is checked performing a Student test, which 
is successful at a 98% level. 

For application to Meteosat-5 data the threshold curve 
Pwv(AT) is slightly modified to take into account the 
systematic cold bias. We checked that this threshold 

curve is valuable when applied to observations using a 
dynamical clustering method (DCM) with Meteosat-5 
data (see Appendix A). At the end, divergence profiles 
are estimated only for points located above Pwv(AT) - 

4 • •'-i=0 ciATi where ci are polynomial coefficients given 
in Table 1. 

2.4. 1:retrieval of Divergence Profiles as 
Functions of AT 

At each level we fit on the selected points a polyno- 
mial regression curve of degree 4, D = f(AT) (an exam- 
ple is shown in Figure 2b). Furthermore, we estimate 
the standard deviations of divergences for each level as 
functions of AT, to evaluate the uncertainties associ- 
ated with the estimates. Figure 4 displays the diver- 
gence profiles corresponding to different brightness tem- 
peratures and the associated standard deviations. For 
warm brightness temperatures (300 K, or AT = 0 K), 
corresponding to clear sky, a weak positive divergence is 
found in the lower troposphere: We indeed expect clear 
skies to be predominantly associated with subsidence 
regions. For intermediate brightness temperatures (250 
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Correlation coefficients as a function of altitude 
o 

lOO 

200 

300 

• 600 
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•. I 

1000 -0'.4 -0.2 0 0.2 0.4 0.6 
correlation coefficient 

Figure 3. Vertical profiles of correlation coefficients 
linking variables AT and D, constructed using the 
whole set of points and using the points selected by 
the threshold curve only. 

K, AT - -40 K), corresponding to shallow convection, 
strong convergence is noticed in the lower troposphere, 
while divergence occurs in the middle troposphere. For 
cold brightness temperatures (220 K, AT - -70 K), 
corresponding to deep convection, convergence is found 
in the lower troposphere up to 650 hPa, balanced by 
strong upper tropospheric divergence. Note that the- 
40 K and-70 K cases differ by the level of detrainment, 
rather than by the intensity of the lower convergence. 

To test the dependence of the retrieved divergence 
profiles on the convection scheme, the same operations 
were performed, using the original convection scheme 
of the LMD AGCM [$adourny and Laval, 1984]. The 
LMD AGCM applies successively a moisture adjust- 
ment procedure for eliminating conditional instability 
when saturation occurs [Manabe et al., 1965] and the 
Kuo [1965] scheme, which takes into account large-scale 
water vapor convergence and evaporation from the sur- 
face, to force convection and to enable the vertical mix- 
ing of energy and water. This successive application we 
refer to as the Kuo-Manabe scheme. 

The retrieved divergence profiles exhibit the same 
qualitative characteristics with the two convection scheme 
(Figure 5). However, the absolute values of D obtained 
with the Kuo-Manabe scheme are weaker. When AT 

is equal to-40 K, the mean value of D beneath 940 
hPa obtained with the Kuo-Manabe scheme is on the 

order of-3.5 x 10-•s -1, instead of-5 x 10-•s -1 with 
Tiedtke's [1989] scheme. Thus the use of different pa- 
rameterizations of convection implies quantitative dif- 
ferences for the retrieval of divergences. In the rest of 
the paper, only Tiedtke's scheme is used. 

2.5. Validation of the Method 

To validate our method, we first performed a retrieval 
from simulated brightness temperatures and compared 
the retrieved divergences with the initial divergences 
(ID) of the AGCM run. Over the convective areas, 
characterized by weak brightness temperatures in Fig- 
ure 6, the values of convergence in the lower troposphere 
(940 hPa) are usually well retrieved. The cold structure 
found near 90øE; 20øS is not selected for the divergence 
retrieval; Indeed, the cloud fraction profiles of this area 
exhibit a low cloud at 850 hPa, covering ,-- 40% of the 
mesh, associated with a cirrus at 200 hPa, whose cloud 
fraction is high. This type of cloud system must be elim- 
inated for the retrieval, as it should not be interpreted 
as a unique intermediate opaque cloud. 

We quantitatively estimated the agreements of the re- 
trieved divergences with the initial divergences, taking 
into account the uncertainty in the divergence estimate 
due to the statistical dispersion in Figure 4. An agree- 
ment between two divergences is considered as good if 
the initial divergence falls within the error bar asso- 
ciated with the estimated divergence. (Note that the 
error bars, defined at the standard deviations of sim- 
ulated divergences, are also clearly model dependent.) 
The derivation of agreements are performed over the 
12 instantaneous simulated cases; percentiles of agree- 
ments are then deduced from this data set (see Figure 
7). 

The mean agreement is equal to 40%. This value has 
to be compared to 38%, the probability for a random 
variable of Gaussian distribution to be equal to its mean 
value at lc level. No particular pattern appears on the 
graph; for altitudes and AT values associated with a 
large amplitude of the retrieved divergences, the agree- 
ments are close to their mean value (28%- 50% beneath 
940 hPa, for AT lower than-50 K). 

3. Application to Meteosat-5 Data' 
Comparison With ECMWF Divergences 
and Divergences Derived 
From EUMETSAT Winds 

In this section, Meteosat-5 images recorded in Jan- 
uary 1999 during the INDOEX experiment are ana- 
lyzed. The estimated divergences are compared with 

Table 1. Definition of the Threshold Curve PWV 

Value 

cs 4.1798 10 -]ø 
c4 8.0922 10 -8 
c3 6.0437 10 -6 
c2 2.4111 10 -4 
c] 1.7664 10 -3 
co 0.7846 
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Figure 4. Vertical profiles of D computed with Tiedtke's [1989] scheme, for selected points, 
corresponding to AT values of-70 K (solid curve),-40 K (dotted curve) , and 0 K (dashed 
curve). 

ECMWF divergences and divergences derived from WV 31 model levels, at a horizontal resolution of 0.5 ø x 0.5 ø 
winds, corresponding to the same period. To make the ECMWF divergences (ECD) comparable 

with the divergences retrieved from brightness temper- 
3.1. ECMWF Divergences atures (BTD), we perform vertical and horizontal inter- 

We use directly the ECMWF divergence fields. These polarions of the divergences on the variable mesh of the 
divergences are computed from ECMWF analyses of AGCM. 
winds, performed every 6 hours by the ECMWF global 
numerical weather prediction (NWP) model. This model 
has a 62 km Gaussian grid, with 60 vertical levels de- 
fined in a hybrid sigma-pressure coordinate. A four- 
dimensional (4-D) variational assimilation method is 
used to ingest radiosonde and satellite winds. The 
satellite winds are IR, WV, and VIS Meteosat-5 and 
Meteosat-7 winds, defined with a 90 min time sam- 
pling and at a resolution of 160 km, high-resolution 
VIS Meteosat-5 and Meteosat-7 winds, defined with a 
3 hour time sampling and at a resolution of 80 km, 
and GOES winds, defined with a 3 hour time sam- 
pling. Here the divergences are computed on the first 

3.2. Estimation of Divergences Derived 
From EUMETSAT Winds 

We use here the EUMETSAT operational WV winds, 
available at a spatial resolution of 160 km. They are 
computed from semihourly images in the Meteosat WV 
channel at full resolution (5 km x 5 km at the sub- 
satellite point). The WV wind extraction procedure, 
described by Laurent [1993], is based on a window tech- 
nique. A small window, named target window at time 
t, searches inside another window placed at time t- 30 
min or t+30 rain for a similar pattern. The temperature 
of the tracer is estimated by analyzing its distribution 
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Figure 5. As in Figure 4, except that the vertical profiles are computed with the Kuo-Manabe 
scheme. 

of WV and IR pixels, following Schmetz et al. [1993]. 
Then the altitude is assigned using temperature and 
pressure profiles of the ECMWF forecast. 

Computation of divergence from water vapor winds 
is a delicate matter, divergence being selective of small 
scales. Here, following Laurent and Sakarnoto [1998], 
winds are first interpolated on a regular grid (1.2 ø x 1.2 ø) 
in both space and time, with a technique proposed by 
Doswell [1977]. The value •0 assigned to a location 
M0 at time to is defined as the weighted average of the 
values •i, observed at locations Mi and times ti: 

(I)0-- •/M----1 {/•i(•' , (1) 

where Wi are weights depending on distances di = 
MoMi and time lags Ati - ti -to 

Wi - exp (-(dill) 2 -(•ti/•-)2). (2) 

The parameters 5 and r must be adjusted in order to 

filter small-scale frequencies in space and time, respec- 
tively, without affecting large-scale structures. After 
some tests, r and 5 were fixed at 90 min and 279 km, 
respectively. 

Horizontally, the WV wind field defined on the 1.2 ø x 
1.2 ø grid is interpolated on the AGCM grid, which is 
an Arakawa type C grid [Kasahara, 1977], where zonal 
wind, meridional wind, and scalar variables are defined 
at three different locations on the mesh. Vertically, each 
wind is affected to the closest model level (defined in 
sigma coordinate rr = p/p,), using its pressure level 
given in the EUMETSAT data and the surface pressure 
of ECMWF. The WV divergences (WVD) are derived 
from winds defined on the model grid and ECMWF 
surface pressure, following the expression of D given in 
section 2.1. 

3.3. Case Study 

The results presented here are related to two Meteosat- 
5 images recorded on January 15, 1999, at 1200 UTC 
and on January 25, 1999, at 1200 UTC, characteristic 
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Figure 6. (a) Initial divergence field at 940 hPa computed with the AGCM, (b) Simulated IR 
brightness temperatures for the same field, (c) Same as Figure 6a, but with the mask of Figure 
6d, (d) Retrieved divergence field at 940 hPa. 

of the variability of convective areas. Figure 8 shows 
the spatial distributions of IR brightness temperatures, 
where pixels have been averaged and interpolated on the 
model grid. On January i5, three main convective cloud 
systems are found. located near 70øE to 5øS, 105øE to 
5øS, and 35øE to 10øS; another cold pattern of approx- 
imately 250 K appears over Arabia. On January 25 
the convective patterns globally shifted from the middle 
to the eastern part of the ocean, an effect attributable 

Comparison between initial and retrieved model divergences 
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Figure ?. Percentile of agreement of brightness tem- 
perature divergences (BTD) with initial divergences, as 
a function of AT (abscissa) and altitude (ordinate). 

to the Madden-Julian oscillation. The western pattern 
persists over East Africa and Madagascar, while a large 
convective system is found near the equator, between 
75øE and 110øE. 

The corresponding WVD, BTD, and ECD are repre- 
sented at three different levels (360 hPa, 280 hPa, and 
200 hPa) in Figures 9, 10, and 11. The unshaded ar-- 
eas of Figures 9 and 10 are free of data, either because 
they correspond to points which have not been selected 
for the BTD retrieval or because no water vapor wind 
was found at that level. Indeed, water vapor winds are 
estimated at one level at most, this level depending on 
the location and being the highest among those where 
water vapor is detected. 

In general, for the three fields the main convective 
structures are associated with positive divergences. For 
WVD they appear at the highest level (200 hPa), whereas 
the objects tracked around these cloud systems are usu- 
ally found at the intermediate level (280 hPa), and 
most of the warm areas are observed at a lower level 

(360 hPa). The shapes and the locations of the posi- 
tive structures of divergences are similar on WVD and 
on BTD fields; however, the ECD exhibit some differ- 
ences, especially on January 25. The BTD values over 
the convective areas are on the same order of magni- 
tude as the ECD values (they reach 5 x 10-5s -1 at 
200 hPa) but are larger than those of the WVD (which 
are between 1 x l0 -5 and 4 x 10-Ss -1 at 200 hPa). 
However, the WVD values are quite dependent on the 
spatial smoothing. If performed at a smaller scale, the 
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Figure 8. The spatial distribution of IR Meteosat-5 brightness temperatures in the window 
channel' on January 15, 1999, at 1200 UTC and on January 25, 1999, at 1200 UTC (values lower 
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smoothing is not efficient in eliminating the noise, but 
mo•t of the positive WVD increase and the agreement 
between WVD and BTD becomes better. 

The relation noticed in section 2.4 between the level 

of detrainment and the brightness temperature is here 
validated by the WVD fields. Indeed, the intermedi- 

ate brightness temperature of 250 K found over Arabia 
on January 15 is associated with a positive divergence 
which occurs at a lower level than divergence related 
to deep convective clouds, as well on WVD as on BTD 
fields. The ECD fields exhibit a weaker vertical corre- 
lation than the BTD. 
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Figure 11. ECMWF divergences. Upper row, January 15, 1999, at 1200 UTC; lower row, 
January 25, 1999, at 1200 UTC; left column, 360 hPa; middle column, 280 hPa; right column, 
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Comparison between model divergences and ECMWF divergences 
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Figure 12. Percentile of agreement of BTD with 
ECMWF divergences, as a function of AT (abscissa) 
and altitude (ordinate). 

3.4. Statistics 

Here we estimate the agreements of WVD and ECD 
with BTD, taking into account the uncertainty in the 
divergence estimate due to the statistical dispersion in 

Figure 4. As in section 2.5, an agreement between two 
divergences is considered good if the WVD or the ECD 
falls within the error bar associated with the estimated 

BTD. The derivation of agreements is performed over 
12 instantaneous cases of January 1999, and percentiles 
of agreements are derived from this data set. 

The percentiles of agreement of BTD with ECD are 
represented in Figure 12 as a function of AT and alti- 
tude. The agreement is •-- 40% for warm temperatures. 
It is much weaker over convective areas, at the altitudes 
where the BTD profiles exhibit a large amplitude. In- 
deed, in the lower troposphere for intermediate and cold 
temperatures, in the middle troposphere for intermedi- 
ate temperatures, and in the upper troposphere for cold 
temperatures it is sometimes lower than 15%, which is 
much weaker than the values found in these cases for the 

reconstruction of divergences from simulated brightness 
temperatures (section 2.5). Thus the ECD are signifi- 
cantly different from the divergences predicted by the 
LMDZT AGCM in convective situations. 

Statistical comparisons with WVD can be performed 
for the upper level only. In Figure 13a we first compare 
the BTD with the WVD defined at the same levels, 
at 200 hPa, 280 hPa, or 360 hPa (solid curve). A weak 
agreement (9%) is found for AT lower than -70 K; how- 
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Figure 13. Upper row (a) BTD-WVD agreements, as a function of AT. The solid curve is 
constructed by comparing BTD with WVD defined at the same levels (200 hPa, 280 hPa, and 
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ever, values extend from 47% to 66% for AT warmer 
than-70 K. The dashed curve is built by comparing 
WVD found at 200 hPa with BTD at either 200 hPa or 

280 hPa. In this case, a good agreement is found if the 
WVD at 200 hPa falls within at least one of the error 

bars of BTD associated with the 200 hPa and the 280 

hPa levels. This relaxation of the vertical constraint 

significantly increases the agreement. It reaches 36% 
for AT lower than -70 K and extends from 75% to 96% 
in the -60 K to -30 K interval. For AT warmer than -20 

K, agreements are not represented, the total number of 
divergence pairs found in the high troposphere at these 
temperatures being very low (Figure 13e). 

Thus there is generally good agreement between the 
BTD and the WVD fields over convective areas. In- 

deed, the major convective patterns usually have simi- 
lar shapes and locations. This comparison of high-level 
divergences constitutes, then, a partial validation of our 
divergence estimation over convective areas, and the 
EUMETSAT products confirm the link expected be- 
tween horizontal wind divergence and convective struc- 
tures. The low agreement found for AT lower than -70 
K can be attributable to the spatial smoothing of the 
WV winds which underestimate the divergence values. 
In a further step, it would be interesting to use the high- 
resolution WV winds (having a spatial resolution of 80 
km instead of 160 km). This product is operationally 
available and would provide a better horizontal cover 
and a more accurate estimation of WV divergences. 

Finally, Figures 13b, 13c and 13d show a compari- 
son of BTD-WVD agreements with BTD-ECD agree- 
ments at the three levels, in the cases where the num- 
ber of WVD-BTD pairs is large enough to get signif- 
icant results. The BTD agree better with the WVD 
than with the ECD for all altitudes and temperatures, 
and this good agreement is more pronounced for cold 
AT. The differences between ECD and WVD over con- 

vective cases, while ECMWF assimilates the same WV 
cloud motion winds as those used to compute WVD, 
can arise either from errors due to the space and time 
interpolation performed on WV wind fields or from the 
impact of assimilating other variables in the ECMWF 
analyses. The differences between ECD and BTD can 
be due to the fact that ECMWF does not use brightness 
temperatures, but only WV winds, in their assimilation 
process; futhermore, ECMWF mixes Meteosat-5 data 
with all data available, while our approach concentrates 
on reconstructing divergences from brightness temper- 
atures. 

4. Discussion and Conclusion 

This study describes the retrieval of horizontal wind 
divergences from infrared satellite imagery data. The 
method is partially validated by comparison with water 
vapor divergence fields. The vertical profiles of diver- 
gence associated with convection constitute an inter- 
esting diagnostic tool which it would be worthwhile to 
apply to additional observations and to different con- 
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Figure 14. Mean vertical profiles of cloud fractions for 
-70K _< AT _< -50K. The profiles correspond to the 
following: the points located above PWV and belonging 
to mode 2 (solid curve), the points located above PWV 
and belonging to mode 1 (dashed-dotted curve), and 
the points located below PWV and belonging to mode 
2 (dashed curve) 

vection schemes. This would assess these schemes and 

document the relation between air convergence in the 
lower troposphere and enhancement of convection. 

The main limitation of our divergence retrieval is the 
need for filtering out semitransparent clouds to reduce 
the uncertainty of the estimates. Mode 1 and mode 2 
(section 2.3) are not totally separated by the filtering, 
because the radiative threshold method fails in elimi- 

nating completely clouds which do not belong to the 
OC class. Indeed, the clouds or systems of clouds which 
are not eliminated but still belong to mode 2 (we label 
them "pseudo-OC") are usually thick cirrus or multi 
layer clouds. The typical vertical profile of cloud frac- 
tions of these points is represented in Figure 14. As 
a comparison, the cloud fraction profile of the selected 
points which belong to mode 1, as well as the cloud 
fractions profile of the eliminated points which belong 
to mode 2, are also plotted in Figure 14. This shows 
that the "pseudo-OC" are definetely different from the 
convective towers and are also thicker than the semi- 

transparent clouds. The water vapor radiative thresh- 
old method is not efficient enough to discriminate them. 

The study using the dynamical clustering method 
(Appendix A) confirms this conclusion and extends it 
to the observations: It appears that .-- 40% of the pix- 
els labeled as thick cirrus and multi layer systems, de- 
tected using the infrared and the visible channels, are 
not eliminated with the water vapor radiative threshold 
method. 

Thus a possible improvement of our method would be 
the use of the visible channel of Meteosat-5. A threshold 
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Figure 15. Results of the dynamical clustering method 
applied to Meteosat-5 data. (a-c) Percentties of pix- 
els located beneath the threshold curve Pwv(AT), for 
the eight classes of clouds and for 100%, 95%, and 
50% of the pixels belonging to the highest-density part 
of the distribution. (d-k) Scatterplots of AT versus 
(Tbw V/TblR) 2 corresponding to each class. Pwv(AT) 
is represented, as well as the isodensities of 95% and 
50%. 

based on reflectance should be defined, the reflectance 
being dependent on the optical thickness of the cloud 
[Minnis and Harrison, 1984; Minnis et al., 1984]. One 
disadvantage of the method is that it can be used only 
during daytime; furthermore, it should need accurate 
treatment of angular dependence. Visible information 
can also be used at a higher resolution (which could 
reach the pixel resolution). The detection of thick cirrus 
and multi layer systems would certainly improve much, 
using thresholds similar to those used in the dynamical 
clustering method (Appendix A). However, the prob- 
lem with that approach is that we would have to sim- 
ulate synthetic brightness temperatures at scales much 
smaller than the model mesh scale or to select the sim- 

ulated clouds using a criterion different from the one 
used for the observed clouds. 

The important differences found between ECD and 
BTD suggest that the Meteosat IR brightness tempera- 
tures contain useful information on divergence, which is 
for the moment non exploited in the ECMWF analyses 
but which could be used to better locate the convec- 

tive systems. This information could be ingested by 
two different methods: by a direct 4-D VAR assimila- 
tion of brightness temperatures or by an assimilation of 
divergence fields deduced from correlations with bright- 
ness temperatures. The first method is more straight- 
forward and potentially more powerful. However, it re- 
quires inversion (through adjoint integration) of a very 
complex direct model, including large-scale transport of 
water vapor, convection, and cloud schemes. The sec- 
ond method, which we plan to investigate, avoids some 
of these difficulties, because it implicitely reduces en- 
hancement of convection to the presence of air mass 
convergence in the lower troposphere, relying on the 
AGCM behavior in its climatic mode. 

In both methods the characteristics of the models, es- 
pecially those of the convection schemes, are taken into 
account to better represent convection. This helps to re- 
duce the "spin-up," which affects LMDZT AGCM sim- 
ulations initialized by the ECMWF analyses, because of 
additional interpolations and substitution of one model 
for another. The last method is now being applied to 
a simulation of the INDOEX Intensive Field Phase, in- 
cluding tracer transport and vertical mixing by convec- 
tion over the Indian Ocean Intertropical Convergence 
Zone (ITCZ). We expect that a more realistic ITCZ 
will improve the simulation of horizontal transport and 
vertical mixing. 

Appendix A' Validation of the Selection 
A weakness of our selection lies in the fact that the 

threshold curve is defined on the radiative character- 

istics of simulated clouds, the simulated clouds them- 
selves being defined on arbitrary criteria. In order to 
secure that the threshold curve is valuable when applied 
to observations, the dynamical clustering method [S•ze 
and Desbols, 1987] has been applied to full resolution 
Meteosat-5 data. The aim of this method is to iden- 

tify cloudiness, making use of two spectral parameters, 
the infrared and the visible radiances, and two struc- 
tural parameters, the local spatial standard deviations 
of the visible and infrared radiances (computed for 3 
x 3 neighboring pixels). This method is particularly 
interesting for our purpose as it uses the additional in- 
formation of the visible channel. The infrared radiances 

give information on cloud altitude, whereas the visible 
radiances give information on the cloud optical thick- 
ness. The spatial local standard deviations associated 
with the IR and the visible radiances allow us to dis- 

tinguish between high thick clouds, cirrus, and cirrus 
above other clouds and between thin cirrus and small 

cumulus. 
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The method references 20 classes of cloudiness, which 
are then grouped into 8 classes (Figure 15). For five 
Meteosat-5 pictures, taken at 12 00 LT from January 
25, 1999, to January 29, 1999, each pixel over the ocean 
has been identified as belonging to one of the eight 
classes. The IR clear-sky brightness temperatures cor- 
responding to these dates have been computed using 
the ECMWF temperature and specific humidity pro- 
files. We attribute to each pixel the IR clear-sky value 
of the model mesh which contains it. Then for each 

class, a graph is built giving (Towv/TblR) 2 as a func- 
tion of AT. The percentlie of pixels located above the 
threshold curve is derived, for the whole distribution 
and then for 95% and 50% of the pixels belonging to 
the highest-density part of the distribution. 

The results show that 92% of the pixels identified as 
cirrus are located beneath the threshold curve, while 
69% of the middle convective clouds, 780/6 of the high 
thick heterogeneous clouds, and 79% of the high thick 
clouds are located above the curve. Thus the threshold 

method is globally validated. However, only 57% of 
the thick cirrus and 63% of the multi layer clouds are 
located beneath the curve. Thus the risk of interpreting 
multi layer systems and thick cirrus as opaque clouds 
exists when the visible channel is not used; as discussed 
in section 4, it certainly constitutes an important part 
of the error associated with the retrieval. 
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