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ABSTRACT

This paper presents a satellite-observation-based evaluation of the marine boundary layer (MBL) cloud

properties from two Community Atmosphere Model, version 5 (CAM5), simulations, one with the standard

parameterization schemes (CAM5–Base) and the other with the Cloud Layers Unified by Binormals scheme

(CAM5–CLUBB). When comparing the direct model outputs, the authors find that CAM5–CLUBB pro-

duces more MBL clouds, a smoother transition from stratocumulus to cumulus, and a tighter correlation

between in-cloud water and cloud fraction than CAM5–Base. In the model-to-observation comparison using

the COSP satellite simulators, the authors find that both simulations capture the main features and spatial

patterns of the observed cloud fraction from MODIS and shortwave cloud radiative forcing (SWCF) from

CERES. However, CAM5–CLUBB suffers more than CAM5–Base from a problem that can be best sum-

marized as ‘‘undetectable’’ clouds (i.e., a significant fraction of simulated MBL clouds are thinner than the

MODIS detection threshold). This issue leads to a smaller COSP–MODIS cloud fraction and a weaker SWCF

in CAM5–CLUBB than the observations and also CAM5–Base in the tropical descending regions. Finally,

the authors compare modeled radar reflectivity with CloudSat observations and find that both simulations,

especially CAM5–CLUBB, suffer from an excessive drizzle problem. Further analysis reveals that the subgrid

precipitation enhancement factors in CAM5–CLUBB are unrealistically large, which makes MBL clouds

precipitate too excessively, and in turn results in too many undetectable thin clouds.

1. Introduction

Marine boundary layer (MBL) clouds cover about 1/5

of the ocean surface and serve as a strong modulator of

the radiative energy budget of the earth–atmosphere

system (Klein and Hartmann 1993; Wood 2012). Lo-

cated in the boundary layer, MBL clouds are especially

susceptible to aerosol microphysical effects (Coakley

and Walsh 2002; Ackerman et al. 2000). For these

reasons, a realistic representation of MBL clouds in the
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general circulation models (GCMs) is critical for an

accurate and reliable climate projection.

Because many physical processes related to MBL

clouds, such as turbulence and convection, occur at

spatial scales much smaller than the typical grid size

of GCMs (;100 km), subgrid cloud parameterization

schemes are needed to connect subgrid cloud processes

with resolved grid-level variables. In most current

GCMs, cloud-related physical processes are usually

categorized into several regimes, each controlled by a

separate subgrid parameterization scheme. For exam-

ple, the Community Atmosphere Model, version 5

(CAM5), categorizes subgrid parameterization schemes

into deep convection, shallow convection, planetary

boundary layer (PBL), and cloud macrophysics (Neale

et al. 2010; Park et al. 2014). Such a conventional

framework is conceptually simple. Cloud simulation in

GCMs often improves significantly when individual

cloud parameterization schemes are improved (Kay

et al. 2012; Pincus et al. 2012). However, a bottleneck for

this conventional framework is that in nature there is

often no clear and discrete separation of cloud physics

regimes. As a result, conventional GCMs often have

difficulty in simulating a smooth and continuous stra-

tocumulus (Sc) to cumulus (Cu) cloud transition (Guo

et al. 2014; Kubar et al. 2015; Bogenschutz et al. 2013).

This is referred to as the Sc-to-Cu transition (STCT)

problem hereafter. Another long-lasting problem is that

GCMs based on conventional subgrid parameterization

schemes tend to generate too fewMBL clouds and at the

same time overestimate the brightness of the clouds.

The two biases tend to counterbalance each other in

radiative transfer calculations. This is the well-known

‘‘too few, too bright’’ problem (Webb et al. 2001; Zhang

et al. 2005). Although significant progress has been

made recently, it is still a common problem in GCMs,

including CAM5 (Nam et al. 2012; Klein et al. 2013).

Over the past few decades, substantial efforts have

been made to improve the subgrid cloud parameteriza-

tion schemes in GCMs. A noteworthy achievement is

the novel subgrid cloud scheme called Cloud Layers

Unified by Binormals (CLUBB) (Golaz et al. 2002a,b;

Larson et al. 2002). CLUBB is a partial third-order

turbulence closure scheme that utilizes a double-

Gaussian joint probability density function (PDF) to

model the variance and covariance of subgrid vertical

velocity, temperature, andmoisture. Amajor promise of

CLUBB is that by varying the shape of the joint PDF it

can represent various cloud regimes (e.g., PBL and

shallow convection) in the same framework and thereby

provide a unified subgrid cloud physics. For example, in

the conventional framework of CAM5, cloud fraction

and cloud condensate are often treated by different

schemes separately and independently. In CLUBB, the

cloud fraction and cloud condensate are simultaneously

diagnosed from the joint PDF of temperature and mois-

ture in a physically consistentmanner.Another appealing

feature of CLUBB is that, not only does it provide the

mean values of cloud properties (e.g., grid-mean cloud

liquid water content), but it also provides the subgrid

variances of these properties diagnosed from the joint

PDF. These are highly useful information for simulating

the nonlinear processes in the model, such as radiation

and cloud microphysics. Because of these apparent ad-

vantages of CLUBB over the conventional framework, it

has been implemented in several major GCMs including

CAM5 (Bogenschutz et al. 2013) and the GFDL Atmo-

spheric Model, version 3 (AM3; Guo et al. 2014, 2015).

Although CLUBB is considered as a major recent

advancement in subgrid parameterization, it is relatively

new and mathematically complicated. Substantial ef-

forts are being made to better integrate it with the host

model and realize its full potential (e.g., Larson and

Schanen 2013). Thus, in parallel to model development,

efforts are also being made to evaluate the perfor-

mance of CLUBB. Bogenschutz et al. (2013) found that

CLUBB improves several aspects of cloud simulations

in CAM5, chief among which is a much smoother STCT.

Similarly, Kubar et al. (2015) also found that CLUBB

helps simulate more realistic cloud fraction distribution

in the northeastern and southeastern Pacific subsi-

dence regions than the conventional parameterization

schemes. Recent studies also expose some potential

problems of CLUBB. A recent study by Zheng et al.

(2016) used a short-term hindcast approach and com-

pared the MBL cloud simulations in the CAM5–

CLUBB with the ground-based cloud measurements

from the Atmospheric Radiation Measurement (ARM)

Program. They found that although CLUBB helps in-

crease the MBL cloud fraction, the in-cloud water from

CLUBB is biased too low. As a result, MBL clouds are

not bright enough in comparison with observations,

leading to a weaker cloud radiative forcing in the model.

Satellite observations are invaluable for evaluating

GCM simulations on global to regional scales. In par-

ticular, instruments on NASA’s A-Train satellite con-

stellation provide unprecedentedly rich information on

cloud properties for GCM evaluation. The Clouds and

the Earth’s Radiant Energy System (CERES) provides

radiation measurements at the top of the atmosphere

(TOA), as well as cloud radiative forcing estimation

(Loeb et al. 2012). The Moderate Resolution Imaging

Spectroradiometer (MODIS) provides a variety of

cloud property retrievals, including cloud fraction, cloud

optical depth, and cloud droplet effective radius

(Platnick et al. 2017). Perhaps, the most unique satellite
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instruments in the A-Train are the two active sensors—

the Cloud–Aerosol Lidar and Infrared Pathfinder Sat-

ellite Observations (CALIPSO) (Winker et al. 2009) and

CloudSat (Stephens et al. 2002). Together they depict a

three-dimensional distribution of cloud and aerosols

that is impossible for passive sensors. What makes the

A-Train cloud observations even more useful is that the

observations are collocated and therefore can be easily

combined and used together to achieve a comprehensive

perspective. For these reasons, cloud observations from

A-Train instruments have been used alone or in com-

bination with one another in numerous previous studies

for evaluation of cloud simulations in conventional

GCMs (e.g., Zhang et al. 2010; Jiang et al. 2012; Kay

et al. 2012; Pincus et al. 2012; Lebsock et al. 2013).

To assess the performance of CLUBB versus the

conventional parameterization schemes, we present

here an evaluation study of MBL cloud simulations in

CAM5–CLUBB in comparison with those in CAM5–

Base (i.e., CAM5 with standard physical schemes) using

satellite observations from the A-Train. In the light of

previous strides, we pay special attention to three

questions in the evaluation: Does CAM5–CLUBB

simulate a smoother STCT in comparison with CAM5–

Base? Does CLUBB help alleviate the too few, too bright

problem (e.g., consistency between cloud fraction and in-

cloud microphysical properties)? Does CLUBB simulate

better warm rain processes inMBL clouds? The rest of the

paper is organized as follows: Section 2 describes the

model and observation data used in this study. Results are

presented in section 3 and section 4. Finally, section 5

provides general conclusions and remarks for future work.

2. Description of model and satellite observations

a. Models

Both the CAM5–Base and CAM5–CLUBB use the

finite-volume dynamical core at 1.98 latitude 3 2.58
longitude resolution with 30 vertical levels and 1800-s

time step. The simulations are run in a ‘‘constrained

meteorology’’ configuration (Ma et al. 2013, 2015) to

facilitate model evaluation against observations, in

which the model winds are nudged toward the Modern-

Era Retrospective Analysis for Research Applications

(MERRA) with a relaxation time scale of 6 h (Zhang

et al. 2014). The model simulations are performed from

September 2008 to December 2010 (28 months). The

last 24 months (January 2009–December 2010) of the

simulations are used for analysis, which corresponds to

the Clouds, Aerosol, and Precipitation in the Marine

Boundary Layer (CAP-MBL) field campaign conducted

by the ARM Program of the Department of Energy in

the Azores region (Wood et al. 2015; Zheng et al. 2016).

Although this study focuses on evaluation using satellite

observations, we plan to extend the evaluation using

ground-based retrievals from CAP-MBL campaign in

follow-up studies.

Table 1 lists the major physical parameterization

schemes used in two simulations. The CAM5–Base

employs the University of Washington shallow convec-

tion scheme (UWSC; Park and Bretherton 2009), the

Park cloud macrophysics (Park et al. 2014), and the

University of Washington moist turbulent (UWMT)

PBL scheme (Bretherton and Park 2009). In CAM5–

CLUBB, the UWSC, Park macrophysics (excluding ice

macrophysics), and UWMT are replaced and unified by

the CLUBB scheme (Golaz et al. 2002a,b). The details

of how the CLUBB scheme is implemented in the

CAM5.3 and coupled with other parameterizations are

discussed in Bogenschutz et al. (2012, 2013).

Although cloud fraction is diagnosed in both CAM5–

Base and CAM5–CLUBB, the detailed process is quite

different. Both diagnostic schemes partition cloud frac-

tion into two broad types: convective and stratiform.

The total cloud fraction is the sum of the two. In CAM5–

Base, the total convective cloud fraction is further di-

vided into deep and shallow convective cloud fractions.

Detailed information about the calculation of cloud

fraction for different clouds (e.g., deep convective,

shallow convective, liquid stratiform, and ice stratiform)

can be found in previous studies (Xu and Krueger 1991;

Park et al. 2014; Gettelman et al. 2010). Different from

CAM5–Base, the CAM5–CLUBB handles shallow

convective cloud and liquid stratiform cloud together by

CLUBB, in which cloud fraction and in-cloud water are

diagnosed from the assumed joint double-Gaussian

PDF (Bogenschutz et al. 2012). The liquid cloud frac-

tionmay include shallow Cu, liquid stratus, and Sc, but it

is simply labeled as stratiform cloud fraction in the

CAM5–CLUBB output.

Another noteworthy difference is that CAM5–Base

and CAM5–CLUBB make different assumptions of the

subgrid cloud water distribution in their calculations of

precipitation rates. The warm rain processes in MBL

clouds (e.g., autoconversion and accretion) are non-

linear functions of cloud water content, and, as such,

they depend on not only grid-mean cloud water but also

the subgrid cloud water distribution (Khairoutdinov and

Kogan 2000; Seifert and Beheng 2006; Morrison and

Gettelman 2008, hereafter MG08). In CAM5–Base,

because of the lack of subgrid cloud information, the

MG08 cloud microphysics scheme assumes a gamma

distribution with a fixed inverse relative variance n for

subgrid cloud water distribution, which inevitably falls

short of the complexity of real clouds. The fact that
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CLUBB provides explicit subgrid cloud water distribu-

tion seems to offer an excellent opportunity to overcome

this obstacle. However, seizing this opportunity

requires a new modeling framework that enables funda-

mental coupling of CLUBB with cloud microphysics

scheme (Larson and Schanen 2013). While the new cou-

pling framework is being developed and tested, currently

CLUBB is coupled with MG08 in a very simple manner

in CAM5–CLUBB. Instead of using the full PDF, the

MG08 uses only the subgrid cloud water variance from

CLUBB to determine the parameters of the gamma

distribution, namely, the inverse relative variance n (Guo

et al. 2014). On one hand, a flexible n value diagnosed

from CLUBB allows temporal and spatial variations of

the subgrid distribution of cloud water associated with

different cloud regimes to impact cloud microphysics.

However, on the other hand, it is important to note that as

it stands now there is a discrepancy between MG08 and

CLUBB in terms of the assumed form of subgrid cloud

water distribution; MG08 assumes gamma distribution

while CLUBB assumes double-Gaussian distribution.

b. COSP

To facilitate comparisons between satellite observa-

tions and model simulations, the Cloud Feedback Model

Intercomparison Project (CFMIP) Observation Simula-

tor Package (COSP) that uses simplified synthetic re-

trieval processes to mimic what would be the satellite

cloud observations given the GCM simulated cloud fields

(Bodas-Salcedo et al. 2011). COSP has three major parts,

each controlling a step of the synthetic retrieval process:

1) the subcolumn generator of COSP first distributes the

grid-mean cloud and precipitation properties from GCM

into the so-called subcolumns that are conceptually sim-

ilar to pixels in satellite remote sensing, 2) the satellite

simulators simulate the direct measurements (e.g.,

CloudSat radar reflectivity and CALIOP backscatter)

and retrieval products (e.g., MODIS cloud optical

thickness and effective radius) for each subcolumn using

highly simplified radiative transfer and retrieval schemes,

3) the aggregation scheme averages the subcolumn

simulations back to grid level to obtain temporal-spatial

averages that are comparable with aggregated satellite

products (e.g., MODIS level-3 gridded monthly mean

products). Currently, COSP version 1.4 provides cloud

measurement and retrievals simulations for a variety

of satellite sensors. In this study, we evaluate the mod-

eled cloud fraction, cloud liquid water path, cloud opti-

cal thickness t, and cloud effective radius re through

comparisons between COSP–MODIS simulations and

MODIS observations. In addition, we will evaluate the

warm rain processes in the model through comparisons of

radar reflectivity statistics from COSP–CloudSat simulator

with CloudSat observations. The simulator outputs are

produced from 6-hourly calculations, and the number of

subcolumns used here is 70. To derive the probability of

precipitation,wemade some simple in-housemodifications

in COSP version 1.4 to write out theMODIS andCloudSat

simulations for every subcolumn. This allows us to derive

the joint statistics of COSP–MODIS and COSP–CloudSat

simulations and compare them with those derived from

collocated MODIS and CloudSat level-2 products.

It is important to point out here a couple of technical

details of the COSP simulator (version 1.4) used in this

study so that we can better explain the evaluation results

later. First, as a passive sensor, MODIS is usually unable

to detect subvisible clouds with optical thickness smaller

than 0.3 (Ackerman et al. 1998). To mimic this detection

limitation of MODIS, the COSP–MODIS simulator

uses a minimum detectable threshold of t (tmin5 0.3) to

remove those subvisible clouds that are probably un-

detected by MODIS instruments (Pincus et al. 2012).

Second, the current COSP subcolumn generator is very

simple. It accounts only for the subgrid variability of the

types of hydrometeors and ignores the variability of

mass and microphysics within each hydrometeor type.

c. Satellite data

In this study, we use the cloud and radiation mea-

surements from the A-Train satellite sensors, namely,

MODIS, CALIPSO, CloudSat, and CERES, for model-

to-observation comparison. The newly released collection

TABLE 1. Physical schemes used in two CAM5 simulations.

Physics CAM5–Base CAM5–CLUBB

Deep convection Modified Zhang–McFarlane

(ZM; Zhang–McFarlane 1995; Neale et al. 2010)

Modified ZM (Zhang–McFarlane 1995; Neale et al. 2010)

Shallow convection UWSC (Park and Bretherton 2009) CLUBB (Bogenschutz et al. 2012)

PBL UWMT (Bretherton and Park 2009) CLUBB (Bogenschutz et al. 2012)

Cloud macrophysics Park (Neale et al. 2010) CLUBB (Bogenschutz et al. 2012)

Cloud microphysics 2-moment prognostic (Morrison and

Gettelman 2008)

2-moment prognostic (Morrison and Gettelman 2008)

Radiation Rapid Radiative Transfer Model for

GCMs (RRTMG) (Iacono et al. 2008)

RRTMG (Iacono et al. 2008)
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6 (C6) Aqua–MODIS cloud products (Platnick et al.

2017) are used to evaluate cloud fraction, cloud optical

thickness, and cloud droplet effective radius. There is a

major change explained below from the previous C5 to

the current C6 MODIS cloud products that is especially

important to our MBL cloud evaluation. MODIS per-

forms cloud property retrievals at 1-km resolution. At

this resolution, a significant fraction (;30%) of cloudy

pixels, mostly cloud edges, are likely to be partly cloudy

(PCL). It is known that cloud property retrievals for

these PCL pixels suffer from greater uncertainty than

overcast pixels, owing to surface contamination and

stronger subpixel inhomogeneity. In the previous C5

product, PCL pixels are excluded in the final product

(Cho et al. 2015). A major change in the C6 MODIS

algorithm is that the cloud property retrievals for the

PCL pixels are reported in the final product, albeit

separately from the overcast pixels to remind users of

the likely larger uncertainty associated with the PCL

pixels. Most previous studies used the C5 MODIS cloud

product to evaluate GCMs (Kay et al. 2012; Pincus et al.

2012; Bodas-Salcedo et al. 2011). In this study, we will

discuss the impacts of including PCL pixels on GCM

evaluation. We also employ the CALIPSO version-3

level-2 1-km (horizontal resolution) cloud layer product

(CAL_LID_L2_01kmCLay). CALIPSO cloud profiles

are obtained from the backscattered light generated by a

dual-wavelength (532 and 1064 nm) polarization sensi-

tive lidar, which is capable of detecting clouds with an

optical depth of 0.01 or less and optical depths as large as

5 (Winker et al. 2010). We use the feature classification

flags reported in theCALIPSO dataset to identify cloud

layers and calculate cloud fraction.

CloudSat is another A-Train instrument that is espe-

cially useful for cloud studies. The direct measurement

of CloudSat is the vertical profile of 94-GHz radar re-

flectivity caused cloud and hydrometeor particles (i.e.,

2B-GEOPROF product), from which other information

such as vertical distribution of clouds and precipitation

can be derived. For MBL cloud studies, CloudSat pro-

vides valuable information on the warm rain process

that cannot be achieved by a passive sensor likeMODIS.

The CloudSat 2B-GEOPROF product (Marchand et al.

2008) is used for cloud vertical structure, radar re-

flectivity, and identification of precipitation in MBL

clouds. To prepare for the comparison of joint statistics,

we collocated five years (2006–10) of pixel-level (i.e.,

level-2)MODIS,CALIPSO, andCloudSat observations

using the collocation scheme developed in Cho et al.

(2008). This collocated MODIS–CALIPSO–CloudSat

dataset has been used in Cho et al. (2015) for un-

derstanding uncertainties in MODIS cloud products.

Because of the low sampling rate of CloudSat, we

used five years (2006–10) of observations, in comparison

with the 2-yr model simulation (2009–10), to obtain

enough statistics. A sensitivity study indicates that the

interannual variability of MBL clouds is much smaller

than the model-to-observation differences.

In addition to MODIS, CALIPSO, and CloudSat, we

also use the shortwave cloud radiative forcing (SWCF)

data derived from the CERES Energy Balanced and

Filled at the top of atmosphere (EBAF-TOA) edition 2.8

(Ed2.8) dataset (Loeb et al. 2012; Doelling et al. 2013).

In this study, we focus on the tropical and subtropical

regions between 458S and 458N (loosely referred to as

‘‘tropical and subtropical region’’), where most strato-

cumulus and cumulus regimes are found. In addition,

satellite observations, namely MODIS, may have large

uncertainties at high latitudes due to low solar zenith

angles (Kato and Marshak 2009; Grosvenor and Wood

2014; Cho et al. 2015).

3. Evaluation of cloud properties and cloud
radiative effects

a. Model-to-model comparison of CAM5–Base and
CAM5–CLUBB

We start the evaluation with cloud fraction. Before

proceeding to the comparisons between model simula-

tions with MODIS observations, we first compare the

direct model outputs from CAM5–Base and CAM5–

CLUBB. This is a necessary and important step to un-

derstand the impacts of CLUBB on modeled cloud

fields, without the complications of COSP. The annual

mean total and low cloud fractions from the CAM5–

Base and CAM5–CLUBB simulations are compared in

Fig. 1. Although similar to CAM5–Base in the large-

scale pattern, CAM5–CLUBB produces larger cloud

fractions in the major MBL cloud regions (except the

near-coastal areas), including the subtropical south

Indian Ocean, southeastern Pacific, tropical South

Atlantic, and subtropical North Pacific. Another

noteworthy point is that, compared to CAM5–Base the

CAM5–CLUBB seems to produce a smoother STCT, for

example, in the northeastern and southeastern Pacific,

which is alignedwith several recent studies that also found

improvement of STCT by CLUBB (e.g., Bogenschutz

et al. 2013; Kubar et al. 2015; Wang et al. 2015). The

differences in total cloud fraction between CAM5–

CLUBB and CAM5–Base are closely correlated to

their differences in low cloud fraction (right panels in

Fig. 1), suggesting that cloud fraction differences are

mainly the results of using different warm cloud pa-

rameterization schemes. In contrast to the increase of

low cloud fraction in the MBL cloud regimes, there is a

15 MARCH 2018 SONG ET AL . 2303

Unauthenticated | Downloaded 10/19/21 02:39 PM UTC



general and significant decrease of low clouds over the

tropical convective regions (e.g., ITCZ and west Pacific

warm pool), which counterbalances the increase of

MBL clouds and amounts to an overall slight decrease

of tropical and subtropical mean low and total cloud

fractions in CAM5–CLUBB (37.5%, and 58.9%, respec-

tively) compared to CAM5–Base (40.4% and 61.3%,

respectively).

Next, we will take a closer look at the MBL clouds in

three oceanic regions under subsidence (e.g., red boxes

in Fig. 1): south Indian Ocean (308–158S, 508–1108E),
southeastern Pacific Ocean (308–58S, 1408–808W), and

South Atlantic Ocean (308–58S, 358W–58E). The

zonal–vertical distributions of meridional mean cloud

fraction in the three MBL regions are shown in Fig. 2.

In CAM5–Base (top-left panel of Fig. 2), the Sc decks

are very close to the continents and dissipate quickly

westward, resulting in an abrupt STCT. In CAM5–

CLUBB (top-right panel of Fig. 2), Sc decks are farther

away from the continent and more extensive. Again, the

STCT is much smoother in CAM5–CLUBB than in

CAM5–Base. The results after partitioning the total

clouds into deep convective clouds and other types

of clouds are shown in the lower panels of Fig. 2.

As aforementioned, non-deep-convective clouds in

CAM5–Base include shallow convective clouds and

stratiform clouds handled by the UWSC and UWMT

schemes, respectively, while in CAM5–CLUBB all

non-deep-convective liquid clouds are handled by

the CLUBB. In CAM5–Base, stratiform low clouds

dominate the eastern part of the domain and de-

crease abruptly westward. The shallow convective

FIG. 1. (left) Total cloud fraction (%) and (right) low cloud fraction (%) averaged over the 2-yr simulation of (top) CAM5–Base, (middle)

CAM5–CLUBB, and (bottom) the difference between the two.
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cloud fractions have a moderate peak in the center of

the domain as expected. However, the peaks are not

strong enough to compensate the sudden drop of

stratiform clouds. Take the southeastern Pacific re-

gion (1408–808W) for example. The cloud fraction

generated by the PBL scheme reduces abruptly from

about 30% to below 10% around 1008W where there

are not enough convective clouds from the shallow

convection scheme to compensate for the sudden drop of

stratiform clouds, leading to an abrupt STCT. The parti-

tion of deep-convective and non-deep-convective clouds

in CAM5–CLUBB is quite different from that in CAM5–

Base, with stratiform clouds dominating most of the

domain. The comparison between CAM5–Base and

CAM5–CLUBB in Fig. 2 clearly demonstrates the dif-

ficulty facing the conventional subgrid cloud parame-

terization framework (i.e., simulating a smooth STCT).

Because of the unified physics, CAM5–CLUBB evi-

dently does a better job in this regard.

The zonal–vertical distributions of meridional mean

in-cloud water mixing ratio qi and cloud optical thick-

ness t, overlaid on total cloud fraction, for the three

FIG. 2. Zonal–vertical distributions ofmeridionalmean total, convective (deep and shallow inCAM5–Base, only deep convective in CAM5–

CLUBB), and stratiform (stratiform cloud fraction in CAM5–CLUBB includes shallow convective and stratiform cloud fractions) cloud

fractions (%) over the south Indian, southeastern Pacific, and South Atlantic Oceans in (left) CAM5–Base and (right) CAM5–CLUBB.
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selected regions are shown in Fig. 3. One striking dif-

ference between the two simulations is that in-cloud qi
and t in CAM5–Base are almost twice as large as their

counterparts in CAM5–CLUBB for MBL clouds. In-

terestingly, in CAM5–Base the peaks of qi and t occur

around the transition points from the Sc to Cu (e.g.,

around 908E, 1008W, and 108W for the Indian, Pacific,

and Atlantic Oceans, respectively), where cloud frac-

tions are at a local minimum. This is the typical too few,

too bright problem discussed in many previous studies.

FIG. 3. Zonal–vertical distributions of (top two rows) meridional mean in-cloud water mixing ratio (mg kg21) and (bottom two rows)

cloud optical thickness over the south Indian, southeastern Pacific, and South Atlantic Oceans in CAM5–Base and CAM5–CLUBB.

Contours are total cloud fraction (%).
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That is, an underestimated cloud fraction (too few) in

the model is offset by an overestimated in-cloud optical

thickness (too bright) to ensure a reasonable TOA ra-

diative energy budget (e.g., Zhang et al. 2005; Nam et al.

2012; Dolinar et al. 2015). In contrast, in CAM5–

CLUBB the in-cloud mixing ratio and cloud extinction

are both generally correlated with cloud fraction. This is

further confirmed in Fig. 4, which shows the joint PDF

between grid-mean cloud fraction and qi for low clouds

below 600hPa. The joint PDF of CAM5–Base (Fig. 4a)

has three branches. In one branch, qi generally increases

with cloud fraction. However, in another branch, where

cloud fraction is mostly below 20%, qi shows little cor-

relation with cloud fraction. The value of qi can be as

large as 400mgkg21 for some grids with cloud fraction

smaller than 10%. This decoupling is probably because

in CAM5–Base the subgrid schemes simulating qi (e.g.,

UWSC) are separate and independent from the cloud

macrophysics scheme that controls the cloud fraction

diagnostics. Finally, a significant fraction of grids with

cloud fraction larger than 20% (up to 70%) have near-

zero in-cloud water. In the CAM5–CLUBB simulation

(Fig. 4b), qi and cloud fraction are coupled more tightly.

For most grids, qi tends to increase with increasing cloud

fraction. Most grids with small cloud fraction tend to also

have small in-cloud water. These results are aligned with

the study of Zheng et al. (2016), in which they argue that

the better relationship of cloud fraction to in-cloud liquid

water simulated by CAM5–CLUBB is most likely

due to CLUBB’s consistent treatment of these variables

through a PDF approach. However, similar to CAM5–

Base, there are significant amounts of grids in CAM5–

Base with near-zero qi and at the same time significant

cloud fraction. In some extreme cases, a grid cell can have

up to 80% cloud fraction and near-zero in-cloud water.

b. Comparisons of model simulations and satellite
observations through COSP

The above comparisons of direct model outputs of

cloud properties suggest that the changes by CLUBB

are arguably in the right direction, although some

problems still remain. However, it must be emphasized

again, the above comparisons are based on the direct

model outputs.

We now investigate whether the changes made by

CLUBB lead to better agreement with satellite obser-

vations (i.e., a real model improvement). As shown in

the top panels of Fig. 5, total cloud fractions over oceans

between 458S and 458N derived from MODIS and

CALIPSO observations are highly similar to one an-

other. Previous studies have also found close agreement

between MODIS and CALIPSO cloud-masking prod-

ucts, except over polar regions (Holz et al. 2008). The

domain-averaged (458S–458N) value from CALIPSO is

63.1%, slightly higher than 61.5% from MODIS. This is

expected because as an active sensor CALIPSO is more

sensitive to optically thin clouds than MODIS. As

aforementioned, MODIS has a minimum detection

threshold tmin5 0.3. TheCALIPSO detection threshold

is much smaller (Vaughan et al. 2009).

The total cloud fractions from CAM5–Base and

CAM5–CLUBB COSP–MODIS simulator outputs are

shown in the middle panels of Fig. 5, and their differ-

ences with MODIS observations are shown in the bot-

tom panels. The results can be analyzed from different

perspectives. First of all, in comparison with MODIS

observations, both CAM5–Base (6.7% deficit) and

CAM5–CLUBB (15.5% deficit) underestimate the

MODIS total cloud fraction, especially in the STCT

regions. More interestingly, in comparison with the di-

rect model output in Fig. 1, cloud fraction is re-

duced in both CAM5–Base and CAM5–CLUBB after

FIG. 4. Joint PDF (%) of cloud fraction and in-cloud water

mixing ratio for clouds below 600 hPa over oceanic regions from

458S to 458N in (a) CAM5–Base and (b) CAM5–CLUBB for the

2-yr simulations.
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COSP–MODIS simulation. As explained in section 2b,

tomimic the detection limitation ofMODIS, the COSP–

MODIS simulator uses a minimum detectable threshold

of tmin 5 0.3 to remove those subvisible clouds that are

undetected by MODIS instruments (Pincus et al. 2012),

even though the subvisible clouds with t , 0.3 contrib-

ute little to the total cloud fraction as suggested by the

small difference between MODIS and CALIPSO ob-

servations. Evidently, this removal process has a much

stronger impact on CAM5–CLUBB than CAM5–Base.

Regional mean cloud fraction only reduces by 6.5% in

the CAM5–Base simulation (i.e., 61.3% in Fig. 1 and

54.7% in Fig. 5). In contrast, COSP–MODIS simulator

removes more than 13% of cloud fraction from the

CAM5–CLUBB simulation (i.e., 58.9% in Fig. 1 and

45.9% in Fig. 5). As a result, the COSP–MODIS cloud

fraction in CAM5–CLUBB (45.9%) is significantly lower

than in the MODIS observation (61.5%), and more

strikingly even lower than that in CAM5–Base (54.7%).

Accompanying the degradation of cloud fraction simu-

lation is a larger bias in cloud radiative forcing simula-

tion. Figure 6 compares annual-mean SWCF at the top

of atmosphere simulated by CAM5–Base and CAM5–

CLUBB with CERES satellite retrievals. In terms of

domain-averaged SWCF, CAM5–CLUBB agrees better

with the CERES observations than CAM5–Base. How-

ever, in the regions where COSP–MODIS total cloud

fraction from CAM5–CLUBB is significantly smaller

than MODIS observations (e.g., red box region in

SE Pacific), the SWCF in CAM5–CLUBB is also sig-

nificantly weaker than CERES. This is consistent with

the results from other model assessments (Bogenschutz

et al. 2013; Zheng et al. 2016), which suggest that

CAM5–Base simulates stronger SWCF by producing

FIG. 5. Annual mean total cloud fraction (%) in the (top left) MODIS and (top right) CALIPSO observations, (middle left) CAM5–

Base MODIS simulator, and (middle right) CAM5–CLUBB MODIS simulator. Difference in total cloud fraction (%) between the two

simulations and observations: (bottom left) CAM5–Base 2 MODIS and (bottom right) CAM5–CLUBB 2 MODIS.
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excessive in-cloud water and the removal of excessive

in-cloud water in CAM5–CLUBB degrades SWCF (also

seen in Fig. 3).

A comparison between Fig. 5 and Fig. 1 reveals that

the STCT regions suffer the most from the cloud re-

duction after the COSP–MODIS simulator is turned on.

To better understand this issue, we selected the red box

region in Figs. 5 and 6 where CAM5–CLUBB has sig-

nificantly smaller cloud fraction and weaker SWCF for a

simple sensitivity study. First, we set the minimum de-

tectable threshold of t in COSP–MODIS simulator to a

near-zero value. Based on the COSP subcolumn out-

puts, we derived the PDF of cloud fraction as a function

of visible cloud optical thickness for the selected region.

The results are shown in Fig. 7a. The corresponding

cumulative probability functions are shown in Fig. 7b.

Note that the cumulative probability function of each

dataset is normalized to its domain-averaged cloud

fraction, instead of unity. For reference, we also plot the

results derived from the MODIS product. As shown in

Fig. 7a, both CAM5–Base and CAM5–CLUBB

simulate a bimodal distribution of cloud optical thick-

ness in the selected region. One peak is around t 5 4,

and its shape compares reasonably well with MODIS

observations. The second peak is the around t 5 0.02. If

the COSP–MODIS simulator is turned off, this second

peak contributes significantly to the total cloud fraction,

especially in CAM5–CLUBB. This explains why in

Fig. 1 CAM5–CLUBB has a larger cloud fraction than

CAM5–Base. However, when the COSP–MODIS sim-

ulator is turned on, the second peak around t 5 0.02 is

removed by the tmin 5 0.3 detection threshold (shaded

gray region), which explains why in Fig. 5 CAM5–

CLUBB cloud fraction becomes significantly smaller.

FIG. 6. Annual mean SWCF (Wm22) in the (top) CERES–EBAF observation, (middle left) CAM5–Base, and (middle right) CAM5–

CLUBB. Difference in SWCF (Wm22) between the two simulations and observation: (bottom left) CAM5–Base2CERES and (bottom

right) CAM5–CLUBB 2 CERES.

15 MARCH 2018 SONG ET AL . 2309

Unauthenticated | Downloaded 10/19/21 02:39 PM UTC



The peak around t 5 0.02 in Fig. 8 is the result of those

‘‘undetectable clouds’’ as shown in Fig. 4 (i.e., grid cells

with significantly large cloud fraction and near-zero

cloud water). This problem is especially severe in

CAM5–CLUBB. For the selected region, these un-

detectable clouds account for about 20% out of 50%

total cloud fraction in CAM5–CLUBB. Because these

undetectable clouds are optically thin, they contribute

little to the SWCF, which explains why the SWCF in

CAM5–CLUBB is too weak in Fig. 6. On the other

hand, it should be noted that in the t . 0.3 region (es-

pecially for t . 10) the PDF of cloud optical thickness

(COT) in CAM5–CLUBB compares arguably better

with theMODIS observations than that in CAM5–Base.

CAM5–Base simulates too many very bright clouds in

the selected region, while the shape of CAM5–CLUBB

is aligned well with the MODIS observations.

To further investigate the reasons for the SWCF de-

ficiency in CAM5–CLUBB and detect other problems,

in the rest of this section wewill focus on the comparison

of cloud properties from the two simulations with

satellite observations. The annual mean liquid cloud

optical thickness ti from the CAM5–Base and CAM5–

CLUBB through COSP–MODIS simulator are com-

pared with the MODIS observation in Fig. 8. Note that

the tmin 5 0.3 detection threshold is turned on in this

figure. Compared with the observation, both simula-

tions generate significantly larger ti, especially so in

CAM5–Base. This overestimation of the brightness of

MBL clouds, together with the low cloud fraction de-

ficiency problem in Fig. 5, indicates that the reasonable

SWCF simulation in the MBL cloud regions in CAM5–

Base is actually a result of error cancellation (i.e., too

few, too bright). The ti simulation in CAM5–CLUBB

agrees slightly better with MODIS especially in STCT

regions. However, because there are not enough such

clouds in CAM5–CLUBB, the SWCF in CAM5–

CLUBB is too weak in comparison with CERES ob-

servation in Fig. 6. Another interesting feature of Fig. 8

is that liquid cloud over the East China Sea is too bright

in both simulations compared to MODIS. This issue

would be a follow-up study and is beyond the scope of

this current study.

Now we turn our attention to the microphysics of

MBL clouds. Specifically, we examine the cloud effec-

tive radius of liquid phase clouds rei from the COSP–

MODIS simulator in both simulations in comparison

with the MODIS observations. In CAM5–Base, the

microphysics of stratiform clouds is handled by the

two-moment (i.e., water content and number concen-

tration) MG scheme, which incorporates a variety of

microphysical processes such as condensation, auto-

conversion, and accretion. The rei is diagnosed from the

water content and number concentration under the as-

sumption that the cloud droplets follow the gamma size

distribution. In CAM5–Base, a fixed gamma function is

assumed for the subgrid cloud water variation for all

stratiform clouds. As aforementioned, the UWSC

scheme is not yet coupled with the MG scheme in

CAM5–Base, and it simply assumes a constant 9mm for

rei. The CAM5–Base radiation scheme computes one

single cloud fraction and in-cloud LWC/IWC in each

layer by combining deep and shallow Cu and stratus

cloud properties through a simple cloud area weighting.

For liquid stratiform clouds, the optical properties,

such as ti and spectral single-scattering albedo, are di-

agnosed from in-cloud LWC and microphysics from the

MG scheme. CAM5–CLUBB also used theMG scheme

for cloud microphysics. One major difference between

CAM5–CLUBB and CAM5–Base is that both strati-

form and shallow convective clouds unified by the

CLUBB are coupled with the MG scheme.

Figure 9 compares annual mean rei from the CAM5–

Base and CAM5–CLUBB through the COSP–MODIS

simulator with the MODIS rei product based on the 3.7-

mm band retrievals. As discussed in several previous

studies (Zhang and Platnick 2011; Zhang et al. 2012;

Cho et al. 2015; Zhang et al. 2016), the 3.7-mm band

FIG. 7. (a) PDF (%) of cloud fraction and (b) the corresponding

cumulative PDF (%) as a function of COT in the MODIS obser-

vations (green lines for MODIS clouds with retrievals from the

PCL pixels excluded; black lines for MODIS with retrievals from

PCL pixels included), CAM5–Base MODIS simulator (red lines)

and CAM5–CLUBB MODIS simulator (blue lines) over the

southeastern Pacific Ocean.
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rei retrieval is more resilient to the 3D effects and re-

trieval failure than the 2.1-mm band retrievals. For these

reasons, it is used as the observational reference in this

study. Using MODIS 2.1-mm rei retrievals would lead to

the same conclusions (Fig. S1 in the supplemental mate-

rial). A noticeable pattern in the MODIS observations is

that rei is small around 10–12 mm over the coastal Sc re-

gions and increases gradually to over 15mm in the open-

ocean Cu regions. This is reasonable as the coastal Sc

clouds are closer to aerosol sources and their growth is

limited by a shallower PBL, whereas Cu clouds in the

open-ocean regions are in a relatively clean environment

and a deeper PBL that both favor larger droplet size.

Comparedwith the observation, rei is significantly smaller

in both simulations, especially in CAM5–Base. In the

tropical oceans, rei in CAM5–Base is almost a constant

around 9mm with little, if any, spatial variation. This is

likely because liquid clouds generated by convective

schemes (i.e., UWSC and deep convective) in CAM5–Base

simply assume a prescribed value 9mm for rei. It is en-

couraging to see that CAM5–CLUBB captures some of

the spatial variation of rei observed by MODIS. In par-

ticular, the increase of rei from coastal Sc to shallow Cu

in CAM5–CLUBB agrees reasonably well with the

MODIS observations. This is likely because both Sc and

shallow Cu clouds are coupled with MG scheme in

CAM5–CLUBB resulting in coherent microphysics

in these clouds. However, the increasing trend of rei in

CAM5–CLUBB stops where the deep-convective

clouds occur more frequently (e.g., western Pacific).

The characteristics of CAM5–Base and CAM5–

CLUBB for MBL cloud simulations can be summarized

using Fig. 10, which shows the meridional mean total

cloud fraction, SWCF, liquid cloud fraction rei, and ti
from two simulations and observations over three STCT

regions. It is clearly seen that themodel performances in

three regions are consistently similar, implying that the

model biases are systematic. Both simulations produce

FIG. 8. As in Fig. 5, but for liquid cloud optical thickness.
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smaller total cloud fraction and liquid cloud fraction

than the MODIS observations, but CAM5–Base pro-

duces much larger ti, and as a result, its SWCF is close to

the observation; meanwhile, ti from CAM5-–CLUBB is

closer to the observation and thereby its under-

estimation of cloud fraction leads to a much weaker

SWCF than the observation. In addition, there are three

points to be emphasized again: 1) From the CAM–Base

standard cloud fraction diagnosis (i.e., model direct

output), total cloud fraction from CAM5–CLUBB is

larger than that from CAM5–Base and much closer to

the observations. However, most clouds in CAM5–

CLUBB are very thin with an optical thickness less than

0.3, which is below the detection limit of MODIS;

therefore, its cloud fraction from the COSP–MODIS

simulator is much smaller than that of CAM5–Base

(explained in Fig. 7) and the MODIS observations. 2)

Model representation of rei is improved significantly

from CAM5–Base to CAM5–CLUBB, especially over

regions where the CLUBB scheme is dominantly active.

3) The cloud optical thickness in CAM5–Base is too large

compared to the observation. The magnitude and spatial

pattern of cloud optical thickness in CAM5–CLUBB

compare better with the MODIS observations, but there

are not enough such clouds to balance the SWCF.

In the above comparisons, MODIS observations in-

clude the retrievals from the PCL pixels. The results ex-

cluding the PCL pixels are provided in the supplemental

material. Apparently, the exclusion of PCL pixels does

not remarkably change the MODIS cloud properties ex-

cept that it significantly increases theMODIS ti (Figs. S2,

S3, and S4 in the supplemental material), which is ex-

pected because the PCL pixels are mostly cloud edges

that tend to be optically thin (Cho et al. 2015).Arguments

about trade-off between sampling bias and retrieval bias

related with the PCL pixels are clearly addressed in the

study of Pincus et al. (2012). Here, we present the results

from both scenarios to give the readers a more complete

FIG. 9. As in Fig. 5, but for liquid cloud effective radius (mm).

2312 JOURNAL OF CL IMATE VOLUME 31

Unauthenticated | Downloaded 10/19/21 02:39 PM UTC



picture. Fortunately, whether or not to include PCLpixels

does not change our conclusions. Even after the exclusion

of PCL pixels, MODIS ti is still significantly smaller than

that in the CAM5–Base run and compares better with the

CAM5–CLUBB simulation.

4. Evaluation of warm rain simulation

Many previous studies have shown that the warm rain

process plays an important role in determining the

macro- and microphysical properties of MBL clouds, in

particular, the cloud water budget (Stevens et al. 2005;

Wood 2005; Comstock et al. 2005). The comparisons

with MODIS and CERES observations in the previous

section have exposed some potential issues in themodel.

For example, we found that CAM5–CLUBB often sim-

ulates ‘‘undetectable’’ MBL clouds. A potential cause of

this issue might be rooted in the simulation of warm rain

process in the model. Motivated by these considerations,

in this section we compare the COSP–CloudSat simula-

tions based on modeled cloud fields (i.e., CAM5–Base

and CAM5–CLUBB) with the CloudSat products, with

special attention on the warm rain process.

First, we compare the contoured frequency by alti-

tude diagram (CFAD) of tropical and subtropical

clouds derived based on CAM5–Base and CAM5–

CLUBB COSP simulations with that derived from

the CloudSat 2B-GEOPROF product in Fig. 11. The

FIG. 10. Meridional mean total cloud fraction, SWCF, liquid cloud fraction, liquid cloud

effective radius, and liquid cloud optical thickness over the south Indian, southeastern Pacific,

and SouthAtlanticOceans in the satellite observations (green lines), CAM5–Base (red lines),

and CAM5–CLUBB (blue lines).
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CFAD-based CloudSat observations display a typical

boomerang-type shape that has been reported in many

previous studies Bodas-Salcedo et al. 2011; Zhang et al.

2010; Marchand et al. 2009). Focusing on the low clouds

below 3km, we observe a rather broad distribution of

radar reflectivity with a maximum occurrence frequency

from around 230 to 220 dBZ followed by a long tail

extending to about 10 dBZ. As pointed out in pre-

vious studies, the peak from around 230 to 220 dBZ

is due to nonprecipitating MBL clouds, and the pre-

cipitating clouds with increasing rain rate give rise to

the long tail. The CFAD based on two model simula-

tions exhibits some characteristics similar to theCloudSat

observations, but also many noticeable differences.

In particular, we note that the two simulations both

produce a much narrower range of radar reflectivity for

low clouds, with occurrence frequency clustered mostly

around 210 and 0dBZ in CAM5–Base and CAM5–

CLUBB, respectively.

Several previous studies suggested that when the

maximum CloudSat radar reflectivity dBZmax observed

exceeds 215dbZ there are likely to be significant

amounts of drizzle drops developed in MBL clouds.

Therefore, dBZmax . 215 dBZ is often used in the

literature to distinguish precipitating from non-

precipitating MBL clouds (Kubar et al. 2009; Lebsock

and Su 2014; Haynes et al. 2009). Using this threshold,

we derived the probability of precipitation (POP) in

MBL clouds based on the collocated CloudSat and

MODIS observations as shown in Fig. 12. The POP for a

given grid box is defined as the fraction of liquid-phase

cloud identified byMODISwith the dBZmax.215 dBZ

according to the collocated CloudSat observations with

respect to the total population liquid-phase clouds in the

grid. We note that CloudSat observations can miss a

significant fraction of MBL clouds that are observed by

MODIS, because these clouds are either too thin and

therefore their radar reflectivity is too weak to be

FIG. 11. Tropical averaged radar reflectivity–height histogram in (top) the CloudSat observation and (bottom left)

the CAM5–Base and (bottom right) CAM5–CLUBB CloudSat simulators.
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detected by CloudSat, or they are too low and therefore

suffer the surface clutter issue (Marchand et al. 2008).

Because these clouds are thin and/or low, they are as-

sumed to be nonprecipitating in this study. Observations

in Fig. 12 suggest that roughly a quarter of MBL clouds

observed by MODIS in the tropical and subtropical re-

gion are likely precipitating, with a domain-averaged

POP around 26%. The POP has a distinct pattern:

smaller (;10%) in the coastal Sc regions and increasing

to ;30% in the Cu cloud regions. An earlier study by

Kubar et al. (2009) also noted such pattern (see their

Fig. 3) and suggested that it is a result of combined effect

of increasing LWP and decreasing cloud droplet number

concentration from Sc regime to Cu regime.

Using the subcolumns from the COSP simulator, we

can derive the POP based on model simulations in the

way consistent with satellite observations. Each sub-

column generated by the COSP simulator has associated

MODIS and CloudSat simulations. In the same way as

we define POP for observations, we define the POP for

model simulations as the ratio of subcolumns that have

COSP–CloudSat simulated dBZmax . 215 dBZ with

respect to the total number of liquid-phase clouds

identified by COSP–MODIS. When comparing with the

observations in Fig. 12, we found that the POP based on

COSP simulations in both CAM5–Base and CAM5–

CLUBB is substantially higher, with domain-averaged

POP close to 80% and 90%, respectively. Although

striking, these results can be expected from CFAD re-

sults in Fig. 11 (i.e., both models have a narrow dBZ

distribution with the maximum occurrence frequency

well above 215dBZ). Despite the large difference with

observations in magnitude, both models simulate the

general increase of POP from Sc regime to Cu regime. It

is also noticeable that the difference in POP between

CAM5–Base and CAM5–CLUBB is substantial over

the cumulus-dominated regimes.

The dramatic difference between observed and

modeled POP as shown in Fig. 12 indicates that the

drizzle is triggered too frequently in the model. The too-

frequent rain production in GCMs is a well-known issue

reported by many previous studies (e.g., Zhang et al.

2010; Bodas-Salcedo et al. 2011; Franklin et al. 2013;

Suzuki et al. 2015). Currently, the microphysical pro-

cesses that trigger the initiation of drizzle drops in MBL

are still not well understood. In the models, even the

state-of-the-art microphysics scheme like MG08 still

simulates the warm rain process on the basis of

FIG. 12. Fraction (%) of precipitating liquid clouds in (top) the satellite observations and (bottom left) the CAM5–Base and (bottom right)

CAM5–CLUBB satellite simulators.
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simplified autoconversion and accretion parameteriza-

tion scheme (Khairoutdinov and Kogan 2000). Because

the warm rain processes, autoconversion in particular,

are nonlinear functions of cloud water content, they

depend on not only grid-mean cloud water but also the

subgrid cloud water distribution. As such, when calcu-

lating the grid-mean autoconversion rate, the MG08

scheme has to use a so-called enhancement factor to

take into account the difference between the result di-

agnosed from the mean value of in-cloud water and that

diagnosed from the full subgrid cloud water distribution.

The value of the enhancement factor is determined by

the shape of the subgrid cloud water distribution. As

explained in section 2a, in CAM5–Base, the MG08

scheme simply assumes a gamma distribution with a

fixed inverse relative variance (n 5 1) for subgrid cloud

water distribution, which leads to a constant enhance-

ment factor of 3.22 for the autoconversion process at

each grid point. Note that this is significantly larger than

the global median and mean values (1.86 and 2.29,

respectively) reported in Lebsock et al. (2013) that are

derived based onMODIS andCloudSat observations. In

CAM5–CLUBB, the MG08 uses the subgrid cloud wa-

ter variance from CLUBB to determine the inverse

relative variance n and the corresponding enhancement

factor (Guo et al. 2014). Figure 13 shows the vertically

averaged inverse relative variance n and the corre-

sponding enhancement factor in CAM5–CLUBB. Note

that the vertical average is weighted by the in-cloud

water mixing ratio. Evidently, the n value is much

smaller than unity in the CAM5–CLUBB, leading to a

much larger enhancement factor than the observations

and that used in the CAM5–Base. Indeed, in regions

where the CAM5–CLUBB suffers most from the cloud

fraction deficit, weaker SWCF, and excessive drizzling,

the enhancement factor can be as large as 20. Figure 13

suggests that the excessive drizzle problem in CAM5–

CLUBB might be caused by the unrealistically large

enhancement factor in the simulation of warm rain

process. The excessive drizzle in turn rains out the

FIG. 13. (top) Annual mean column-averaged inverse relative variance and (bottom) autoconversion enhancement

factor weighted by in-cloud water mixing ratio in CAM5–CLUBB.
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in-cloud water, leading to large amounts of ‘‘undetect-

able’’ thin clouds and weak SWCF. It is important to

point out here that, the unrealistic enhancement factor

should not be interpreted simply as the problem of

CLUBB. As mentioned in section 2a, CLUBB assumes

a double-Gaussian distribution for subgrid cloud water

while the MG08 scheme assumes a gamma distribution.

Recently, Larson and Schanen (2013) have proposed a

new modeling framework based on the subgrid impor-

tance of the Latin Hypercube sampler to resolve this

fundamental discrepancy and enable a better coupling

between CLUBB andmicrophysics schemes likeMG08.

Finally, we need to point out another factor that could

also contribute to the narrow distribution of MBL cloud

radar reflectivity and the unrealistic high POP in the

model. As explained in section 2b, the COSP uses the so-

called subcolumn generator to distribute the grid-mean

cloud and precipitation into subcolumns. As described

in Zhang et al. (2010), the current scheme used in this

process is very simple. In particular, it accounts only for

the subgrid variability of the types of hydrometeors and

ignores the variability of mass and microphysics within

each hydrometeor type. Such an oversimplified scheme

might be an important reason why the distribution of

MBL cloud radar reflectivity is too narrow in the model

in comparison with CloudSat observations. In this re-

gard, an improved subcolumn generator needs to be

developed in future research for COSP to account for

the subgrid variances of cloud and/or hydrometeor mass

and microphysics.

5. Summary and outlook

This study presents a comprehensive evaluation of the

simulated MBL cloud properties in two CAM runs:

CAM5–Base and CAM5–CLUBB. In the comparisons

of direct model outputs, we find that the CAM5–

CLUBB run produces more MBL clouds (Fig. 1), a

smoother transition from Sc to Cu (Fig. 2), and a tighter

correlation between in-cloud water and cloud fraction

(Fig. 3) than the CAM5–Base run. These changes by

CLUBB have also been reported by several previous

evaluation studies (Bogenschutz et al. 2013; Kubar et al.

2015). In the model-to-observation comparison, we find

that both simulations largely capture the main features

and spatial patterns of the observed MODIS cloud

fraction (Fig. 5) and CERES SWCF (Fig. 6). However,

the CAM5–CLUBB suffers from a problem that can be

best summarized as ‘‘undetectable’’ clouds (i.e., a large

cloud fraction with near-zero in-cloud water) (Figs. 4

and 7). Owing to the undetectable cloud problem, the

CAM5–CLUBB has a smaller COSP–MODIS cloud

fraction and a weaker SWCF than CAM5–Base and the

observations in the descending regions. When evaluat-

ing cloud microphysics, we note an encouraging im-

provement of CAM5–CLUBB. It is able to simulate,

although only qualitatively, the cloud droplet size in-

crease from coastal Sc to open-ocean Cu as observed by

MODIS (Fig. 9). In CAM5–Base, the cloud droplet size

almost remains a constant. This improvement is a result

of better coupling between shallow convective clouds

and the MG08 cloud microphysics scheme in CAM5–

CLUBB. Finally, we compare radar reflectivity simula-

tions from COSP based on the two model simulations

with CloudSat observations. We find that in comparison

with observations the histogram of the radar reflectivity

from COSP is too narrow without a distinct separation

between cloud mode and drizzle mode (Fig. 11).

Moreover, the POPs in both simulations are much

higher than that derived based on collocated CloudSat

and MODIS observations (Fig. 12). This excessive

drizzle problem is especially severe in the CAM5–

CLUBB, which seems to be caused by the use of un-

realistically large autoconversion enhancement factor in

the simulation of warm rain process in the model

(Fig. 13). In CAM5–CLUBB, the strongly enhanced

autoconversion from cloud water to rainwater makes

the MBL clouds precipitate too excessively, resulting in

too many undetectable thin clouds. The undetectable

cloud problem in CAM5–CLUBB exposed here seems

consistent with a recent study by Zheng et al. (2016).

They found that CLUBB improves the simulation of

cloud base height, the height of the major cloud layer,

and the daily cloud cover variability. It also better sim-

ulates the relationship of cloud fraction to LWP than

CAM5–Base. However, they noted that CLUBB does

not improve the simulation of the surface shortwave

cloud radiative effect [see Fig. 14 in Zheng et al. (2016)].

Overall, the results from this study indicate that there

is still significant space for improvement of CAM5–

CLUBB. In particular, substantial efforts are needed to

improve the coupling between CLUBB and other

components of the model. The subgrid cloud water

PDFs from the CLUBB also need observation-based

evaluation. Finally, in the comparisons with CloudSat

observations, we find that there still exists a significant

gap between model and observation even if the COSP

simulator is used. To close this gap, a more compre-

hensive subcolumn generator that is able to account for

subgrid variation of hydrometeor mass and microphys-

ics is needed for the COSP simulator.
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