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An improved Immersed Boundary Method for turbulent flow
simulations on Cartesian grids

Benjamin Constant1, Stéphanie Péron1, Hélöıse Beaugendre2, Christophe Benoit1

Abstract

In this paper, we present recent improvements of an Immersed Boundary Method (IBM) for the

simulation of turbulent compressible flows on Cartesian grids. The proposed approach enables

to remove spurious oscillations at the wall on skin pressure and friction coe�cients. Results are

compared to a body-fitted approach using the same wall function, showing that the stair-step

immersed boundary provides a smooth solution compared to the body-fitted one.

The immersed boundary method has been modified to adapt the location of forced and forcing

points involved in the immersed boundary reconstruction to the Reynolds number. This method

has been validated either for subsonic and transonic flow regimes, through the simulation of the

subsonic turbulent flow around a NACA0012 profile and the transonic flow around a RAE2822

profile and the three-dimensional ONERA M6 wing.

Keywords: Immersed Boundary Method, Wall Model, Cartesian Mesh, Turbulent Flows

1. Introduction

Within the past two decades, Computational Fluid Dynamics (CFD) has dramatically risen

in the aerospace industry to simulate more and more complex configurations. Reynolds-averaged

Navier-Stokes (RANS) simulations on body-fitted or conformal meshes are commonly performed

e�ciently onto realistic geometries due to the improvements in terms of robustness and accuracy5

of CFD solvers within the past two decades. Today, industrial configurations take into account

complex geometrical details, such as aircraft track fairings or a helicopter rotor head to evaluate

their influence on the overall performances of the aircraft or rotorcraft. As a result, the mesh
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generation has become the bottleneck of the CFD workflow, as it requires manual interaction and

expertise, with several weeks of engineer time in comparison with a day for running a RANS10

simulation.

For this reason, immersed boundary methods (IBM) have become popular within the last decade

as the mesh does not need to conform to the obstacles, simplifying significantly the mesh genera-

tion. This concept was introduced by Peskin [1, 2] many decades ago to simulate fluid-structure

interactions in the heart, where a Cartesian mesh was used to simulate blood flow. An immersed15

boundary condition (IBC) is applied to take into account the obstacles lying in the flow. IBCs

can be classified into two main approaches, as refered by Mittal and Iaccarino [3] . The first class

of methods consists in introducing a forcing term within the equations, that can represent the ex-

change of momentum between the fluid and solid through a law based on the theory of elasticity

and is well suited for flows with immersed elastic boundaries [1, 4] , but leads to a lack of stability20

and accuracy for rigid bodies as the problem becomes sti↵. Other methods have been developed,

among which the penalization method [5] or artificial spring [6]. The flow equations are solved on

the whole computational domain, including the solid region, and the forcing is di↵used on neigh-

bouring mesh points of the solid interface. IBM can be used on the whole geometry [7, 8] or locally

[9] to capture the potential e↵ects of geometrical details.25

Another approach, similar to IBMs, is the cut-cell approach, which consists in computing directly

the intersection between the cells and the obstacles, which has proven e�cient for inviscid flow

simulations and low Reynolds flows around complex geometries (see Coirier & Powell [10], Berger

& Aftosmis [11] and Harada et al. [12]) . Contrary to IBM approaches, it has the advantage to be

conservative as the flux are directly computed onto the interface. On the other hand, cutting cells30

can result in badly shaped cells, requiring some additional geometrical treatments (e.g. merging

some cells).

The use of Cartesian grids with local grid refinement in combination with embedded obstacles

(either with immersed boundary or cut-cell methods) seems to be well-suited for a high-level of

automation and computational e�ciency [7, 13, 11] . IBMs on Cartesian grids are either used by35

Euler or Navier-Stokes solvers or Lattice Boltzmann solvers.

Wall functions are usually required to solve turbulent flows using IBM on adaptive Cartesian

grids around arbitrary obstacles to restrict the number of mesh points, as the cell size is equal both

in the wall normal and tangential directions [14, 15, 16, 17]. Although the use of adaptive Cartesian
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grids around arbitrary immersed obstacles using wall functions is conceptually attractive, spurious40

oscillations occur when extracting the skin quantities (pressure and skin friction), which is a strong

issue for aerospace applications. Actually, wall-modeled immersed boundary approaches usually

use a forcing/reference/image point in the fluid, where the flow field is interpolated [18, 19, 15, 16].

The wall function is applied to compute the friction velocity at this reference point, which is used to

reconstruct the tangential velocity at the IBM forced/target point. Consequently, the wall-modeled45

near-wall resolution is too coarse to capture correctly the nonlinear tangential velocity profile in the

wall normal direction. Spurious oscillations appear in the near-wall regions, that can be dissipated

far from the wall boundaries provided the numerical scheme is dissipative enough, but are visible

on the skin quantities. For that purpose, Capizzano [14] proposed to linearize the velocity profile

down to the wall from the reference/image point, while Tamaki et al. [20] proposed an extension of50

this approach by modifying the eddy viscosity profile too in the Spalart-Allmaras turbulence model,

to preserve the balance of the shear stress in the boundary layer.

Here, another approach is presented, based on geometrical considerations and an analogy with

wall-modeled body-fitted approaches. Near-wall spacing and location of IBM reference/image points

(that will be called IB image points in the following) must be consistent with the Reynolds number55

of the CFD simulation (which can be of ten to one hundred millions for a CFD simulation around

an aircraft). The proposed approach relies on the previous work of Péron et al. [16], adapted to

determine the location of IB target points, where the solution is reconstructed, in agreement with

the near-wall spacing and the Reynolds number of the simulation.

The paper is organized as follows: in section 2, the mathematical models and the flow solver60

are presented. In section 3, the wall modeling by the immersed boundary method along with the

location of image points are detailed. Then the improved immersed boundary treatment is presented

in section 4. Simulations of turbulent flows in subsonic and transonic regimes around 2D airfoils

and around the ONERA M6 wing are presented to assess the improvements of the proposed method

in section 5. Results are compared with results obtained with the former IBM treatments but also65

with body-fitted wall-modeled solutions and body-fitted solutions where the near-wall discretization

enables to capture the boundary layer correctly. Finally, conclusions are drawn in section 6.
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2. Description of the flow solver

2.1. Governing equations

The steady-state mean flow is obtained by solving the compressible RANS equations (1):
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where ⇢, ui, p, E denote the fluid density, the mean velocity components, the pressure and the70

total energy per unit mass respectively, Q is the heat flux vector and ⌧ij the total shear stress tensor,

decomposed into the viscous stress and the Reynolds stress modeled here by Spalart-Allmaras model

[21], which is chosen for its robustness and its low computational cost.

The Spalart-Allmaras model is a one-equation transport model that consists in introducing a

pseudo eddy viscosity ⌫̃ as follows:

⌫t = ⌫̃fv1, where fv1 =
�
3

�3 + c
3
v1

, � =
⌫̃

⌫
and cv1 = 7.1 , (2)

where ⌫ is the kinematic viscosity of the fluid. The damping function fv1 goes to 0 to the wall and

1 in the log layer, such that this pseudo viscosity corresponds to the eddy viscosity ⌫t in the log75

layer.

2.2. Numerical methods

The compressible RANS equations are solved using FAST CFD solver developed at ONERA [22,

23], relying on a 2nd-order accurate cell-centered Finite-Volume Method on multiblock structured

grids. One major feature of this solver is its e�ciency in dealing with unsteady simulations (see [24])80

as it enables to update 10 million cells per second per core on a single Intel Broadwell core. It also

contains a solver dedicated to Cartesian grids which is 2.5 times more e�cient in terms of memory

and CPU time than the curvilinear block-structured solver with the same numerical ingredients.

For this reason, despite the highest cell count resulting from the generation of a block-structured

Cartesian mesh in comparison with a body-fitted approach (structured or unstructured), this extra85

cost is counterbalanced by the reduced memory requirements (neither the mesh nor the metrics

need to be stored, numerical fluxes are simplified...).
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FastS solver relies on an hybrid MPI/OpenMP framework, where the memory is distributed (by

distributing CFD grids) on the processors at high level, i.e. between nodes, whereas multithreading

is managed via OpenMP within a given node. For our purpose, where Cartesian grids are uniform90

and contain few cells in comparison with grids resolving boundary layers accurately, Cartesian grids

are distributed between the cores using OpenMP.

For RANS computations, two second-order accurate spatial schemes are considered, depending

on the flow regime: the Roe-MUSCL scheme [25] for transonic flow simulations or an AUSM scheme

[26] for subsonic flow simulations, which is based on a modification of the AUSM+(P) scheme (see95

Edwards & Liou [27]). Jacobian approximations are those proposed by Jameson & Yoon [28] and

Coakley [29] , whereas the linear system is solved by the LU-SGS method [28] .

In our approach, the octree-based Cartesian mesh is defined by a set of overset grids with a

minimum overlapping, as described in [30, 16]. Consequently, two adjacent grids of same refinement

level are extended from two layers of cells on both sides and the solution is directly updated for the100

two layers of border cells, as depicted in figure 1-(a). In the case of two adjacent grids where the

left-hand side one is fine and the right-hand side one is coarse, as depicted in figure 1-(b), the fine

grid is extended from two cells and the coarse one from three cells to ensure that donor cells are

always interior points and thus already updated. Interpolation is achieved by a 2nd-order Lagrange

interpolation.

(a) 1-to-1 abutting grids (b) 1-to-2 abutting grids

Figure 1: Ghost cell updates on octree-based Cartesian grids.

105

In the following, W will denote the flow solution W = (⇢, ⇢ui, ⇢E, ⌫̃).
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3. Wall modeling by immersed boundaries

3.1. Principles

The immersed boundary method proposed in this paper relies on a ghost-cell direct forcing

formulation, described in [16]. This approach consists in imposing the flow variables W at some110

points close to the obstacles to mimic a boundary condition. These points will be called IB target

points in the following.

First, solid and fluid regions are identified geometrically, by a hole-cutting algorithm [31]. If a

cell center is found lying inside the solid, the cell is marked as blanked and it will not be updated by

the CFD solver during the simulation. If a Cartesian grid is entirely blanked, it is removed during115

the pre-processing to save memory.

To be consistent with the CFD solver, based on a five-point stencil and thus requiring two layers

of ghost cells, two layers of IB target cells must be defined. The previous method described in [16]

consists in marking as IB target cells the first two layers of cells at the fringe of blanked cells in

the fluid part of the mesh, represented by red dots in figure 2. Flow solution W is obtained at120

IB target point A by using an IB image point (point B marked by a blue dot in figure 2) located

within the fluid region along the wall normal direction at point A. As this point B, also known

as a reference point [17], is not a discretization point, the flow field at this point is obtained by a

2nd-order interpolation from its surrounding points (also called donor points, represented by green

dots in figure 2).125
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Figure 2: Direct forcing on an IB target point (A) using its corresponding image point (B).

As described in [16], solutionW at image point B is used to reconstruct the flow fieldW at target

point A. Since the pressure p is assumed to be constant in the wall normal direction in the turbulent

boundary layer, we then get pA = pB . In order to take into account the compressibility e↵ects within

the boundary layer, the Crocco-Busemann relationship with the adiabatic wall condition provides

the temperature at point A TA as follows:

TA = TB +
3
p
Pr

2CP
(u2

t,B � u
2
t,A) , (3)

where Pr is the Prandtl number and CP is the specific heat coe�cient at constant pressure. This

relationship is used to recover the density at point A, that is

⇢A =
pA

RTA
,where R is the perfect gas constant. (4)

For high Reynolds number flows, solving directly the RANS equations on Cartesian grids, where

the near-wall spacing is the same in the wall normal and the wall tangential directions, would lead

to a mesh that is too prohibitive to capture the velocity gradient accurately. For that purpose,130

IBM methods on Cartesian grids usually apply wall functions, either based on algebraic models

[17, 16, 32] or TBLE-based (for thin boundary layer equation) models [33, 15].
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As detailed in [16], an algebraic wall function proposed by Musker [34], that fits either the

log, bu↵er and viscous sublayers, is used to reconstruct the velocity at IB target point A. First,

the friction velocity u⌧ is evaluated at IB image point B and is used to reconstruct the tangential

velocity ut at target point A as

ut,A = u⌧f(y
+
A), with y

+
A =

yAu⌧

⌫
. (5)

The normal velocity un,A at point A is estimated by a linear reconstruction as

un,A =
yA

yB
un,B , (6)

where yA and yB are the distances of points A and B to the wall boundary.

As the expression ⌫t = u⌧yD is valid in the log layer and down to the wall (where u⌧ is the

friction velocity, y is the wall distance,  = 0.41 is the Von Kármán constant, D is the Van Driest

damping term, with D = (1 � e
�y+

19 ), with y
+ = u⌧y

⌫ ), the pseudo-viscosity ⌫̃ can be evaluated at

target point A solving the nonlinear equation

⌫̃
4 � u⌧yD⌫̃

3 � u⌧yD⌫
3
C

3
v1 = 0 , (7)

derived from equation (2), as described in details in [16].

3.2. Location of image points135

In order to reconstruct the solution W
(n)
A at iteration n, W (n)

B at image point B must be inter-

polated from donor points already updated at iteration n, thus from computed points only. This

means that the image point B has to be chosen far enough to prevent target points from being

donor points. On the other hand, these points must not be too far from the wall to prevent them

from being out of the boundary layer. In the literature, most approaches define image points at a140

given iso-distance to the wall [20, 17].

A good compromise is to set that distance to dB =
p
2Ndiag ⇥hlocal in 2D and dB =

p
3Ndiag ⇥

hlocal in 3D, where hlocal the local spacing of the mesh in the vicinity of target point A and Ndiag

depends on the spatial stencil for the flow solver. Indeed, the worst case is obtained when the

normal direction from the wall to target point A is oriented along the diagonal of the cell. For a145

spatial scheme in the solver that requires one cell per diagonal direction, then Ndiag is equal to 1.

However, the lack of robustness of this approach can occur for complex geometries, especially at

concave corners, where the condition that target or blanked points must not be donor points for the
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image point is not guaranteed. Moreover, this distance depends strongly on the local spacing near

the wall, which may not be constant in the tangential direction. Typically, di↵erent components of150

a complex configuration, such as a fuselage with a wing, may not be defined by the same near-wall

spatial resolution to save mesh points and memory.

For that purpose, a method that computes automatically the location of image points that

ensures both previous conditions has been developed [16] and is applied here. It consists of de-

termining the fringe of first computed cells surrounding the target points. This fringe is a set of155

surface grids, represented by stair steps, that define a watertight surface, even if that front inter-

sects Cartesian grids of di↵erent levels of refinement. First, target points (displayed in figure 3 by

red dots) are projected onto that front, resulting in blue dots in figure 3, following the wall normal

direction n, obtained by a normalization of the gradient of the distance to the wall at target points.

Then, corresponding IB wall points are obtained by the same projection in the opposite direction160

(represented in black dots in figure 3).

Target points

Image points

Wall points

Figure 3: Location of IB points for the classical method around the NACA0012 airfoil.

3.3. Post-processing in an immersed boundary context

Unlike body-fitted approaches, it is not possible to extract the flow fields directly at wall bound-165

aries. A reconstruction must be performed to obtain some quantities such as skin friction or loads

and to visualize them on the obstacles. For that purpose, the Moving Least Squares (or MLS)

method is performed. It has been initially built up for the generation of surfaces [35] and has been

derived to provide spatial approximations for meshless methods [36, 37].

In our approach, the flow quantities (pressure, density, friction velocity) are extracted at IB wall170

points at a given iteration of the flow solver. As detailed in section 3.1, and similarly to the flow

field reconstruction implemented for target points, the wall pressure is extrapolated at each wall
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point w from its corresponding image point B, which leads to pw = pB . The wall density is then

recovered using the Crocco-Busemann relationship between the image point and the wall, where

the tangential velocity is assumed to be zero:175

Tw = TB +
3
p
Pr

2CP
(u2

t,B) , (8)

⇢w =
pw

RTw
. (9)

These variables are interpolated using a 3rd-order accurate MLS interpolation onto the vertices

of a triangular mesh describing the obstacles on which the skin quantities are required. For each

vertex VT of the tesselation, a point cloud made by at least 10 IB wall points surrounding the

vertex VT is used to project the solution on that vertex using the MLS algorithm. Consequently, in

order not to introduce interpolation errors due to strong discrepancies between the distribution of180

IB wall points and the tesselation (e.g. a MLS stencil 10 times larger than the characteristics length

of the target triangle), the tesselation should be consistent with the Cartesian mesh discretization

in the vicinity of the obstacles.

After extraction, the skin pressure and friction coe�cients can be computed on the surface:

Cp =
pw � p1
1
2 ⇢1U2

1
(10)

Cf =
⌧!

1
2 ⇢1U2

1
=

⇢wu
2
⌧

1
2 ⇢1U2

1
(11)

4. Improved immersed boundary treatment185

4.1. Motivation

The aforementioned IBM treatment leads to spurious oscillations on the skin pressure and

friction coe�cients. This has also been observed by Capizzano [14], Tamaki et al. [20] and Wilhelm

et al. [17]. Actually, the numerical scheme in combination with the near-wall uniform spacing is not

capable of capturing the strong variations of the tangential velocity in the wall normal direction. In190

addition, the stair-step distribution of IB target and image points can lead to neighbouring points

that do not lie within the same sublayer of the turbulent boundary layer, e.g. the first one being
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in the viscous sublayer and the second one in the log layer, leading to oscillations in the near-wall

region of the solution, as their velocity gradients are di↵erent although they represent two boundary

points in the stencil of the first computed point above.195

Capizzano [14] and Tamaki et al. [20] proposed a linearization of the velocity profile between

the wall and the image point location and a modification of the eddy-viscosity profile to maintain

the balance of the shear stress.

In this paper, another approach is proposed, based on geometrical considerations about the

location of IB target and image points. The novel treatment consists in applying the immersed200

boundary condition at a fixed y
+, such that IB target and image points are located in the log layer,

for cell count concerns. The objective is to mimic the wall-modeled body-fitted approach using

the wall-modeled IBM treatment on Cartesian grids. It can be noted that this method has the

advantage of being independent from the chosen wall model and the turbulence model.

4.2. Estimation of IB target and image point location205

Contrary to the improvements of the IBM treatment found in the literature [14, 20], for which

the turbulence model and the numerical scheme are modified, the present approach is based upon

geometrical aspects that concern the location of target and image points with respect to the wall.

It relies on the flat-plate boundary layer theory that enables to compute the height of the first cell

o↵ the wall for a desired value of y+.210

Let us consider the case where the boundary layer is fully resolved by the mesh (figure 4-(left)).

Then consider a Cartesian mesh of uniform near-wall spacing yn, as depicted in figure 4-(right). In

order to be consistent with a mesh where cells stretch o↵ the wall, the wall-modeled IBM treatment

on the Cartesian mesh of uniform cell spacing yn implies to locate the IB image points at distance

Hmod from the wall, hereafter called modeling height. This implies that the near-wall spacing alone215

is not su�cient to model the boundary layer correctly, since it must also be consistent with the wall

distance at which the wall model is applied (at IB image points). This is why no mesh convergence

was possible using the former treatment [38], as the first computed points still fall in a region where

the nonlinearity of the velocity cannot be well represented by the uniform spacing.
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220

Figure 4: Comparison between Cartesian and body-fitted meshes for a flat plate of length L.

In practice, it is proposed to provide a value of y+ for the first computed points just above the

last layer of IB target cells, called y
+
target. As the IB image points are located on the front of first

computed cells in our approach, this implies that the value of y+ at image points is nearly y
+
target.

In our framework, the near-wall spacing yn is imposed first, as it can depend on the geometrical

features that must be represented by the mesh, such as a variation of the curvature or gaps between

very close bodies. Then, a flat plate approximation is performed to evaluate the distance to the

wall of the first computed cells Hmod, given the values of the Reynolds number, the characteristic

length L of the geometry and the flow conditions. For a fixed y
+
target, this resulting height Hmod

provides a first approximation of the threshold between computed points and modeled IB target

points where the solution is reconstructed. In order to apply the wall model within the log sublayer,

the y
+
target should be set between 50 and 300. Moreover, the choice of a specific y

+
target value in

this region should be made so as to ensure that the cell spacing of the first calculated points inside

the Cartesian mesh is consistent with the cell spacing required for a body-conformal mesh at the

same distance to the wall. The algorithm is described as follows: Let denote y
+ =

u⌧y

⌫
, where

u⌧ =

r
⌧!

⇢
, with ⌧! the wall shear stress and Cf =

⌧!
1
2 ⇢1U2

1
= f(Re), the modeling height Hmod

is then defined by:

Hmod =
p
2

y
+
target L

Re

p
f(Re)

, (12)

where the function f(Re) = 0.058Re
�0.2 is a flat plate approximation for the turbulent boundary

layer.
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Conversely, the optimal y+target for a given near-wall spacing yn can be obtained by using the

same flat plate approximation. Considering that the spacing of the body-fitted mesh displayed in225

figure 4-(left) is following a geometric progression with common ratio q = 1.2, and given that yn

also corresponds to its n-th cell, we can deduce that yn = y0 q
n, where y0 is the height of the first

cell. Since this first cell is generally chosen to impose y
+ = 1 at the wall and considering previous

calculations, we may write:

y0 =
p
2

L

Re

p
f(Re)

. (13)

Hmod =
Pn

i=1 yi can also be rewritten:230

Hmod = y0
1� q

n+1

1� q
=

y0 � q yn

1� q
. (14)

Finally, using equations 12, 13 and 14, the optimal y+target is given by:

y
+
target = Hmod/y0 (15)
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Figure 5: IB target point: former location (a) and new positioning (c) according to the threshold distance between

the modeled and computed regions (b).

Figure 5 describes the modified IBM preprocessing.

- The former method consists in marking the two first layers of cells at the fringe of solid cells

as IB target points (figure 5-(a)).235

- The threshold distance to wall Hmod is estimated using the flat plate approximation (figure

5-(b)).

- IB target points are the two layers of cells just below the surface of distance Hmod (figure

5-(c)).

For three-dimensional test-cases, a change in the near-wall spacing is often required in the240
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tangential direction to the wall to prevent a huge amount of mesh points. As the Cartesian mesh is

octree-based, one refinement level can be crossed between neighbouring grids. Thus, in the vicinity

of the border between a fine and a twice as coarse grid near the wall, the IBM reconstruction is

achieved at IB target points using image points that might be located in di↵erent regions of the

boundary layer, as depicted in figure 6-(left). This leads to a strong discrepancy in the estimation245

of the velocity at target points that are neighbours in the tangential direction but whose refinement

level is not the same. This can be observed on the skin friction coe�cient, where a spurious

oscillation occurs in the vicinity of the change of the mesh refinement level near the wall. This will

be discussed in section 5.3 on the ONERA M6 wing configuration, where the leading edge is refined

to take into account the variation of the curvature while the other near-wall regions are twice as250

coarse to avoid the cell count to be too high.

A consequence of the novel treatment is the location of IB image points at roughly the same

distance to the wall, as depicted in figure 6-(right). The location of the new target points is also

modified, resulting in nearly the same threshold height between the modeled and computed regions,

independently from the refinement level of the near-wall grid. In section 5.3, the removal of the255

spurious oscillations on the skin friction in the vicinity of the change of refinement level will be

demonstrated.

Figure 6: IBM location: impact of the change of refinement level in the tangential direction to the wall.
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4.3. Summary of di↵erent IBM treatments260

As several IBM treatments will be compared in the following, table 1 summarizes their charac-

teristics regarding the location of IB target and image points:

- Layers of target points Front type of image points

F0 2 fixed distance to the wall (smooth front)

F1 2 stair-step front

F2 3 stair-step front

F42 adaptive stair-step front

Table 1: Classification of algorithms for IB target and image point location.

An illustration of the location of IB target and image points is provided in figure 7 for the four265

IBM treatments in the case where a change in the refinement level occurs tangentially to the wall.

(a) F0. (b) F1.

(c) F2. (d) F42.

Figure 7: Comparison of the location of IB points for the four treatments near a wall boundary (in black), with a

change of refinement level along the wall.

5. Numerical results

In order to demonstrate that the modified near-wall geometrical treatment of the proposed

immersed boundary method enables to improve significantly the distribution of the skin pressure and

friction, bidimensional and three-dimensional test-cases are considered in subsonic and transonic270
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regimes. The influence of the location of IB target points and image points is highlighted by a

comparison between the di↵erent approaches for determining their positions. Results are compared

with a body-fitted approach where the boundary layer is resolved by the mesh. In addition, a

comparison between the IBM results and a body-fitted approach with a wall function applied at

same y
+ assesses the influence of the wall function onto the accuracy of the solution. This study275

demonstrates that the improved IBM approach provides similar results to wall-law body-fitted

simulation, despite the stair-step fashion of IB target and image points.

Steady RANS simulations are performed for IBM on Cartesian grids and body-fitted mesh

using FAST solve, with the same numerical ingredients, in particular the same spatial schemes and

turbulence model. Musker’s wall function is applied either within the body-fitted approach for the280

wall-law simulations and within the IBM approach on Cartesian grids to reconstruct the velocity

and friction at IBM points.

In the following, most of the IBM simulations using the improved algorithm are performed with

y
+ = 100 for the image points along the geometry.

Imposing y
+ = 100 enables to apply the wall model in the log sub-layer and at the same time to285

guarantee that the cell spacing of the first calculated points above target points are in agreement

to the cell spacing required for a body-conformal mesh at the same distance to the wall.

Two bidimensional turbulent flow simulations around airfoils in the subsonic and transonic

regimes are considered to assess the improvements in terms of skin pressure and friction of the pro-

posed method. Results are compared to a solution obtained on a wall-resolved conformal mesh and290

to experiments. The modified immersed boundary treatment is compared with previous methods.

The influence of the near-wall spacing and the angle of attack is also considered. A comparison be-

tween a body-fitted wall-modeled solution and an IBM solution is also achieved to make a distinction

between the influence of the wall model and of the stair-step IBM. Finally, a three-dimensional tur-

bulent flow simulation around the ONERA M6 wing in the transonic regime is performed. Results295

are compared with a body-fitted solution and experimental data.

5.1. Simulation of the subsonic turbulent flow around a NACA0012 profile

The first test-case is the subsonic turbulent flow around a NACA0012 airfoil under the following

flow conditions: freestream Mach number M1 = 0.15, a zero angle of attack and Reynolds number

based on the chord is Re = 6 millions. The Cartesian mesh is automatically generated according300
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to the mesh resolution imposed around the airfoil. The extent of the computational domain cor-

responds to 40c, where c is the chord length and is equal to 1. Farfield boundary conditions are

defined at the external boundaries and an immersed boundary condition is applied on the airfoil.

1 3
2

1

2

3

Figure 8: Views of the IBM Cartesian mesh around the NACA0012 airfoil.305

The steady RANS equations are discretized with the 2nd-order accurate AUSM spatial scheme

described in paragraph 2.2. An implicit backward Euler scheme is performed to solve the pseudo-

time integration.

- IBM5 IBM6 IBM7 IBM8 BF

Minimum spacing hmin/c 0.0002 0.0001 0.00005 0.00002 10�6

Number of pts (millions) 4.1 7.8 16.4 34.9 16.1

Table 2: Cartesian mesh characteristics for the subsonic NACA0012 airfoil test-case310

5.1.1. Influence of the location of IBM target and image points

This paragraph aims at evaluating how the location of target and image points is crucial to

capture accurately skin quantities. The mesh settings for this test-case are gathered in table 2.

Figure 9 displays the isocontours of the Mach number for a body-fitted simulation where the

boundary layer is solved by the mesh and an IBM wall-modeled simulation on Cartesian mesh315

IBM7, showing a good agreement between both solutions.
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Figure 10 compares the di↵erent IBM treatments for the same near wall spacing (10�4), which

corresponds to the IBM6 Cartesian mesh defined in table 2. FAST IBM6 F0 and FAST IBM6

F1 results present strong oscillations along the chord for both skin coe�cients, especially near the

leading edge. Despite the oscillations, the trend of the skin pressure distribution compares fairly to320

the body-fitted solution FAST BF. But the skin friction coe�cient is over-estimated and deviates

significantly from the reference solution near the leading edge.

The F2 algorithm appears as a better option as it suppresses all the oscillations on FAST

IBM6 F2 for both coe�cients for the chosen near-wall resolution. The skin pressure distribution

matches the reference solution, whereas it still results in an over-estimation of the skin friction near325

the leading edge, at a lower level than F0 and F1 algorithms. The improvement is probably due

to a better agreement with the location of IB image points and the chosen near-wall resolution.

We observed that the spurious oscillations eventually appeared when the near-wall resolution was

increased.

Finally, the improved method is the only treatment among the four treatments considered here330

that is capable of both removing spurious oscillations and matching the body-fitted reference, as

the skin friction coe�cient is no longer over-estimated near the leading edge for FAST IBM6 F42.

Furthermore, table 3 confirms that ensuring that both target and image points lay in the same

sub-layer is indeed important to remove spurious oscillations, especially in regions where the wall

presents a high curvature. The average y
+ obtained with F0 might appear su�cient to ensure335

such a requirement, but one should keep in mind that the IB image points are projected at a fixed

distance to the wall during preprocessing, as explained in table 1, whereas the IB target points can

lie in the log layer but also in the viscous sublayer due to their stair-step distribution near curved

boundaries.
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(a) body-fitted mesh results. (b) IBM7 mesh results.

Figure 9: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: Mach number flowfield.

(a) Skin pressure coe�cient (b) Skin friction coe�cient

Figure 10: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: influence of the location of target and image points.

- IBM6 F0 IBM6 F1 IBM6 F2 IBM6 F42 BF-WM

y
+ 82 54 66 123 124

340

Table 3: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: mean values of y+ for image points with respect to the

location of image and target points.

5.1.2. Influence of the near-wall resolution

In this study, the improved treatment (F42) is chosen. Several uniform near-wall resolutions are

evaluated, from coarse (IBM5) to ultra-fine (IBM8), summarized in table 2. In [38], Renaud et al.

observed no mesh convergence for the same test-case using the F0 IBM treatment. They observed345
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a good agreement of the solution in terms of pressure coe�cient, but the friction coe�cient was

under-predicted for coarser meshes and became over-predicted for finer meshes. Spurious oscillations

appeared, similar to what was observed previously for F0 treatment. The same general behaviour

has also been reproduced ever since with the F1 and F2 treatments.

Here, whatever the mesh refinement, FAST IBM F42 correctly reproduces the pressure coe�cient350

and the friction coe�cient distributions, as displayed in figure 11. The obtained solutions are in

agreement with the reference FAST BF solution. The wall model slightly influences the friction

coe�cient, in particular near the leading edge.

Table 4 also proves that the new algorithm enables to locate image points according to the

desired y
+
target = 100.355

(a) Skin pressure coe�cient. (b) Skin friction coe�cient.

Figure 11: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: influence of the near-wall resolution.

- IBM5 F42 IBM6 F42 IBM7 F42 IBM8 F42 BF-WM

y
+ 134 123 117 115 124

Table 4: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: mean values of y+ for image points with respect to the

near-wall resolution.

Figure 12 displays longitudinal velocity profiles at several positions along the chord for FAST IBM7

F42 simulation, showing that these velocity profiles obtained with the new IBM treatment are in

good agreement with the FAST BF-WM solution, where the body-fitted mesh is used in combination360

with the same wall model as for the IBM approach. Yet, variations between these two wall-modeled
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solutions and the FAST BF reference appear at the beginning of the airfoil, which could explain

the small discrepancies observed on the skin friction coe�cient previously.

(a) x/c = 0.05. (b) x/c = 0.1. (c) x/c = 0.25.

(d) x/c = 0.75. (e) x/c = 0.9. (f) x/c = 0.95.

Figure 12: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: x-velocity profiles.

5.1.3. Influence of the wall model

Following the previous observations, figure 13 compiles the information on the impact of the365

wall model on the skin friction prediction. To do so, various y+target are studied with the body-fitted
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mesh, first for di↵erent boundary layer subregions (figure 13-(a)), then inside the log sub-layer

(figure 13-(b)).

It can be observed that the skin friction distribution depends on the sublayer where the IB

image points fall. This confirms that the IB target and image points should both lay in the same370

given sublayer and can explain the spurious oscillations previously encountered.

First, in the inner subregion (y+ = 1), that is unattainable for a Cartesian mesh, the wall model

is capable of accurately predict the close wall physics. Eventually, bringing the IB target points

closer to the wall increases the quality of the solution that correctly converges toward the FAST

BF reference.375

Then, in the bu↵er zone (y+ = 10), the forcing points fall in an area that is not well defined by

the wall model and the solution eventually di↵ers from the reference.

Finally, in the log sub-layer (y+ 2 [50, 300]), the solution is again well predicted by the wall

model. However, as noticed before, solutions slightly vary near the leading edge from one another

depending on the y
+
target. According to the figure 12, a reasonable hypothesis would be that the380

boundary layer has yet to be fully turbulent and remains laminar near the leading edge. Hence, a

new wall model might be investigated in the future to obtain the correct modeling in this area.

(a) For di↵erent boundary layer subregions. (b) In the log sub-layer.

Figure 13: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: e↵ect of the wall model on the skin friction distribution

on a body-fitted mesh for di↵erent modeling heights.
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5.1.4. Influence of the angle of attack

Figures 14 and 15 summarize the behaviour of the improved IBM treatment when increasing

the angle of attack, the other flow and solver parameters being unchanged. Without any additional385

treatment, solution FAST IBM7 F42 demonstrates the robustness of the method as the solution

is still accurate as the angle of attack increases. Yet, as already highlighted, a slight di↵erence is

observed near the leading edge for the friction coe�cient. However, since FAST IBM7 F42 and

FAST BF-WM match for all the angles of attacks that are considered here, it can be assessed

that this is due to the wall model, as mentioned earlier, rather than to the Cartesian mesh or the390

stair-step IBM.
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(a) body-fitted mesh results: ↵ = 5
�
. (b) IBM7 mesh results: ↵ = 5

�
.

(c) body-fitted mesh results: ↵ = 10
�
. (d) IBM7 mesh results: ↵ = 10

�
.

(e) body-fitted mesh results: ↵ = 15
�
. (f) IBM7 mesh results: ↵ = 15

�
.

Figure 14: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: influence of the angle of attack ↵ on the Mach flowfield.
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(a) Skin pressure coe�cient: ↵ = 5
�
. (b) Skin friction coe�cient: ↵ = 5

�
.

(c) Skin pressure coe�cient: ↵ = 10
�
. (d) Skin friction coe�cient: ↵ = 10

�
.

(e) Skin pressure coe�cient: ↵ = 15
�
. (f) Skin friction coe�cient: ↵ = 15

�
.

Figure 15: NACA0012 airfoil, M1 = 0.15, Re = 6 millions: influence of the angle of attack ↵.
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Figure 16: Views of the IBM Cartesian mesh around the RAE2822 airfoil.

5.2. Simulation of the transonic turbulent flow around a RAE2822 airfoil

The second test-case is the simulation of the transonic turbulent flow around a RAE2822 airfoil

at freestream Mach number M1 = 0.729, an angle of attack ↵ of 2.79� and a Reynolds number

based on the chord c equal to Rec = 6.5 millions. This test-case aims at evaluating the accuracy of395

the method in the case of an interaction between the boundary layer and a shock, that is located

at mid-span of the airfoil on the suction side.

The Cartesian mesh is automatically generated with an extent of 20c and a uniform near-wall

spacing. Figure 16 presents a global view around the airfoil and close-up views in the vicinity of

the leading edge, the suction side and the trailing edge, showing more clearly the distribution of the400

refinement levels in the near-wall region. The method is evaluated for di↵erent near-wall spacings,

for which the mesh characteristics are summarized in table 5.

Similarly to the previous validation case, the steady-state RANS equations are solved using

FASTS solver. A backward Euler implicit scheme is applied in combination with the Roe-MUSCL

scheme for the spatial discretization. The standard Spalart-Allmaras turbulence model is used and405

Musker’s wall model is applied for the reconstruction of the velocity at IB target points.
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- IBM6 IBM7 IBM8 BF (body-fitted)

Minimum spacing hmin/c 0.0001 0.00005 0.00002 10�6

Number of points (millions) 7.2 15.9 36.9 0.137

Table 5: Cartesian mesh characteristics for the RAE2822 airfoil test-case.

Figure 17 compares the iso-contours of the Mach number for the IBM wall-modeled simulation

and the wall-resolved body-fitted solution, showing a good agreement between both results, even410

if the shock appears thinner for the IBM simulation, as in its vicinity, the mesh is finer than the

body-fitted mesh.

Figure 18 demonstrates the mesh convergence of the method to the reference body-fitted solu-

tion. The shock location is better predicted as the near-wall spacing increases. At convergence, the

skin pressure distribution is identical to that of a body-fitted solution where the boundary layer415

is modeled by a wall function. The skin friction distribution, depicted in figure 18-(b), is overall

underestimated compared to the body-fitted solution where the near-wall region is resolved by the

mesh. As the skin friction is identical to that of a body-fitted wall-modeled solution, these dis-

crepancies are probably linked to the wall model, since it does not take into account the pressure

gradient and convection in the vicinity of the shock, as discussed by Capizzano [14].420

(a) Body-fitted mesh results. (b) IBM7 mesh results.

Figure 17: RAE2822 airfoil: comparison of iso-contours of the Mach number between wall-modeled IBM and

wall-resolved body-fitted solutions.
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(a) Skin pressure coe�cient (b) Skin friction coe�cient

Figure 18: RAE2822 airfoil: influence of the near-wall resolution.

5.3. Simulation of the transonic turbulent flow around the ONERA M6 wing

The final test is the attached transonic turbulent flow around a ONERA M6 wing at freestream

Mach number M1 = 0.839, angle of attack ↵ = 3.06� and Reynolds number Rec = 11.72 millions.

This test case has been originally described in [39] by Schmitt and Charpin in 1979 and is still

widely popular in the CFD community to evaluate turbulent models in CFD solvers [40].425

The Cartesian mesh is automatically generated with an extent of 15c. It is composed of 1.7

billion points, with a near-wall spacing of hw = 4⇥ 10�4
c around the wing and a local refinement

of hLE = 2 ⇥ 10�4
c in the vicinity of the leading edge. A slice at spanwise section y/b = 0.55 of

the final mesh can be found in figure 19, where the change of refinement level along the chord can

be seen.430

The regular surface mesh of the ONERAM6 wing is also modified with INRIA surface remeshing

tool MMGS [41] such that the discretization of the surface is compliant with the near-wall spacing

of the Cartesian mesh, which is usually necessary to prevent from solution faceting due to the

projection of IB target points onto the triangular mesh which can be observed if the triangles are

roughly ten times larger and more than the near-wall cells.435

Here, IBM simulations using the improved method are performed with a target y+target = 1000 for

the image points. Actually, the near-wall cell spacing hmin must be in agreement with y
+
target, such

that the first calculated points above IB target points is compliant with the cell spacing required

for a body-conformal mesh at the same distance y
+
target. In order to prevent a huge number of
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mesh points, the near-wall spacing around the wing is set to hw = 4 ⇥ 10�4
c, corresponding to440

y
+
target = 1000. Note that the ideal y+target is imposed by the coarsest near-wall spacing hw and

not hLE in the vicinity of the trailing edge. As already observed on bidimensional test-cases, this

value of y+target should have been decreased for a better prediction of the skin friction in this region.

But imposing a value y
+
target = 500 would eventually lead to spurious oscillations in the near-field

around the rest of the wing as the discretization is not su�cient to compute accurately the gradients445

given that distance y
+
target.

The simulations have been performed with the same solver parameters as for the RAE2822 test

case, on 20⇥ 28 Intel cores of the ONERA SATOR cluster.

Final IBM results are compared with experimental data from [39] and a solution obtained on

a fine wall-resolved conformal mesh proposed on the NASA Turbulence Model Resources website450

using the CFL3D solver and the standard Spalart-Allmaras turbulence model.

Similarly to the previous bidimensional cases, no extra cost was observed during the pre-

processing when using the improved method. However, for the present tridimensional case, a

slight increase of 2% of the CPU time was observed with the F42 algorithm in comparison with the

F1 algorithm.455

Finally, it has to be noted that the equation 12, used to assess the modeling height with the

F42 algorithm, still applies in a satisfactory manner for tridimensional cases. Hence, no further

developments were undertaken to extend the validity of our method from 2D to 3D simulations.
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Figure 19: Views of the IBM Cartesian mesh around the ONERA M6 wing at y/b = 0.55.460

Figure 20 displays the isocontours of the Mach number at a constant spanwise section y/b = 0.55,

showing no oscillations near the obstacles.

Figure 20: ONERA M6 wing, M1 = 0.839, Re = 11.72 millions: Mach number flowfield at y/b = 0.55 .
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(a) F1. (b) F42 (Y+ 1000).

Figure 21: ONERA M6 wing, M1 = 0.839, Re = 11.72 millions: comparison of Cp distributions between two

wall-modeled IBM.

Figure 21 compares the skin pressure coe�cient for the F1 algorithm (figure 21-(a)) and the F42465

algorithm (figure 21-(b)), showing that the improved IBM treatment captures well the �-shaped

shock on the suction side of the wing without the spurious oscillations observed with former F1

algorithm.
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(a) Skin pressure coe�cient: y/b = 0.2. (b) Skin friction coe�cient: y/b = 0.2.

(c) Skin pressure coe�cient: y/b = 0.44. (d) Skin friction coe�cient: y/b = 0.44.

(e) Skin pressure coe�cient: y/b = 0.65. (f) Skin friction coe�cient: y/b = 0.65.

Figure 22: ONERA M6 Wing, M1 = 0.84, Re = 11.72 millions: comparison of skin pressure and skin friction

distrbutions at di↵erent spans on the wing (improved treatment versus former treatment and body-fitted solution).
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(a) Skin pressure coe�cient: y/b = 0.8. (b) Skin friction coe�cient: y/b = 0.8.

(c) Skin pressure coe�cient: y/b = 0.9. (d) Skin friction coe�cient: y/b = 0.9.

(e) Skin pressure coe�cient: y/b = 0.99. (f) Skin friction coe�cient: y/b = 0.99.

Figure 23: ONERA M6 Wing, M1 = 0.84, Re = 11.72 millions: comparison of skin pressure and skin friction

distrbutions at di↵erent spans on the wing (improved treatment versus former treatment and body-fitted solution).
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Figures 22 and 23 display the skin pressure and skin friction distributions for di↵erent sections

of the ONERA M6 wing.470

The FAST IBM F42 and FAST IBM F1 solutions show similar trends for the skin pressure

distribution and compare well with both numerical and experimental reference solutions. The

shock location is also well predicted for all the sections. Besides, the improved method enables to

remove the oscillations appearing on the sections close to the wing root for the former method, as

displayed in figures 22-(a,c,e).475

As previously observed on the RAE2822 test case, the skin friction distribution is still un-

derpredicted for the IBM solutions compared to the CFL3D BF reference solution, especially on

the suction side and near the leading edge. Once again, this underestimation is likely due to the

limitations of our wall modeling for transonic flows, as stated in section 5.2.

A slightly better prediction of the peaks near the leading edge and the shock is observed in favor480

of the F1 algorithm, as its actual y+target is lower than 1000, but the improved method provides

smoother results, as it suppresses all spurious oscillations as well as the deviations and perturbations

observed on the FAST IBM F1 solutions in the vicinity of the change of refinement level.

6. Conclusions

An improved immersed boundary method on Cartesian grids for RANS simulations of turbu-485

lent compressible flows has been proposed. Smooth pressure and skin friction coe�cients have

been obtained and compared with body-fitted approaches. In the subsonic regime, results on the

NACA0012 airfoil demonstrate that the grid convergence to the body-fitted solution is reached for

this flow regime and that the method is not sensitive to the angle of attack. In the transonic flow

regime, skin pressure distribution is well captured and compares well to the body-fitted solution.490

The skin friction distribution is under-estimated in comparison with the wall-resolved body-fitted

solution but compares to the wall-modeled body-fitted solution, showing that the stair-step distri-

bution is no longer responsible for the discrepancies but the wall model. The ONERA M6 wing

test-case highlight the extension to three-dimensional cases of the present approach. It can be

noticed that the present approach is neither dependent from the wall model nor from the turbu-495

lence model. Future work will consist in improving the wall model to take into account for laminar

regions and pressure gradients within the IBM treatment.
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[16] S. Péron, C. Benoit, T. Renaud, I. Mary, An immersed boundary method on Cartesian adaptive

grids for the simulation of compressible flows around arbitrary geometries, Engineering with

Computers (2020) 1–19.

[17] S. Wilhelm, J. Jacob, P. Sagaut, An explicit power-law-based wall model for lattice Boltzmann535

method–Reynolds-averaged numerical simulations of the flow around airfoils, Physics of Fluids

30 (6) (2018) 065111.

[18] G. Kalitzin, G. Iaccarino, Turbulence modeling in an immersed-boundary RANS method, CTR

Annual Briefs (2002) 415–426.

[19] T. Pu, C. Zhou, An immersed boundary/wall modeling method for rans simulation of com-540

pressible turbulent flows, International Journal for Numerical Methods in Fluids 87 (5) (2018)

217–238.

[20] Y. Tamaki, M. Harada, T. Imamura, Near-wall modification of Spalart–Allmaras turbulence

model for immersed boundary method, AIAA Journal (2017) 3027–3039.

[21] P. R. Spalart, S. R. Allmaras, A one-equation turbulence model for aerodynamic flows, AIAA545

Journal 94 (1992).

[22] I. Mary, Flexible Aerodynamic Solver Technology in an HPC environment, Maison de la Sim-

ulation Seminars, 2016, http://www.maisondelasimulation.fr/seminar/data/$201611$_slides_$1$.ppt.

37

http://www.maisondelasimulation.fr/seminar/data/$201611$_slides_$1$.ppt


[23] https://w3.onera.fr/FAST.

[24] J. Dandois, I. Mary, V. Brion, Large-eddy simulation of laminar transonic bu↵et, Journal of550

Fluid Mechanics 850 (2018) 156–178.

[25] P. L. Roe, Approximate riemann solvers, parameter vectors, and di↵erence schemes, Journal

of Computational Physics 43 (2) (1981) 357–372.

[26] I. Mary, P. Sagaut, Large Eddy Simulation of Flow Around an Airfoil Near Stall, AIAA Journal

40 (6) (2002) 1139–1145.555

[27] J. Edwards, M.-S. Liou, Low-di↵usion flux-splitting methods for flows at all speeds, AIAA

journal 36 (9) (1998) 1610–1617.

[28] A. Jameson, S. Yoon, Lower-upper implicit schemes with multiple grids for the euler equations,

AIAA Journal 25 (7) (1987) 929–935.

[29] T. Coakley, Implicit upwind methods for the compressible Navier-Stokes equations, AIAA560

Journal 23 (3) (1985) 374–380.
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