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Polynomial chaos expansion for permutation and cyclic permutation
invariant systems: application to mistuned bladed disks

Juliette Dréau1, Benoit Magnain2, Florence Nyssen1 et Alain Batailly1

Abstract
This article deals with the stochastic modeling of industrial mistuned bladed disks. More specifically, a cost-efficient
implementation of polynomial chaos expansion is proposed, it is dedicated to mathematical systems exhibiting permutation
invariance or cyclic permutation invariance of their random variables. Significant gains are obtained in comparison
to the classical implementation of polynomial chaos expansion since potentially costly evaluations of the investigated
deterministic system are only required over a small subspace of the random space. The proposed methodology is detailed
and validated on analytical test cases before it is applied to two mistuned bladed disks models. First, computations
carried out with a simplified bladed disk model allow an in-depth comparison between Monte Carlo simulations, previously
published results with a standard polynomial chaos expansion and the proposed methodology. The latter is then employed
to assess the influence of mistuning on the eigenfrequencies and amplification magnification of an industrial compressor
stage. It is evidenced that in comparison to the standard polynomial chaos expansion, the proposed methodology
yields computational gains of the same order of magnitude as the ones obtained going from Monte Carlo simulations
to polynomial chaos expansion. Alternately, the proposed methodology may be employed to significantly increase the
accuracy of the standard polynomial chaos expansion while featuring an identical computational cost.
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quantification
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Méthode du chaos polynomial pour les systèmes invariants par
permutation et par permutation circulaire: application aux
désaccordages des roues aubagées

Juliette Dréau1, Benoit Magnain2, Florence Nyssen1 et Alain Batailly1

Résumé
Cet article porte sur la modélisation stochastique de roues aubagées industrielles désaccordées. Plus précisément,
une implémentation peu coûteuse de la méthode du chaos polynomial est proposée, celle-ci est dédiée aux systèmes
mathématiques présentant une invariance par permutation ou une invariance par permutation circulaire de leurs variables
aléatoires. Des gains significatifs sont obtenus par rapport à l’implémentation classique de la méthode du chaos polynomial
puisque des évaluations potentiellement coûteuses du système déterministe étudié ne sont nécessaires que sur un petit
sous-espace de l’espace aléatoire. La méthodologie proposée est détaillée et validée sur des cas tests analytiques avant
d’être appliquée à deux modèles de roues aubagées désaccordées. Tout d’abord, les calculs effectués avec un modèle
simplifié de roue aubagée permettent une comparaison approfondie entre les simulations de Monte-Carlo, les résultats
publiés précédemment avec la méthode du chaos polynomial standard et la méthodologie proposée. Cette dernière est
ensuite utilisée pour évaluer l’influence du désaccordage sur les fréquences propres et le facteur d’amplification d’un étage
de compresseur industriel. Il est prouvé que par rapport à la méthode du chaos polynomial standard, la méthodologie
proposée fournit des gains de calcul de même qualité que ceux obtenus en procédant à des simulations de Monte-Carlo
et en utilisant la méthode du chaos polynomial standard. La méthodologie proposée peut également être utilisée pour
augmenter de manière significative la précision de la méthode du chaos polynomial standard tout en présentant un coût
de calcul identique.

Mots-clés
désaccordage; roue aubagée; méthode du chaos polynomial; invariance par permutation circulaire; amplification des
vibrations; calcul d’incertitude
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1 Introduction
The design of bladed disks, which are key components of any aircraft engine or gas turbine system, has been the
focus of a broad spectrum of research works over the past decades [1, 2]. Putting aside all the research efforts related
to the design of aerodynamically efficient blade profiles [3], there have been several structural dynamics related
challenges [4, 5] that designers and researchers had to tackle to build more efficient aircraft engines with a reduced
environmental footprint. In particular, unavoidable imperfections in terms of material properties homogeneity and
manufacturing tolerances [6, 7], which translate into small blade-to-blade mechanical behavior differences, break the
bladed disk cyclic symmetry. This phenomenon, known as small mistuning [8], yields energy localization [9, 10]
and vibration amplifications [11, 12] that may be detrimental to the bladed disk lifespan [13]. For this reason,
the topic of energy dissipation has been at the heart of many research programs for safer aircraft engines [14, 15].
Beside of small mistuning, large mistuning—which is often related to accidental configurations, for instance due to
blade damage [4]—has also been a widely investigated topic [16, 17]. In the present article, the focus is made on
non-accidental configurations and only small mistuning is considered. For the sake of readability, it is hereafter
simply referred to as mistuning.

While mistuning was first investigated on simplified phenomenological or analytical models [18], the need for
accurate predictions of vibration amplifications drove the development of sophisticated modeling techniques in order
to efficiently account for it in high fidelity tri-dimensional finite element models [4, 5]. In addition to the modeling
challenge, the inherently random nature of mistuning implies that it has typically been analyzed considering a
stochastic framework [19, 20, 21, 22]. As a consequence, classical Monte Carlo simulations (MCS) have been the
numerical workhorse of a large amount of studies [12]. However, there exists alternative approaches such as spectral
methods [23], including the well-known Polynomial Chaos Expansion (PCE) [24] which became increasingly popular
over the last decade. PCE-based numerical approaches may be intrusive [25] or non-intrusive [26], the latter being
more commonly considered for the analysis of large industrial mechanical systems [27, 28].

So far, research investigations on mistuning mostly took place within a structurally linear framework [29, 20].
The analysis of mistuned bladed disks in a nonlinear context is a very recently open research question [30, 31]. It has
been driven by the fact that aircraft engine designers cannot neglect anymore the influence of nonlinear phenomena
that arise at certain interfaces, such as friction damping at the blade/disk interface [32, 33, 34] or structural contacts
at the blade-tip/casing interface [35, 36, 37]. Besides the theoretical challenges inherent to the treatment of the
nonlinear interfaces [38], there is a significant computational cost to combining nonlinear structural phenomena
and mistuning to a point where Monte Carlo simulations may yield cumbersome computation times: with current
computing hardware, weeks or months of calculations may be required for some applications [39]. In this context,
there is a need for the development of efficient numerical methodologies propitious to the combined analysis of
nonlinear structural interactions and mistuning.

PCE has been applied to many different types of applications [40, 41]. However, for sophisticated engineering
applications, potentially exhibiting a nonlinear mechanical behavior, one may consider two types of limitations of
this methodology. Firstly, by default, PCE relies on continuous smooth polynomial functions that may be ill-suited
for the description of certain types of nonlinearities [42]. Secondly, for sophisticated problems, it may be required to
increase the degree of the polynomial interpolation so as to accurately capture its mechanical behavior. This implies
a very significant increase in the number of required evaluations of the deterministic mechanical problem in order to
build the interpolation, also known as the curse of dimensionality, to a point where the number of evaluations may
reach a similar number than the one required for Monte Carlo simulations. Several solutions have been proposed in
the literature to mitigate both issues. Notably, there has been a significant amount of research focusing on piecewise
PCE [42] for a variety of nonlinear problems [43]. In addition, numerical techniques have been proposed to reduce
the number of required evaluations [44, 45].

Nonetheless, in the field of turbomachinery, when modeling mistuning or blade specific parameters on a large
bladed disk—that may easily feature more than twenty blades—a very large number of random variables must be
considered which severely constraints the degree of the polynomial interpolation to low values [41, 2]. This comes at
the cost of less accurate results and thus constitutes a bottleneck for a widespread application of PCE in the field of
turbomachinery.

Building on an observation made in the context of the implementation of an intrusive PCE for the prediction of
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amplifications in phenomenological mistuned bladed disks [46], this study focuses on an evolution of non-intrusive
PCE for cyclically symmetric mechanical systems that yields a significant increase in terms of computational
efficiency. It relies on the idea that the underlying mathematical model used for the analysis of bladed disk mistuning
is cyclic permutation invariant.

In the first section of the article, the theoretical foundation of PCE is recalled for the sake of completeness. The
proposed developments are then detailed in the second section of the article which is divided within two subsections:
the first one focuses on permutation invariant systems while the second one more specifically deals with cyclic
permutation invariant systems. For each type of system, mathematical demonstrations are provided along with a
detailed validation of the methodology on analytical test functions. Finally, in the third section of the article, the
proposed methodology is applied to a phenomenological bladed disk, similar to the one used in [46], and to a 3D
industrial finite element compressor stage model.

2 Polynomial chaos expansion
Polynomial chaos expansion introduced by Weiner [24] is based on the expansion of the response Y of a stochastic
system, of finite variance, into a series of orthogonal polynomials. Initially established for random variables of
normal distribution, the expansion was based on multivariate Hermite polynomials for which the convergence of
the series is ensured by Cameron-Martin theorem [47]. The scope of the method was then extended to different
probability distributions by Xiu and Karniadakis [48]. Their researches have identified the family of polynomials to
be used according to the probability distribution of each of the system’s random variables in order to ensure an
exponential convergence of the series: this is usually referred to as the Askey scheme [48].

2.1 Theoretical formulation
In this section, the investigated system features ms independent random variables X = [X1, . . . , Xms ], and its
response is denoted Y (X). As an example, when considering an aircraft engine bladed disk, the random variables
Xk and the system response Y may respectively stand for the blades’ stiffness and the maximal vibration amplitude
for a given excitation force. Following the Askey scheme, a change of the Xk variable to a reduced random variable
ξk, e.g. to standard normal variables for normal distribution, is performed by an isoprobabilistic transformation Tk
in such a way that:

Xk = Tk(ξk). (1)

The probability density function of each random variable ξk is denoted by fξk and the vector of reduced variables is
denoted by ξ = [ξ1, . . . , ξms ].

PCE consists in computing the coefficients aα, also called stochastic modes or PCE coefficients, so that the
system response Y is written as:

Y (ξ) =
∑

α∈Nms
aαΨα(ξ), (2)

where the multivariate polynomials Ψα constitute the PCE basis, and α = [α1, . . . , αms ] is a vector of multi-index.
The multivariate polynomials are defined by the product of univariate polynomials Φαk of degree αk:

Ψα(ξ) =

ms∏
k=1

Φαk(ξk). (3)

Depending on the probability distribution of ξk, the polynomial Φαk is chosen according to the family of polynomials
identified by the Askey scheme. The polynomials of the PCE basis are orthonormalized as follows:

< Ψα,Ψβ >=

ms∏
k=1

∫
R

Φαk(x)Φβk(x)fξk(x)dx =

ms∏
k=1

δαkβk , (4)
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where δαkβk is the Kronecker symbol.
In practice, the PCE expansion is limited to a finite number of terms by truncation. For a maximum degree q,

this truncation consists in selecting all polynomials Ψα of degree lower or equal to q by using the truncation set A:

A = {α ∈ Nms , |α| =
ms∑
k=1

αk ≤ q}. (5)

This set is the disjoint union of the sets Ai = {α ∈ Nms , |α| = i}, i ∈ [[0, q]], whose cardinality is equal to the
binomial coefficient

(
ms+i−1

i

)
. Thus, the cardinality of the truncation set A, which corresponds to the number of

terms in the truncated expansion of PCE denoted p+ 1, is defined by the sum of the cardinalities of the sets Ai:

p+ 1 =

q∑
i=0

(ms + i− 1)!

i!(ms − 1)!
=

(q +ms)!

q!ms!
. (6)

However, this truncation can be computationally expensive when the degree of the polynomial interpolation or the
number of variables increases. Blatman and Sudret [44, 49] then proposed an adaptive sparse polynomial chaos
expansion which is an adaptive modification of the truncation set in order to reduce the value of p.

Considering the truncation associated to Eq. (5), the approximation Ỹ of the system response by PCE reads:

Ỹ (ξ) =
∑
α∈A

aαΨα(ξ), (7)

where coefficients aα are to be determined.

2.2 Computation of the coefficients by regression approach
In this study, the regression approach [26, 50] is used to compute the PCE coefficients. This approach is based on a
minimization of the quadratic error between the approximation of the system response by PCE and the deterministic
system response [27]:

min


n∑
j=1

(
Y (j) − Ỹ (j)

)2 = min


n∑
j=1

(
Y (j) −

∑
α∈A

aαΨα(ξ̃
(j)

)

)2
 , (8)

on a set of n points, noted Ξ = { ξ̃(j), j = 1, . . . , n}, and referred to as the Design of Experiments (DoE). The
deterministic system response Y (j) is then evaluated at each isoprobabilistic transformation of the point ξ̃

(j)
in

order to obtain the vector:

YDoE = [Y (1) . . . Y (n)]
ᵀ
. (9)

Additionally, the polynomials of the PCE basis are evaluated at each point of DoE to construct the Ψ matrix:

Ψ =


Ψα0

(ξ̃
(1)

) Ψα1
(ξ̃

(1)
) · · · Ψαp(ξ̃

(1)
)

...
...

. . .
...

Ψα0
(ξ̃

(n)
) Ψα1

(ξ̃
(n)

) · · · Ψαp(ξ̃
(n)

)

 . (10)

Finally, the PCE coefficients are determined by:

a = (ΨᵀΨ)
−1

ΨᵀYDoE, (11)

where a = [aα0
. . . aαp ]

ᵀ and ΨᵀΨ is called the information matrix. For a high number of points n, the information
matrix and its inverse may be ill-conditioned [51]. In practice, a singular value decomposition [52] of the information
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design of experiments (DoE)

Ξ = { ξ̃(j), j = 1, . . . , n}

-1 0 1
-1

0

1

ξ1

ξ 2
evaluations on Ω

YDoE and Ψ :
Eqs. (9) and (10)

ξ1ξ2
Y

-1
0

1

-1
0

1

PCE coefficients
a : Eq. (11)

ξ1ξ2

Y

-1
0

1

-1
0

1

Figure 1. Schematization of the key steps of PCE.

matrix is thus often performed when it is inverted. The key steps for the computation of PCE coefficients are
illustrated in Fig. 1.

The selection of the DoE is the cornerstone of the PCE coefficients computation by regression approach. In
the literature, there is a wide variety of types of DoE, including the following categories: (1) random points
design [53, 54, 55] including random, Latin Hypercube and quasi-random sampling designs, and (2) polynomial
root designs [56, 57] constructed with the roots of the univariate polynomial Φq+1, and (3) alphabetic optimal
sampling [58, 59]. There is no unique definition of a DoE and no guideline to determine its appropriate size. The
selection of a given type of DoE is oftentimes application specific. Also, while there exists a minimum number
of points that should be accounted for in order to guarantee the uniqueness of the PCE coefficients obtained by
Eq. (11):

n ≥ p+ 1, (12)

the number of points n in a DoE is typically related to computational cost considerations.

2.3 Post-processing of the coefficients
By construction, PCE coefficients aα advantageously allow to compute the mean, the standard deviation and the
Sobol indices [51, 60] without computing the approximation of the system response over a large number of runs of
the random variables, as is necessary with the Monte Carlo simulations. Indeed, the mean Ỹ0 and the variance D̃ of
the system response are straightforwardly computed as follows:

Ỹ0 = E[Ỹ ] = a0, (13)

D̃ = Var[Ỹ ] =
∑

α∈A\{0}
a2α. (14)

3 Efficient polynomial chaos expansion for permutation invariant and cyclic permutation
invariant functions
As mentioned in the introduction, PCE, as presented in section 2, may be ill-suited in the context of some industrial
applications such as turbomachinery. This is essentially due to the fact that a very large number of random
variables—typically a multiple of the number of blades on the bladed disk—must be considered, thus yielding a
compromise to make between accuracy (that often calls for a higher degree of interpolation) and efficacy (which
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implies reducing the number of evaluations of the deterministic system). The developments presented in this section
aim at taking advantage of the properties of certain types of mathematical systems in order to efficiently apply PCE.

The key steps of the proposed methodology—illustrated in Fig. 2 in the case of two random variables—are:
1. a decomposition of the random space Ω into smaller, well chosen, elementary subspaces Ωσ,l,
2. the definition of an elementary DoE, denoted Ξσ,l, over one of these subspaces,
3. the evaluations of the deterministic system at each point of Ξσ,l,
4. the deployment of the elementary DoE over Ω taking advantage of specific mathematical properties of the

investigated systems,
5. the computation of the PCE coefficients.

Reducing the number of required evaluations of the deterministic system to only a few points—significantly less
than the theoretical limit given Eq. (12)—belonging to a single subspace Ωσ,l is the key advantage of the proposed
methodology. The latter is introduced in a general fashion following a two-step approach. The methodology is first
detailed assuming that the investigated system is permutation invariant. Then, it is highlighted that significant
gains may also be obtained for cyclic permutation invariant systems, which are of particular interest for a variety of
industrial applications.

selection of Ωσ,l

Ωσ,l : Definition 2

Ωσ,l

-1 0 1
-1

0

1

ξ1

ξ 2

elementary DoE

Ξσ,l : Definition 3

-1 0 1
-1

0

1

ξ1

ξ 2

evaluations on Ωσ,l

Ψe
σ,l and Ye

DoE :
Eqs. (23) and (24)

ξ1ξ2

Y

-1
0

1

-1
0

1

deployment over Ω

Ψ and YDoE :
Eqs. (32) and (33)

ξ1ξ2

Y

-1
0

1

-1
0

1

PCE coefficients on Ω

a : Eq. (11)

ξ1ξ2

Y

-1
0

1

-1
0

1

Figure 2. Schematization of the proposed methodology.

For the sake of generality, random variables ξk, with k ∈ [[1,ms]], are here supposed to be d-dimensional vectors:

ξk = [ξk,1 , . . . , ξk,d], k ∈ [[1,ms]], (15)

by extension, the notation ξ ∈ Ω thus denotes the set of ms vectors of random variables:

ξ = [ξ1, . . . , ξms ]
ᵀ
. (16)

The total number of random variables in the system is then equal to m = msd.
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3.1 Improved PCE for permutation invariant functions
3.1.1 Definition of a permutation invariant function

The set of ms! permutations of integers from 1 to ms is denoted Sms . The notation ξ(σ) refers to the permutation
of the random variables ξ for σ ∈ Sms :

ξ(σ) = [ξσ(1), . . . , ξσ(ms)]
ᵀ
, (17)

where :

ξσ(k) = [ξσ(k),1 , . . . , ξσ(k),d],∀k ∈ [[1,ms]]. (18)

In the remainder, the response Y of the considered system is assumed to be permutation invariant.

Definition 1. A function f defined on Rm is said to be permutation invariant if and only if :

∀ξ ∈ Rm, ∀σ ∈ Sms , f(ξ) = f(ξ(σ)). (19)

3.1.2 Decomposition of the random space Ω

Definition 2. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index. The subspace Ωσ,l of the random space Ω
is defined as:

Ωσ,l = {ξ ∈ Ω | ∀k ∈ [[1,ms − 1]], ξσ(k),l ≤ ξσ(k+1),l}. (20)

The subspace Ωσ,l thus defined is related to an order relation in R between the l-th coordinates of each variable
ξk, with k ∈ [[1,ms]]. The demonstrations of the following theorems are respectively given in A, B and C.

Theorem 1. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index. The subspace Ωσ,l verifies the following
properties :
(i) Ωσ,l is compact,
(ii) Ωσ,l is convex,
(iii) the boundary of Ωσ,l is a null set.

Theorem 2. Let σ1 and σ2 be two permutations of Sms and l ∈ [[1, d]] be an index. The boundary of Ωσ1,l

⋂
Ωσ2,l

is a null set.

Theorem 3. Let l ∈ [[1, d]] be an index. The boundary of
⋃

σ∈Sms

Ωσ,l is a null set.

Remark 1. For any index l, it is may be proven that:⋃
σ∈Sms

Ωσ,l = Ω. (21)

Based on definition 2, the random space Ω is here decomposed into subspaces Ωσ,l. It should be noted that this
decomposition is not unique as it arbitrarily depends on the chosen index l. For a given l, theorems 1, 2 and 3,
combined with remark 1, highlight that the proposed decomposition is optimal since the intersection of any two
subspaces is a null set. For this reason, subspaces Ωσ,l are referred to as elementary subspaces in the remainder. For
illustration purposes, an elementary subspace is depicted in the case of ms = 2 and ms = 3 in Fig. 3.

3.1.3 Elementary design of experiments
Definition 3. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index so that Ωσ,l denotes an elementary subspace
of Ω. The elementary design of experiments, noted Ξσ,l, is defined as a set of ne distinct points in Ωσ,l:

Ξσ,l = {ξ(j) ∈ Ωσ,l, j = 1, . . . , ne}. (22)
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Ωσ,l

-1 0 1
-1

0

1

ξ1

ξ 2

(a)

ξ1
ξ2

ξ3

-1
1

-1

1

-1

1

Ωσ,l

(b)

Figure 3. Visual representation of an elementary subspace ( ) for different values of ms. (a) ms = 2; (b) ms = 3.

For a given elementary subspace Ωσ,l, the definition of a specific DoE on Ωσ,l—following any of the listed
methodologies in section 2—denoted Ξσ,l and referred to as elementary DoE, see definition 3, leads to the construction
of an elementay matrix Ψe

σ,l analogous to the one defined in Eq. (10):

Ψe
σ,l =


Ψα0(ξ(1)) Ψα1(ξ(1)) · · · Ψαp(ξ(1))

...
...

. . .
...

Ψα0
(ξ(ne)) Ψα1

(ξ(ne)) · · · Ψαp(ξ(ne))

 , ξ(j) ∈ Ξσ,l, j = 1, . . . , ne, (23)

and the evaluations of the system response over Ξσ,l, noted Ye
DoE, defined as:

Ye
DoE = [Y (1) . . . Y (ne)]

ᵀ
. (24)

3.1.4 Deployment over the random space Ω

For the sake of readability, the demonstrations of theorems 4 and 5 are respectively given in D and E.

Definition 4. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index so that Ξσ,l denotes an elementary DoE of
the elementary subspace Ωσ,l. The DoE Ξ is defined as the union of the permutations of the ne points of Ξσ,l:

Ξ =

 ⋃
σ̂∈Sms

{ ξ(σ̂)} , ∀ξ ∈ Ξσ,l

 . (25)

Theorem 4. For any permutation σ ∈ Sms , for any index l ∈ [[1, d]], for any point ξ ∈ Ω, it is possible to build a
DoE Ξ from an elementary DoE Ξσ,l such as ξ ∈ Ξ:

∀σ ∈ Sms ,∀l ∈ [[1, d]],∀ξ ∈ Ω,∃Ξσ,l ⊂ Ωσ,l , ξ ∈ Ξ. (26)

Theorem 5. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index so that Ξ denotes the DoE deployed from
Ξσ,l. The cardinal n of Ξ satisfies:

n ≤ ms!ne, (27)

with equality if the points of Ξσ,l are selected in the interior of Ωσ,l. In which case, all points of Ξ are distinct.

Remark 2. Any point of Ξσ,l that belongs to the intersection of Ωσ,l with another elementary subspace will be
duplicated in Ξ, this leads to redundant evaluations for the computation of the PCE. In order to avoid such redundancy,
it is sufficient, from Theorem 5, to select points of Ξσ,l in the interior of Ωσ,l.
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Assuming an elementary DoE Ξσ,l is defined in the elementary subspace Ωσ,l, definition 4 yields the DoE Ξ that
spans over the full random space Ω. Theorem 4 highlights that, for any given point ξ ∈ Ω, there is a way to build
Ξσ,l so that ξ belongs to Ξ. This is important as it underlines that the proposed methodology does not imply any
restriction on the definition of Ξ which may thus include any point of the random space. In order to maximize
the efficacy of the methodology and to ensure that all points of Ξ are distinct, theorem 5 and remark 2 yields the
recommendation that all points of Ξσ,l belong to the interior of Ωσ,l.

3.1.5 PCE coefficients
The proof of the following theorem may be found in F.

Theorem 6. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index so that Ξ denotes the DoE defined from Ξσ,l.

∀ξ ∈ Ξ,∃σ̂ ∈ Sms , ξ(σ̂) ∈ Ξσ,l and ∀α ∈ A, Ψα(ξ) = Ψα(σ̂)(ξ(σ̂)), (28)

where α(σ̂) = [α
(σ̂)
1 , . . . ,α

(σ̂)
ms ] refers to the permutation of the multi-index α for σ̂:

α
(σ̂)
k,h = ασ̂(k),h,∀k ∈ [[1,ms]],∀h ∈ [[1, d]]. (29)

Computation of the matrix Ψ. For any permutation σ̂ ∈ Sms theorem 6 underlines that there exists an explicit
relation between Ψe

σ,l and Ψe
σ̂,l:

Ψe
σ̂,l = Ψe

σ,lPσ̂, (30)

where Pσ̂ is the permutation matrix:

∀i ∈ [[0, p]],∀ı̂ ∈ [[0, p]], (Pσ̂)iı̂ =

{
1 if α

(i)
k,h = α

(ı̂)
σ̂(k),h,∀k ∈ [[1,ms]],∀h ∈ [[1, d]],

0 otherwise.

(31)

Therefore, the matrix Ψ defined in Eq. (10) may be obtained from:

Ψ = ‖σ̂∈SmsΨ
e
σ̂,l = ‖σ̂∈SmsΨ

e
σ,lPσ̂, (32)

where ‖ is the matrix concatenation symbol. Equation (32) underlines that Ψ solely depends on Ψe
σ,l so that

polynomial evaluations are only required over the elementary DoE Ξσ,l.
Computation of the vector YDoE. Based on the definition of Ξ, see definition 4, and the fact that the considered

system is permutation invariant, the evaluations of the system response over Ξ is actually a repetition (ms!
times) of the elementary evaluation vector defined in Eq. (24):

YDoE = [Ye
DoEYe

DoE . . .Y
e
DoE]

ᵀ︸ ︷︷ ︸
ms! times

. (33)

Equations (32) and (33) yield the computation of the information matrix and the polynomial coefficients in
an identical fashion to what is done for the standard PCE approach with Eq. (11). Consequently, the proposed
approach yields identical PCE coefficients but requires ms! times less evaluations of the deterministic system. In
the following, the proposed methodology is referred to as Polynomial Chaos Expansion for Permutation Invariant
systems (PI-PCE).

3.1.6 Application: analytical test case
PI-PCE is here applied to a simple permutation invariant analytical system Y defined as follows:

Y (X1, X2) = X5
1 +X5

2 − 2X1X2, (34)
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Figure 4. Analytical system Y (X1, X2).

For this test case, two scalar random variables (X1, X2) are considered (ms = 2, d = 1). These random variables
are uniformly distributed over [−1, 1]. The permutation invariance of Y is obvious as Y (X1, X2) = Y (X2, X1),
∀X1, X2 ∈ [−1, 1]. The exact value of Y over the random space may be computed at no significant computational
cost and is depicted in Fig. 4 that will serve as a reference point in this section.

All computations are carried out with a degree q = 3 thus yielding p+ 1 = 10 terms in the PCE basis, composed
of Legendre polynomials in agreement with the Askey scheme. PI-PCE is applied as follows:

1. the elementary subspace Ωσ,l is defined as:

Ωσ,l = {(ξ1, ξ2) ∈ Ω | ξ1 < ξ2}, (35)

2. ne = 10 points are randomly selected in the interior of Ωσ,l to define the elementary DoE Ξσ,l,
3. the deployed DoE Ξ thus contains 20 points and is used for computation of the standard PCE.
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Figure 5. System’s response computed with the different methodologies, required system evaluation points ( ). (a) standard
PCE; (b) PI-PCE; (c) ME-PCE.

Results obtained with the standard PCE and PI-PCE are respectively depicted in Figs. 5(a) and 5(b). Additionally,
results obtained with the Multi-Element PCE (ME-PCE) [42] are plotted in Fig. 5(c). While PI-PCE requires half
of the evaluations necessary for standard PCE, results obtained with both methods are numerically identical, as
evidenced in Fig. 6(a). In comparison, ME-PCE yields non-negligible errors, including a non-smooth connection
along the line X1 = X2.

3.2 Improved PCE for cyclic permutation invariant functions
The principle of PI-PCE is here extended to cyclic permutation invariant mathematical systems.
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Figure 6. Absolute errors with respect to standard PCE. (a) PI-PCE; (b) ME-PCE.

3.2.1 Definition of a cyclic permutation invariant function
The set of ms cyclic permutations of integers ranging from 1 to ms is denoted Cms :

Cms = { (k, k + 1, . . . , k +ms − 1) | ∀k ∈ [[1,ms]]}, (36)

where k = k (mod ms), with k ∈ {1, 2, . . . ,ms}. In the remainder, the response Y of the considered system is
assumed to be cyclic permutation invariant.

Definition 5. A function f defined on Rm is said to be cyclic permutation invariant if and only if:

∀ξ ∈ Rm, ∀σ ∈ Cms , f(ξ) = f(ξ(σ)). (37)

3.2.2 Mathematical framework
Definition 6. Let σ ∈ Cms be a cyclic permutation. Let l ∈ [[1, d]] be an index. The subspace Ωσ,l of the random
space Ω is defined as:

Ωσ,l = {ξ ∈ Ω | ∀k ∈ [[2,ms]], ξσ(1),l ≤ ξσ(k),l}. (38)

Definition 7. Let σ be a permutation of Cms and l ∈ [[1, d]] be an index so that Ωσ,l denotes an elementary subspace
of Ω. The elementary design of experiments, noted Ξσ,l, is defined as a set of ne distinct points in Ωσ,l:

Ξσ,l = {ξ(j) ∈ Ωσ,l, j = 1, . . . , ne}. (39)

Theorem 7. Let σ be a permutation of Cms and l ∈ [[1, d]] be an index so that Ξ denotes the DoE deployed from
Ξσ,l. The cardinal n of Ξ satisfies:

n ≤ msne, (40)

with equality if the points of Ξσ,l are selected from the interior of Ωσ,l. In which case, all points of Ξ are distinct.

The proof of theorem 7 is similar to the one of theorem 5, that may be found in E, substituting Sms for Cms .
Based on definition 6, the random space is here decomposed into subspaces Ωσ,l, related to an order relation in

R between the l-th coordinates of the variable ξσ(1) and the other variables ξσ(k), with k ∈ [[2,ms]]. Because Cms is
a subset of Sms , theorems 1, 2 and 3, as well as remark 1, hold. As a consequence, similarly to what was shown
in section 3.1.2, the decomposition of the random space Ω into the subspaces Ωσ,l is optimal in the sense that the
intersection of any two subspaces is a null set. Subspaces Ωσ,l are thus referred to as elementary subspaces in the
following. For illustration purposes, an elementary subspace is depicted for ms = 3 random variables in Fig. 7.
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Figure 7. Visual representation of an elementary subspace ( ) for ms = 3.

An elementary DoE Ξσ,l is defined over the elementary subspace Ωσ,l according to definition 7. Definition 4 and
theorem 4 hold true for any cyclic permutation. From that point, the application of theorem 7 ensures that the DoE
Ξ spans over the full random space Ω and that, assuming all points of Ξσ,l are selected in the interior of Ωσ,l, all
points of Ξ will be distinct. Theorem 6 remains valid and the proposed methodology then enfolds similarly to what
is presented in section 3.1.5.

One may note that, when considering cyclic permutation invariant systems, there are ms elementary subspaces
(in comparison to the ms! subspaces identified in section 3.1.2), which implies that the proposed methodology yields
a reduction of the number of required evaluations of the deterministic system by a factor ms. In the following,
the proposed methodology is referred to as Polynomial Chaos Expansion for Cyclic permutation Invariant systems
(CI-PCE). One may note that the theoretical minimum number of evaluations n required for PCE given in Eq. (12)
is significantly reduced. Indeed, only ne evaluations are required for CI-PCE, with:

ne ≥
⌊
p+ 1

ms

⌋
+ 1. (41)

3.2.3 Application: analytical test case
CI-PCE is here applied to a cyclic permutation invariant analytical system Y defined as follows:

Y (X1,X2,X3) = Tr(V(X1)V(X2)V(X3)), (42)

where the random variables Xk, with k ∈ {1, 2, 3}, are here considered to be 2-dimensional vectors (ms = 3, d = 2),
and each matrix V(Xk) is defined by:

V(Xk) =

 1 Xk,1 X2
k,1

1 Xk,2 X2
k,2

1 Xk,1Xk,2 X2
k,1X

2
k,2

 , k ∈ {1, 2, 3}. (43)

For this test case, the random variables (Xk,1, Xk,2), with k ∈ {1, 2, 3}, are uniformly distributed respectively over
[0.5, 1.5] and [0, 1]. The function Y is indeed cyclic permutation invariant, thanks to the mathematical property of the
trace function, it may be easily shown that: Y (X1,X2,X3) = Y (X3,X1,X2) = Y (X2,X3,X1), ∀X1,X2,X3 ∈ R2.

The reference value of Y is here computed by Monte Carlo simulations using a large random sampling (N = 50 000).
PCE and CI-PCE computations are carried out with a degree q = 3 thus yielding p+ 1 = 84 terms in the PCE basis
composed of Legendre polynomials in accordance with the Askey scheme. Two PCE are computed as follows:

1. standard PCE so that the DoE is composed of the minimum number of required evaluations: p+ 1 random
points of Ω,

2. CI-PCE with an elementary DoE comprising the same number of points: p+ 1.
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Figure 8. PDF of the system response computed by MCS ( ) and: (a) PCE ( ); (b) CI-PCE ( ).

Probability Density Functions (PDF) obtained with the PCE and CI-PCE are respectively depicted in Figs. 8(a)
and 8(b). These results ( ) are superimposed with the MCS results ( ). For each bin of the histogram, the white
area ( ) corresponds to the minimum value of the two compared PDF. In the following, the ratio of the intersection
thus represents the percentage of white area with respect to the total area of MCS results. For the sake of readability,
this quantity is provided on the top right corner of each figure. While CI-PCE is built with the same number of
points as the standard PCE, it is patent that the obtained results are significantly improved with no additional
computational cost.

4 Industrial application: mistuned bladed disk analysis
This section is dedicated to the analysis of the influence of mistuning on bladed disks [6]. The vibration behavior
of a mistuned bladed disk has been extensively described in the literature [10], it notably features: (1) a possible
localization of the vibration energy on a few blades, (2) the split of eigenfrequencies and (3) a potentially significant
increase in forced response amplitudes. The latter, known as amplitude magnification [4], is defined as the ratio
between the maximum amplitude predicted for mistuned configurations and the amplitude predicted for the tuned
bladed disk. Amplitudes are computed based on the steady state response of the bladed disk model under a traveling
wave excitation [4, 12]. While recent investigations have underlined that amplitude magnification may be difficult to
predict with PCE [27], it is here shown that under certain conditions, it is possible to benefit from the computational
efficiency of CI-PCE to obtain more accurate results at a low computational cost, even for large industrial finite
element models.

The first subsection highlights that when considering the computation of a mistuned bladed disk’s eigenfrequencies
or amplitude magnification, the underlying mathematical system is cyclic permutation invariant so that CI-PCE
may be applied. CI-PCE is then applied to two bladed disk models: (1) a simplified model previously analyzed in
the literature [46], and (2) an industrial compressor stage.

4.1 Cyclic permutation invariance of mistuned bladed disk models
As is often the case in the literature, mistuning is accounted for in this study through a variation of certain mechanical
properties from a blade to another. More precisely, assuming a perfectly cyclically symmetric model of a bladed disk
with ms blades, a single (d = 1) random variable—that may be an equivalent stiffness ki or the Young’s modulus
Ei of the i-th blade—is here considered. The variation of these quantities is denoted δi, and the set of all these
variations [δ1, . . . , δms ] defines the mistuning pattern [61].

In the following, the influence of mistuning is solely assessed through the variation of a bladed disk’s eigen-
frequencies and amplitude magnification. For illustration purposes, a random mistuning pattern [δ1, . . . , δ21] of a
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21-blade bladed disk is depicted alongside each blade’s vibration amplitude for a given external forcing in Fig. 9(a).
The cyclic permutation of this mistuning pattern [δ19, δ20, δ21, δ1, . . . , δ18] yields a cyclic permutation of predicted
blade’s vibration amplitudes, see Fig. 9(b). However, because the amplitude magnification is defined relatively to
the maximum vibration amplitude over the whole bladed disk, it is unaffected by the mistuning pattern cyclic
permutation. For this reason, the mathematical function that computes the amplitude magnification of a bladed
disk is cyclic permutation invariant when considering the proposed mistuning modeling. Similarly, the mathematical
function yielding the computation of a bladed disk’s eigenfrequencies is also cyclic permutation invariant and CI-PCE
may be applied in both cases.
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Figure 9. Amplitude magnifications ( ) of a mistuned 21-blade bladed disk for: (a) initial mistuning pattern ( ); (b) cyclic
permutation of the initial mistuning pattern.

4.2 Simple model of a bladed disk
In this section, CI-PCE is applied to a simple lumped mass model of bladed disk which was previously investigated
in the literature [46, 19]. The two quantities of interest are the amplitude magnification of the first blade, denoted
A1, and the amplitude magnification of the bladed disk, denoted A and defined by:

A = max
i∈[[1,ms]]

Ai, (44)

where ms is the number of blades in the system.
As explained in the previous section, the function A = f(δ1, . . . , δms) is cyclic permutation invariant so that

CI-PCE may be directly applied. However, the function [A1, . . . , Ams ] = g(δ1, . . . , δms) is not cyclic permutation
invariant. In order to apply CI-PCE for the approximation of g, one must account for the fact that a cyclic
permutation of the inputs yields the same cyclic permutation of the outputs, as illustrated in Fig. 9. As a
consequence, the application of CI-PCE for g simply requires that the evaluation vector in Eq. (33) be modified as
follows:

YDoE = ‖σ̂∈CmsY
e,(σ̂)
DoE , (45)

where Y
e,(σ̂)
DoE refers to the evaluations of the system response [A1, . . . , Ams ] at the permutation σ̂ of the ne points

ξ(j) of the elementary DoE:(
Y
e,(σ̂)
DoE

)
j

= [Y
(j)
σ̂(1), . . . , Y

(j)
σ̂(ms)

] = [A
(j)
σ̂(1), . . . , A

(j)
σ̂(ms)

], j ∈ [[1, ne]]. (46)

This modification does not imply any significant increase in terms of computational cost of CI-PCE.
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4.2.1 Model parameters and mistuning modeling
As depicted in Fig. 10, the lumped mass model consists of a chain of ms single degree-of-freedom oscillators. The
parameters of the model, identical to those considered in previous publications [46], are detailed in Tab. 1. In the
following, mistuning is represented by a variation of the stiffness ki of each blade defined as:

ki = kb(1 + δi), i ∈ [[1,ms]], (47)

where kb is the nominal blade stiffness. It is assumed that the stiffness of each blade follows a normal distribution
whose mean and standard deviation are respectively kb = 430 000 N m−1 and σb = 10 000 N m−1.

ki−1 ki ki+1

c c c

kc kc

xi−1 xi xi+1

fi−1 fi fi+1

mb mb mb

Figure 10. Schematic representation of the simple lumped mass model. Adapted from [46].

variable description value unit

ms number of blades 10 -
kb nominal blade stiffness 430 000 N m−1

mb blade mass 0.0114 kg

kc coupling stiffness 45 430 N m−1

c damping coefficient 1.43 N s m−1

f0 excitation force 1 N

r engine order 3 -

Table 1. Mechanical parameters of the simple lumped mass model.

In order to validate the implementation of the model and the way mistuning is accounted for, amplitude
magnifications A1 and A obtained with MCS considering N = 10 000 random samples are confronted to previously
published results [46]. PDF of these two quantities are depicted in Figs. 11(a) and 11(b). Previously published
results for these same two quantities are pictured in Figs. 11(c) and 11(d). Overall, there is an excellent agreement
between the obtained results and the published results. The very minor differences that may be seen are assumed to
be related to a non-identical random sampling procedure.

4.2.2 PCE approximation
PCE is here used to approximate the values of A1 and A. PCE is carried out considering a degree q = 3—yielding
p + 1 = 286 terms in the PCE basis—and a DoE comprising n = 2(p + 1) = 572 random points. The PCE
approximation of the system response over N = 10 000 random samples is thereafter compared to Monte Carlo
simulations. The same color code as the one used in Fig. 8 is employed in this section: PCE results ( ) are
superimposed with the MCS results ( ) and the ratio of their intersection ( ) is provided as a percentage on the
top right corner of each figure.
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Figure 11. Monte Carlo simulations results for: (a) PDF of A1; (b) PDF of A; (c) reference PDF of A1 [46]; (d) reference
PDF of A [46].

The PDF of A1 and A obtained by PCE are respectively depicted in Figs. 12(a) and 12(b). PCE provides a
better approximation of A1 (intersection ratio of 98.36%) than A (intersection ratio of 87.73%). This observation is
consistent with the fact that the function A = f(δ1, . . . , δms) is non-smooth due to the max function in Eq. (44).
It is well-known that PCE may perform poorly for such functions [62]. Therefore, in order to improve the quality
of the PCE results for A, it is now computed indirectly: all the Ai values are first obtained with one PCE and A
is computed a posteriori by means of Eq. (44). Corresponding PCE results for A are depicted in Fig. 13 with a
superimposition on a scatter plot (Fig. 13(a)) of samples obtained by the direct PCE computation of A ( ) and
those obtained with the indirect PCE computation of A ( ), alongside the PDF with the indirect PCE computation,
see Fig. 13(b).

The improvement of the results is confirmed by the fact that, the Pearson correlation coefficients are 0.6247
for the direct PCE computation and 0.9329 for the indirect PCE computation of A. It is also noticeable that the
intersection ratio significantly increases between Fig. 12(b) and Fig. 13(b).

In conclusion, these results confirm that the chosen PCE parameters q = 3 and n = 572 yield a very good
approximation of both A1 and A assuming the latter is computed indirectly, which will always be the case in the
following.
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Figure 12. PDF of A and A1 by MCS ( ) and PCE ( ) (q = 3 and n = 572). (a) amplitude magnification of the first blade;
(b) amplitude magnification of the bladed disk.
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Figure 13. New PCE approximation of A by maximum of Ai (q = 3 and n = 572). (a) scatter plots of the previous PCE
approximation ( ) and the new PCE approximation ( ); (b) PDF of A ( ).

4.2.3 CI-PCE approximation
In comparison to PCE, CI-PCE advantageously allows to consider a reduced number of evaluations of the system
response. Thus, while the degree remains q = 3, only ne = 58 points are considered, which corresponds to the integer
upper bound approximation of n/ms. The CI-PCE approximation ( ) of the system response over N = 10 000
random samples is superimposed to Monte Carlo simulations ( ) in Fig. 14.

For both quantities of interest, it is noticeable that CI-PCE yields results very close to those obtained with PCE:
PDFs obtained with MCS and CI-PCE are almost perfectly superimposed while CI-PCE requires about ten times
less evaluations of the system response. The minor increase in terms of intersection ratios from Figs. 12(a) and 13(b)
to Fig. 14 is assumed to be related to the fact that the integer upper bound approximation of the required number
of evaluations (58 instead of n/ms = 57.2) was considered. One may note that ne = 58 is significantly lower than
the required minimum number of evaluations for standard PCE p+ 1 = 286.
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Figure 14. PDF of A and A1 by MCS ( ) and CI-PCE ( ) (q = 3 and ne = 58). (a) amplitude magnification of the first
blade; (b) amplitude magnification of the bladed disk.

4.2.4 Partial conclusion
The confrontation of PCE and CI-PCE on a simple bladed disk model underlines the suitability of both methods for
the prediction of amplitude magnifications. More particularly, the presented results show that PCE and CI-PCE are
similarly accurate with respect to MCS. However, CI-PCE advantageously allows to decrease the number of required
evaluations by a factor ms, thus providing a very significant gain in terms of computational cost. Alternately,
CI-PCE could also be seen as an efficient way to increase the accuracy of PCE results for a given computational
cost, this is illustrated in the following section.

4.3 Industrial finite element model of a bladed disk
In this section, CI-PCE is applied to the 3D industrial finite element model of an aircraft engine compressor stage.
Two quantities of interest are evaluated: (1) the bladed disk’s first family of eigenfrequencies (related to the blades
first bending mode), denoted {fi}i=1,ms , and (2) the amplitude magnification, denoted A, defined in Eq. (44).

4.3.1 Model parameters and mistuning modeling
The industrial bladed disk model, which finite element mesh is depicted in Fig. 15, belongs to an aircraft engine
compressor stage. The mesh and mechanical parameters of this model are detailed in Tab. 2. Within a stochastic
framework, computations of the bladed disk’s eigenfrequencies or magnitude amplification on the full finite element
model would lead to unacceptable computation times. This motivates the use of component mode synthesis
techniques in order to reduce the dimension of the model while accurately capturing its vibration behavior over a
wide frequency range. The reduction procedure is twofold: a Craig-Bampton [63] modal reduction is first carried out
before the component mode mistuning method [64] is employed to introduce mistuning in the system.

Mistuning is here represented by a variation of each blade Young’s modulus Ei:

Ei = Eb(1 + δi), i ∈ [[1,ms]], (48)

where Eb is the nominal Young’s modulus. It is assumed that the Young’s modulus variation of each blade follows
a uniform distribution over [−δE,+δE]. The mistuning standard deviation, referred to as the mistuning level, is
defined by:

σE =
2δE√

12
. (49)
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Figure 15. Finite element mesh for the industrial bladed disk.

description value unit

number of blades (ms) 21 -
nominal Young’s modulus (Eb) 2.1× 1011 Pa

damping ratio 10−2 -
Poisson’s ratio 0.3 -
amplitude of forcing 100 N

number of stator vanes 2 -
density 7850 kg m−3

blade length at leading edge 9.4× 10−2 m

disk radius 7.9× 10−2 m

number of elements per blade 9199 -
number of elements per sector 17 487 -

Table 2. Parameters of the industrial bladed disk model.

δE(%) 0.25 0.5 0.75 1 2 3 4

σE(%) 0.14 0.29 0.43 0.58 1.15 1.73 2.31

Table 3. Mistuning levels σE studied.

In the following, seven mistuning levels, see Tab. 3 are considered. All calculations are confronted to a reference
approximation computed by MCS with N = 10 000 random samples per mistuning level.

For each quantity of interest, preliminary investigations for PCE application have been conducted to determine
the most suitable DoE and degree q while ensuring a low computational cost. For the sake of brevity, these
preliminary investigations are not detailed in this article, nevertheless they led to conclude that a random points DoE
combined with a low degree PCE (2 or 3) yielded accurate results with a reasonable computational cost. Standard
PCE is thus carried out considering a degree q = 2, yielding p + 1 = 253 terms in the PCE basis. The DoE is
composed of the minimum required number evaluations: it contains p+ 1 random points. CI-PCE is applied with
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the same degree q = 2, the elementary DoE contains p+ 1 random points.

4.3.2 Eigenfrequencies
PCE and CI-PCE approximations of the bladed disk’s eigenfrequencies computed for N = 10 000 random samples
are thereafter compared to MCS. For the sake of readability, only the results related to the first eigenfrequency,
denoted f1, are presented in the following. Results obtained for other eigenfrequencies of the structure’s first modal
family yield similar conclusions.

The PDF of f1 obtained with PCE and CI-PCE, for a mistuning level σE = 2.31%, are respectively depicted
in Figs 16(a) and 16(b). The correlation coefficients between the MCS results, PCE and CI-PCE are given for all
mistuning levels in Tab. 4. For a given mistuning level, the computational costs are 48.89 s for PCE, 48.96 s for
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Figure 16. Approximation of f1 by MCS ( ) and PCE and CI-PCE for σE = 2.31% (q = 2 and 253 evaluations). (a) PDF of
f1 by PCE ( ); (b) PDF of f1 by CI-PCE ( ); (c) scatter plot of the CI-PCE approximation ( ).

σE(%) 0.14 0.29 0.43 0.58 1.15 1.73 2.31

PCE 0.5809 0.1908 0.0865 0.0841 0.0896 −0.0327 −0.0337

CI-PCE 0.9999 0.9988 0.9949 0.9878 0.9289 0.8515 0.7816

Table 4. Correlation coefficients between the approximation of f1 by MCS and respectively PCE and CI-PCE as a function of
σE (q = 2 and 253 evaluations).

CI-PCE, and 2012.97 s for MCS. While CI-PCE uses the same evaluations as the ones used for PCE, it is noticeable
that the CI-PCE results are significantly improved for all mistuning levels. Indeed, the correlation coefficient of f1
increases between PCE and CI-PCE for all values of σE . In order to compare results sample per sample, the scatter
plot of the 10 000 samples obtained by CI-PCE are compared to MCS results in Fig. 16(c). It is found that 99% of
the samples obtained by CI-PCE feature a relative error lower than 0.39%.

In conclusion, these results highlight that CI-PCE yields significant gains in terms of accuracy in comparison to
standard PCE while keeping an identical computational cost.

4.3.3 Amplitude magnification: first investigation
PCE and CI-PCE approximations of the bladed disk’s amplitude magnification computed for N = 10 000 random
samples are thereafter compared to MCS following a two-step approach. In all cases, the degree of PCE and CI-PCE
is q = 2. For this first investigation, PCE parameters used in the previous section are considered: the DoE comprises
n = p + 1 = 253 random points, which corresponds to the theoretical minimum number of points that may be
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used. Simultaneously, CI-PCE is applied considering the same number ne = p+ 1 = 253 of random points in the
elementary DoE.

Depending on mistuning level, the 90th ( ), 50th ( ) and 10th ( ) percentiles of the results of A obtained
by MCS ( ), PCE and CI-PCE ( ) are depicted in Figs. 17(a) and 17(b). The correlation coefficients between
MCS results, PCE and CI-PCE are given for all mistuning levels in Tab. 5. While CI-PCE relies on the same
evaluations as the ones used for PCE, it is noticeable that the CI-PCE results are significantly improved, for all
mistuning levels, in comparison to those obtained with PCE. For a given mistuning level, computational times ( )
are plotted alongside relative computation times for the model preparation (left bar) and evaluation of the N = 10 000
random samples (right bar) in Fig. 17(c). It is found that, contrary to MCS, the computational cost of PCE and
CI-PCE is mostly related to the model preparation. Because of the dimension of the industrial model, the numerical
cost of the additional operations required by CI-PCE (90 ms) is here negligible with respect to the computational
cost of PCE so that both CI-PCE and PCE require identical computation times.
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Figure 17. Approximation of A: 90th ( ), 50th ( ) and 10th ( ) percentiles, and associated computation times. (a) PCE,
q = 2, n = 253 ( ) and MCS ( ); (b) CI-PCE, q = 2, ne = 253 ( ) and MCS ( ); (c) computation times ( ),

relative cost of the model preparation ( ) and samples evaluations ( ).

σE(%) 0.14 0.29 0.43 0.58 1.15 1.73 2.31

PCE 0.1539 0.1019 0.1037 0.0794 0.0404 0.0174 0.0214

CI-PCE 0.9999 0.9982 0.9921 0.9776 0.8303 0.5798 0.4003

Table 5. Correlation coefficients between the approximation of A by MCS and respectively PCE and CI-PCE as a function of
σE (q = 2 and 253 evaluations).

Overall, the computational cost for CI-PCE and PCE is more than one order of magnitude lower than MCS.
Similarly to what was evidenced for the eigenfrequencies study, these results highlight that CI-PCE yields significant
improvements in terms of accuracy in comparison to standard PCE while keeping an identical computational cost.

4.3.4 Amplitude magnification: second investigation
In this section, in order to improve the quality of the approximation, PCE is applied with a DoE comprising
n = 2(p+ 1) = 506 random points. At the same time, CI-PCE is applied with only ne = 25 random points in the
elementary DoE which correspond to the integer upper bound approximation of n/ms. As in Fig. 17, PCE results
and CI-PCE results are depicted in Figs. 18(a) and 18(b), respectively, along with the associated computational
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times in Fig. 18(c). The correlation coefficients are given in Tab. 6. While CI-PCE requires only 25 evaluations
compared to 506 for PCE, it is noticeable that CI-PCE yields results in very good agreement with those obtained
with PCE. The computational times to evaluate the 10 000 samples are significantly reduced by CI-PCE: 13.93 s for
CI-PCE, 274.23 s for PCE and 5427.81 s for MCS. Thus, these results confirm that CI-PCE is as accurate as PCE
while advantageously requiring a much lower number ne = 25 of the system response evaluations. One may note that
ne = 25 is also significantly lower than the required minimum number of evaluations for standard PCE p+ 1 = 253.
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Figure 18. Approximation of A: 90th ( ), 50th ( ) and 10th ( ) percentiles, and associated computation times. (a) PCE,
q = 2, n = 506 ( ) and MCS ( ); (b) CI-PCE, q = 2, ne = 25 ( ) and MCS ( ); (c) computation times ( ),

relative cost of the model preparation ( ) and samples evaluations ( )

σE(%) 0.14 0.29 0.43 0.58 1.15 1.73 2.31

PCE 0.9999 0.9982 0.9922 0.9785 0.8357 0.5877 0.4155

CI-PCE 0.9998 0.9967 0.9843 0.9551 0.7627 0.4865 0.3794

Table 6. Correlation coefficients between the approximation of f1 by MCS and respectively PCE and CI-PCE as a function of
σE (q = 2 and 506 evaluations for PCE and 25 for CI-PCE).

4.3.5 Partial conclusion
The confrontation of PCE and CI-PCE on an industrial bladed disk model underlines the potential of CI-PCE as it
allows to obtain significantly more accurate results than the standard PCE for the prediction of both eigenfrequencies
and amplitude magnification with identical computation times. Alternately, CI-PCE may be seen as a powerful way
to reduce computational times as it only requires a number of evaluations ms times lower than the one required for
PCE, to reach the same level of accuracy obtained with PCE.

5 Conclusion
This work focuses on an improvement of the non-intrusive Polynomial Chaos Expansion dedicated to the stochastic
analysis of cyclically symmetric engineering systems. The proposed developments (CI-PCE) are first introduced
within a general mathematical framework, focusing on permutation invariant and cyclic permutation invariant
functions. Analytical test functions featuring such properties are used to illustrate how the proposed developments
allow to lower the computational cost of PCE by significantly reducing the required number of evaluations to build
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the polynomial expansion. Should the number of evaluations be kept constant between PCE and CI-PCE, it is then
underlined that the use of CI-PCE yields a significant improvement in terms of accuracy.

While reducing the number of required evaluations to a single elementary subspace of the random space is the
cornerstone of the proposed developments, this is totally transparent for the end-user: CI-PCE is non-intrusive
and applicable with any set of points belonging to the random space. It is also compatible with any sampling
method that may be considered to define the design of experiments. This makes CI-PCE ready to use for industrial
applications, should the investigated system be cyclic permutation invariant.

CI-PCE is finally applied in the context of turbomachinery to assess the influence of mistuning on bladed disks
in terms of their eigenfrequencies or amplitude magnification. Two distinct types of bladed disks are considered: (1)
a simple lumped mass model that was previously used in the literature, and for which reference results have thus
been published, is first used for the sake of validation. Then, (2) a full 3D finite element model of an industrial
compressor stage bladed disk is considered to demonstrate the computational efficiency of the proposed methodology.
Both applications allow to underline that in comparison to PCE, CI-PCE yields significant improvements, be it
in terms of results accuracy or overall computational cost. These applications also show that in the context of
turbomachinery, a minor tweak of the proposed methodology allows to approximate quantities that are not cyclic
permutation invariants such as a given blade amplitude magnification.
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A Proof of Theorem 1
Proof 1. For the case (i), it may first be noted that Definition 2 leads to:

Ωσ,l =

ms−1⋂
k=1

{ξ ∈ Ω | 0 ≤ fk(ξ1, ξ2, . . . , ξm)}︸ ︷︷ ︸
Ck

, (50)

where each polynomial function fk is defined by:

fk : Rm → R
(x1, x2, . . . , xm) 7→ xσ(k+1),l − xσ(k),l.

Then, Ck may be expressed as:

Ck = f−1k ([0,+∞[),∀k ∈ [[1,ms − 1]], (51)

where [0,+∞[ is a closed set and fk is continuous, this implies that Ck is a closed set. Additionally, the random
variables ξ are bounded. Therefore, Ck is compact because it is both closed and bounded. Thus, it can be concluded
that Ωσ,l is compact by the intersection of compact sets.

For the case (ii), considering (x,y) ∈ Ωσ,l and α ∈ [0, 1], Definition 2 yields:{
x = (x1, x2, . . . , xm) ∈ Ω such as ∀k ∈ [[1,ms − 1]], xσ(k),l ≤ xσ(k+1),l,

y = (y1, y2, . . . , ym) ∈ Ω such as ∀k ∈ [[1,ms − 1]], yσ(k),l ≤ yσ(k+1),l.

(52)
(53)

Let k ∈ [[1,ms − 1]] be an index, we have:
0 ≤ xσ(k+1),l − xσ(k),l,
0 ≤ yσ(k+1),l − yσ(k),l,
0 ≤ α,

0 ≤ 1− α.

(54)
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As a consequence:

0 ≤ (1− α)[xσ(k+1),l − xσ(k),l] + α[yσ(k+1),l − yσ(k),l], (55)

which can be rewritten as:

(1− α)xσ(k),l + αyσ(k),l ≤ (1− α)xσ(k+1),l + αyσ(k+1),l. (56)

Let z = (1− α)x + αy, the above equation can be written as:

zσ(k),l ≤ zσ(k+1),l. (57)

Thus, z = (1− α)x + αy ∈ Ωσ,l and it can be concluded that Ωσ,l is convex.
For the case (iii), Ωσ,l is a compact convex based on (i) and (ii). This implies that the boundary of Ωσ,l is a null

set.

B Proof of Theorem 2

Proof 2. From Theorem 1, we observe that Ωσ1,l

⋂
Ωσ2,l is also a compact convex. Thus, we can conclude, by the

property of a boundary of compact convex, that the boundary of Ωσ1,l

⋂
Ωσ2,l is a null set.

C Proof of Theorem 3
Proof 3. From Theorem 1, we observe that the union on σ ∈ Sms of the boundary of Ωσ,l is a null set. Since the
boundary of the union of Ωσ,l is included in the union of boundaries of Ωσ,l, we can conclude that the boundary of⋃
σ∈Sms

Ωσ,l is a null set.

D Proof of Theorem 4
Proof 4. Let σ be a permutation of Sms and l ∈ [[1, d]] be an index so that Ωσ,l denotes an elementary subspace of
Ω. Let ξ be a point of Ω. Two cases must be distinguished: ξ ∈ Ωσ,l and ξ /∈ Ωσ,l.

First, the case where ξ ∈ Ωσ,l is considered, the elementary DoE Ξσ,l may then be built in such a way that
ξ ∈ Ξσ,l which yields ξ ∈ Ξ by Definition 4.

In the case where ξ /∈ Ωσ,l, there exists a sequence of distinct integers:

(k1, . . . , kr, kr+1, . . . , kms−1) ∈ [[1,ms − 1]], (58)

with 1 ≤ r ≤ ms − 1, such that ξ does not satisfy Eq. (20):{
∀i ∈ [[1, r]], ξσ(ki),l > ξσ(ki+1),l,

∀j ∈ [[r + 1,ms − 1]], ξσ(kj),l ≤ ξσ(kj+1),l.
(59)

Let σ̂ be a permutation of Sms defined by:
∀i ∈ [[1, r]], σ̂(ki) = ki + 1,

∀i ∈ [[1, r]], σ̂(ki + 1) = ki,

∀j ∈ [[r + 1,ms − 1]], σ̂(kj) = kj ,

σ̂(kms−1 + 1) = kms−1 + 1.

(60)

For the sake of readability, the notation a = ξ(σ̂) is employed:

ak,l = ξσ̂(k),l , k ∈ [[1,ms − 1]]. (61)
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The permutation of a by σ is:

aσ(k),l = ξσ(σ̂(k)),l , k ∈ [[1,ms − 1]]. (62)

Based on Eq. (59), a satisfies:{
∀i ∈ [[1, r]], aσ(ki),l = ξσ(ki+1),l < ξσ(ki),l = aσ(ki+1),l,

∀j ∈ [[r + 1,ms − 1]], aσ(kj),l ≤ aσ(kj+1),l.
(63)

Thus, a ∈ Ωσ,l as defined in Eq. (20). Then, Ξσ,l is built in such a way that a ∈ Ξσ,l which yields a(σ̂−1) = ξ ∈ Ξ.

E Proof of Theorem 5
Proof 5. From definition 4, the cardinal of Ξ is:

|Ξ| ≤
∑

σ̂∈Sms

|{ ξ(σ̂) , ∀ξ ∈ Ξσ,l}| = ms!ne, (64)

with equality if the sets Cσ̂ = { ξ(σ̂) , ∀ξ ∈ Ξσ,l} are disjoint. It must be demonstrated that the sets Cσ̂ are disjoint if
and only if the points of Ξσ,l are selected from the interior of Ωσ,l.

Let σ̂1 and σ̂2 be two distinct permutations of Sms . From Definition 2, it comes:

Cσ̂1
∩ Cσ̂2

= { ξ ∈ Ξσ,l | ∀k ∈ [[1,ms]], ξσ̂1(k),l = ξσ̂2(k),l} = { ξ ∈ ∂Ωσ,l}, (65)

where ∂Ωσ,l denotes the boundary of Ωσ,l defined by:

∂Ωσ,l =

ms−1⋃
k=1

{ξ ∈ Ωσ,l | ξσ(k),l = ξσ(k+1),l}, (66)

which yields:

Cσ̂1
∩ Cσ̂2

= ∅ ⇔ Ξσ,l = {ξ(j) ∈ Ωσ,l, | ξ(j) /∈ ∂Ωσ,l, j = 1, . . . , ne}. (67)

Thus, it can be concluded that the sets Cσ̂ are disjoint if and only if the points of Ξσ,l are selected in the interior of
Ωσ,l and |Ξ| = ms!ne.

F Proof of Theorem 6
Proof 6. Let ξ be a point of Ξ. Analogously to Eq. (3), the evaluations of the polynomials of the PCE basis on ξ is
defined by:

∀α ∈ A, Ψα(ξ) =

ms∏
k=1

(
d∏

h=1

Φαk,h(ξk,h)

)
. (68)

From definition 4, there is a permutation σ̂ ∈ Sms such that ξ(σ̂) ∈ Ξσ,l. Then, by the variable change:

k = σ̂(k̂), k ∈ {1, . . . ,ms}, (69)

the evaluation Ψα(ξ) can be rewritten as:

∀α ∈ A, Ψα(ξ) =

ms∏
k̂=1

(
d∏

h=1

Φασ̂(k̂),h(ξσ̂(k̂),h)

)
, (70)
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since σ̂−1 is also a permutation {1, 2, . . . ,ms} into {1, 2, . . . ,ms}. It may then be concluded that:

∀α ∈ A, Ψα(ξ) = Ψα(σ̂)(ξ(σ̂)), (71)

where α(σ̂) = [α
(σ̂)
1 , . . . ,α

(σ̂)
ms ] refers to the permutation of the multi-index α for σ̂:

α
(σ̂)
k,h = ασ̂(k),h,∀k ∈ [[1,ms]],∀h ∈ [[1, d]]. (72)
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