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Abstract: Bipartite networks with exchangeable nodes can be represented
by row-column exchangeable matrices. A quadruplet is a submatrix of size
2×2. A quadruplet U -statistic is the average of a function on a quadruplet
over all the quadruplets of a matrix. We prove several asymptotic results
for quadruplet U -statistics on row-column exchangeable matrices, including
a weak convergence result in the general case and a central limit theorem
when the matrix is also dissociated. These results are applied to statistical
inference in network analysis. We suggest a method to perform parameter
estimation, network comparison and motifs count for a particular family
of row-column exchangeable network models: the bipartite expected degree
distribution (BEDD) models. These applications are illustrated by simula-
tions.

MSC2020 subject classifications: Primary 60F05; secondary 60G09,
62G20.
Keywords and phrases: U -statistics, row-column exchangeability, cen-
tral limit theorem, network inference.

1. Introduction

RCE matrices Networks arise naturally when considering interaction data.
The nodes of a network represent the entities of a system and an edge between
two nodes represents the interaction between the associated entities. The net-
work is bipartite when there are two different sets of nodes, and edges only link
nodes of different types. A natural representation for a bipartite network is its
rectangular adjacency matrix. The rows and columns of an adjacency matrix
Y represent the two different types of nodes and each entry Yij encodes the
interaction between the nodes associated to row i and column j, e.g. for binary
networks, Yij = 1 if i and j interact and Yij = 0 else, or for weighted networks,
Yij is the weight of the edge linking i and j.

Many probabilistic network models assume that the network units, either
edges or nodes, are exchangeable, i.e. are invariant by permutation. In the ad-
jacency matrix of a bipartite network, the edge-exchangeability corresponds to
the exchangeability of all its entries (full exchangeability), such as in Adamczak,
Chafäı and Wolff (2016), while the node-exchangeability refers to the exchange-
ability of its rows and columns, such as in Aldous (1981).

Recent developments have been made for edge-exchangeable models (Cai,
Campbell and Broderick, 2016; Williamson, 2016), but node-exchangeable mod-
els have a longer history for both unipartite and bipartite networks and encom-
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passes families of models such as the stochastic block model (Holland, Laskey
and Leinhardt, 1983; Snijders and Nowicki, 1997), the latent block model (Go-
vaert and Nadif, 2003), the latent position model (Hoff, Raftery and Handcock,
2002) or the random dot product graph model (Young and Scheinerman, 2007).
Implicitly, the exchangeability of the network units is associated with a sampling
assumption. The choice of whether considering the exchangeability for edges or
nodes depends on what is assumed to be sampled to observe the networks,
whether it be edges or nodes (Crane and Dempsey, 2018).

Let us observe a bipartite network represented by a finite submatrix of size
m× n. We assume that the nodes of the same type are infinitely exchangeable,
which means that the row elements and the column elements of the adjacency
matrix are separately invariant by infinite permutation. The infinite exchange-
ability assumption is equivalent to considering that this observed network is
made of the first m rows and n columns of an infinite adjacency matrix, whose
rows and columns are (infinitely) exchangeable. This approach is similar to
Veitch and Roy (2015) for unipartite networks and can be used with many ran-
dom network models, including the ones listed above (stochastic block model,
latent block model, latent position model and random dot product graph model).

However, it has to be distinguished from the finitely exchangeable case. Fi-
nite exchangeability does not imply infinite exchangeability, for example, if the
observed network consist of the first m rows and n columns of a larger adjacency
matrix but of finite size. In that case, we say that the (finitely) exchangeable
sequences of nodes are not infinitely extendible (Konstantopoulos and Yuan,
2019; Mai, 2020). The finitely exchangeable case for networks has been notably
studied by Lauritzen, Rinaldo and Sadeghi (2018), but is out of scope of our
paper. From here, the concept of exchangeability will always refer to infinite
exchangeability, unless explicitely specified.

Thus, the exchangeability property of our infinite adjacency matrices is called
row-column exchangeability. Let S∞ be the group of permutations over N. An
infinite matrix Y is said to be row-column exchangeable (RCE) if for any couple
Φ = (σ1, σ2) ∈ S2

∞,

ΦY
D
= Y,

where ΦY := (Yσ1(i)σ2(j))i≥1,j≥1.

U-statistics U -statistics form a large class of statistics with interesting prop-
erties for many purposes such as estimation and hypothesis testing. We are
interested in using them to analyze RCE networks.

Given a sequence of random variables (Y1, Y2, ..., Yn) numbered with a unique
index, a U -statistic is defined as the following average

Uhn =

(
n

k

)−1 ∑
1≤i1<i2<...<ik≤n

h(Yi1 , Yi2 , ..., Yik), (1)

where h is a symmetric function of size k referred to as the kernel.
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The case where the (Yi)i≥1 are i.i.d. is well-studied. Halmos (1946) established
the optimality of U -statistics as unbiased estimators and Hoeffding (1948) de-
rived a central limit theorem (CLT), which ensures their asymptotic normality
provided E[h(Yi1 , Yi2 , ..., Yik)2] <∞. For dependent cases, results exist for sev-
eral dependency strucures, for example Nandi and Sen (1963); Zhao and Chen
(1990) for finitely exchangeable variables, Reitzner and Schulte (2013) for Pois-
son point processes or Duchemin, De Castro and Lacour (2020, 2021) for Markov
chains.

In the infinitely exchangeable case, it is particularly convenient to view h(Yi1 , Yi2 , ..., Yik)
as an array of random variables indexed by k-tuple Xi = Xi1i2...ik . With this
notation, it becomes clear that the U -statistic defined by (1) is the sum of the
corresponding entries of the k-dimensional array X. But (Y1, Y2, ...) being ex-
changeable implies that the array X is jointly exchangeable, i.e. it is invariant
by the action of joint permutations on each of its indices, for any sequence of
k-tuples (i, j, ...) ∈ Nk and for any infinite permutation σ ∈ S∞,

(Xi, Xj , ...)
D
= (Xσ(i1)σ(i2)...σ(ik), Xσ(j1)σ(j2)...σ(jk), ...). (2)

Eagleson and Weber (1978) proved a CLT for sums jointly exchangeable arrays,
which applies to U -statistics of exchangeable sequences. Many other asymptotic
results for U -statistics of exchangeable sequences were derived afterwards, such
as a Berry-Esseen bound (van Zwet, 1984) and a law of iterated logarithm (Scott
and Huggins, 1985).

U-statistics for RCE matrices Our contribution applies to U -statistics
based on submatrices of size 2 × 2, that we call quadruplets, of an (infinite)
RCE matrix Y

Y(i1,i2;j1,j2) :=

(
Yi1j1 Yi1j2
Yi2j1 Yi2j2

)
.

Their kernels are real functions h over quadruplets. To mimic the kernel sym-
metry in the unidimensional case, we assume that they present the following
symmetry property: for any matrix Y ,

h(Y(1,2;1,2)) = h(Y(2,1;1,2)) = h(Y(1,2;2,1)) = h(Y(2,1;2,1)). (3)

This assumption can be made without loss of generality for U -statistics, since
any quadruplet function k can be made symmetric considering

h(Y(1,2;1,2)) =
1

4

(
k(Y(1,2;1,2)) + k(Y(2,1;1,2)) + k(Y(1,2;2,1)) + k(Y(2,1;2,1))

)
and E[h(Y(1,2;1,2))] = E[k(Y(1,2;1,2))].

Applied to an observed network represented by the first m rows and n
columns of Y , a quadruplet U -statistic is then defined by

Uhm,n =

(
m

2

)−1(
n

2

)−1 ∑
1≤i1<i2≤m
1≤j1<j2≤n

h(Y(i1,i2;j1,j2)), (4)



/U-statistics on bipartite exchangeable networks 4

where
(
m
2

)
is the number of 2-combinations from m elements. For clarity, we

define the 4-dimensional array X using the following notation

X{i1,i2;j1,j2} := h(Y(i1,i2;j1,j2))

which means that a U -statistic is the mean of the first
(
m
2

)
×
(
n
2

)
entries of X.

Since the entries of Y are not fully exchangeable but only RCE, X is not jointly
exchangeable as defined in equation (2). Therefore, Theorem 4 of Eagleson and
Weber (1978) for infinite jointly exchangeable arrays does not directly apply
to our U -statistics. Instead, the invariance structure of X is a special case of
π-exchangeability (Kallenberg, 1999), where for any two permutations σ1 and
σ2 of S∞, we have

(X{i1,i2;j1,j2}){i1,i2}⊂N
{j1,j2}⊂N

D
= (X{σ1(i1),σ1(i2);σ2(j1),σ2(j2)}){i1,i2}⊂N

{j1,j2}⊂N
. (5)

Lemma 12 of Kallenberg (1999) establishes a strong law of large numbers
for π-exchangeable variables, which applies to our U -statistics. Our aim is to
establish a weak convergence theorem similar to that of Theorem 4 of Eagleson
and Weber (1978). In the recent literature, two related results were obtained
by Austern and Orbanz (2022) and Davezies, D’Haultfœuille and Guyonvarch
(2021). Austern and Orbanz (2022) explains how a result from Lindenstrauss
(1999) can be translated to a strong law of large numbers for sums of exchange-
able arrays and their Theorem 17 is analogous to Theorem 4 of Eagleson and
Weber (1978) but it is obtained using Stein’s method. Davezies, D’Haultfœuille
and Guyonvarch (2021) adopted a functional point of view. Their Theorem 2.1
is a Donsker-type version of the same result, and Theorem 3.4 is an extension
to separately exchangeable arrays. Neither of these results are directly appli-
cable to our setup of quadruplet U -statistics over RCE matrices, because our
invariance structure is neither a subcase of joint nor separate exchangeability.

To generalize these results, our proof relies on the convergence of sums of
backward martingales (Theorem 1 of Eagleson and Weber, 1978). We derive
a CLT result in the case where the RCE matrix Y is dissociated, i.e. any of
its submatrices with disjoint indexing sets are independent. The CLT we ob-
tain excludes the degenerate case with a clear assumption on the asymptotic
variance. In the degenerate case, the convergence result of Austern and Orbanz
(2022) does not lead to a CLT neither, and Davezies, D’Haultfœuille and Guy-
onvarch (2021) proved a different convergence theorem. We offer a discussion
on the degenerate case and its implications in Section 4. Finally, we recall that
the backward martingale approach also yields Kallenberg’s strong law of large
numbers (Kallenberg, 1999).

In the last part of this work, we will put a special emphasis on the statisti-
cal analysis of bipartite networks. We introduce two versions of a RCE matrix
model, the Bipartite Expected Degree Distribution (BEDD) model and we ex-
plain how our theorems apply to both of them. We suggest a method to perform
statistical inference on these models using quadruplet U -statistics through sev-
eral examples and we discuss how one can extend it.
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Outline The weak convergence theorem in the general case and the CLT in
the dissociated case are presented and proven in Section 2. We shed further
light on the difference between the dissociated and the non-dissociated cases
using the Aldous-Hoover representation theorem. Section 3 illustrates our results
with applications to statistical network analysis using a RCE model and several
examples of inference tasks.

2. Main result

2.1. Asymptotic framework

Our results apply in an asymptotic framework where the numbers of rows and
columns of the submatrix used in the calculation of the U -statistic grow at the
same rate, i.e. m/(m+ n)→ c ∈]0, 1[. To simplify the proofs, we allow only one
row or one column to be added to the submatrix. Now, we build a sequence of
dimensions (mN , nN )N≥1 for the submatrix satisfying these conditions.

Definition 2.1 (Sequence of dimensions). Let c be an irrational number such
that 0 < c < 1. For all N ∈ N, we define mN = 2 + bc(N + 1)c and nN =
2 + b(1− c)(N + 1)c, where b·c is the floor function.

Proposition 2.2. mN and nN satisfy:

1. mN
mN+nN

−−−−→
N→∞

c,

2. mN + nN = 4 +N , for all N ∈ N.

Corollary 2.3. At each iteration N ∈ N∗, one and only one of these two
propositions is true:

1. mN = mN−1 + 1 and nN = nN−1,
2. nN = nN−1 + 1 and mN = mN−1.

Throughout the paper, only sequences satisfying Definition 2.1 are consid-
ered. Such sequences mN and nN satisfy the desired growth conditions (proof
given in Appendix A). We investigate the asymptotic behaviour of Uhm,n through

UhN defined as follows.

Definition 2.4. With (mN , nN )N≥1 introduced by Definition 2.1 and Uhm,n
specified by equation (4), we set the sequence of U -statistics (UhN )N≥1 such that
for every n ∈ N, UhN = UhmN ,nN .

2.2. Theorems

We establish the following results on the asymptotic behaviour of U -statistics
over RCE matrices.
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Theorem 2.5 (Main theorem). Let Y be a RCE matrix. Let h be a quadru-
plet kernel such that E[h(Y(1,2;1,2))

2] < ∞. Let (UhN )N≥1 be the sequence of

U -statistics associated with h defined in Definition 2.4. Let FN = σ
(
(Uhk,l, k ≥

mN , l ≥ nN )
)

and F∞ :=
⋂∞
N=1 FN . Set Uh∞ = E[h(Y(1,2;1,2))|F∞] and

V =
4

c
Cov

(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

∣∣F∞)+
4

1− c
Cov

(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

∣∣F∞).
If P(V > 0) > 0, then √

N(UhN − Uh∞)
D−−−−→

N→∞
W,

where W is a random variable with characteristic function φ(t) = E[exp(− 1
2 t

2V )].

Theorem 2.5 states that the limiting distribution of
√
N(UhN −Uh∞) is a mix-

ture of Gaussians. V consists of two terms corresponding to the covariance,
conditional on F∞, of the kernel taken on two quadruplets sharing one row or
one column. The condition P(V > 0) > 0 is used to avoid the case V = 0
a.s., which is a degenerate case discussed in Section 4. Since V is not constant
in general, the limit distribution is an infinite mixture of Gaussians. This ex-
pression is analogous to η2 in Theorem 4 of Eagleson and Weber (1978) for
jointly exchangeable arrays and the covariance kernel in Theorems 2.1 and 3.4
of Davezies, D’Haultfœuille and Guyonvarch (2021) for jointly and separately
exchangeable arrays. We see that if V is constant, then the asymptotic distribu-
tion is a simple Gaussian. Next we identify a class of models where the limiting
distribution of

√
N(UhN − Uh∞) is a simple Gaussian.

Definition 2.6. Y is a dissociated matrix if and only if (Yij)1≤i≤m,1≤j≤n is
independent of (Yij)i>m,j>n, for all m and n.

In other words, Y is dissociated if submatrices that are not sharing any row or
column are independent. Now we claim the following extension to Theorem 2.5
for dissociated RCE matrices.

Theorem 2.7. In addition to the hypotheses of Theorem 2.5, if Y is dissociated,
then Uh∞ and V are constant and

√
N(UhN − Uh∞)

D−−−−→
N→∞

N (0, V ),

More precisely,

1. Uh∞ = E[h(Y(1,2;1,2))],

2. V = 4
cCov

(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

)
+ 4

1−cCov
(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

)
.

This result can be more directly exploited for statistical applications, as the
limiting distribution is much more simple. Another important result is the joint
asymptotic normality of U -statistics, which holds as long as Theorem 2.7 applies
to each kernel separately and they are linearly independent.
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Theorem 2.8. Let Y be a RCE dissociated matrix. Let (h1, h2, ..., hn) be a
vector of quadruplet kernels such that

1. Theorem 2.7 applies for each kernel, i.e. E[hk(Y(1,2;1,2))
2] < ∞ and Uhk∞

and V hk are as defined in Theorem 2.7 for each kernel hk, 1 ≤ k ≤ n,
2. for t ∈ Rn,

∑n
k=1 tkhk ≡ 0 if and only if t = (0, ..., 0).

Then

√
N



Uh1

N

Uh2

N

...

UhnN

−

Uh1
∞

Uh2
∞
...
Uhn∞


 D−−−−→

N→∞
N (0,Σ),

with
Σ =

(
Chi,hj

)
1≤i,j≤n ,

where Chk,h` = limN→+∞NCov(UhkN , Uh`N ) for all 1 ≤ k, ` ≤ n (and Chk,hk =
V hk).

This theorem allows us to obtain the asymptotic normality of linear com-
binations of U -statistics and more interestingly, the asymptotic normality of
differentiable functions of U -statistics (see Section 3.2).

Remark. Lemma 12 of Kallenberg (1999) already provided a strong law of large
numbers for π-exchangeable arrays, of which quadruplet kernels are a subcase.
The following theorem rephrases Kallenberg’s law of large numbers for quadru-
plet U -statistics and gives an additional precision in the dissociated case for
which we provide an alternative proof, as it is a natural consequence of our
proof of Theorems 2.5 and 2.7.

Theorem 2.9. Let Y be a RCE matrix. Let h be a quadruplet kernel. Let
(UhN )N≥1 the sequence of U -statistics associated with h defined in Definition 2.4.
Let FN = σ

(
(Uhk,l, k ≥ mN , l ≥ nN )

)
and F∞ :=

⋂∞
N=1 FN . We have

UhN
a.s.−−−−→
N→∞

E[h(Y(1,2;1,2))|F∞].

Furthermore, if Y is dissociated, then E[h(Y(1,2;1,2))|F∞] = E[h(Y(1,2;1,2))].

2.3. The Aldous-Hoover theorem

We shall explain Theorems 2.5 and 2.7 in the light of the Aldous-Hoover repre-
sentation theorem. Theorem 1.4 of Aldous (1981) states that for any RCE matrix
Y , there exists a real function f such that if we denote Y ∗ij = f(α, ξi, ηj , ζij),
for 1 ≤ i, j < ∞, where the α, ξi, ηj and ζij are i.i.d. random variables with
uniform distribution over [0, 1], then

Y
D
= Y ∗. (6)

It is possible to identify the role of each of the random variables involved in
the representation theorem. We notice that each Yij is determined by α, ξi, ηj
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and ζij . ζij is entry-specific while ξi is shared by all the entries involving the row
i and ηj by the ones involving the column j. Therefore, the ξi and ηj represent
the contribution of each individual of type 1 and type 2 of the network, i.e. each
row and column of the matrix. These contributions are i.i.d., which makes the
network exchangeable. Finally, α is global to the whole network and shared by
all entries.

Proposition 3.3 of Aldous (1981) states that if Y is dissociated, then Y ∗ can
be written without α, i.e. it is of the form Y ∗ij = f(ξi, ηj , ζij), for 1 ≤ i, j <∞.
In this case, because the ξi, ηj and ζij are i.i.d., averaging with the U -statistic
over an increasing number of nodes nullifies the contribution of each individual
interaction (ζij) and node (ξi and ηj). In the general case, i.e. when Y is not
dissociated, then conditionally on α, Y is dissociated. It is easy to see that the
mixture of Gaussians from Theorem 2.5 results from this conditioning.

In practice, dissociated exchangeable random graph models are widely spread.
Notably, a RCE model is dissociated if and only if it can be written as a W -
graph (or graphon), i.e. it is defined by a distribution W depending on two
parameters in [0, 1] such that for 1 ≤ i, j <∞:

ξi, ηj
i.i.d.∼ U [0, 1]

Yij | ξi, ηj ∼ W(ξi, ηj),

see Diaconis and Janson (2008) for binary bipartite graphs, Lovász and Szegedy
(2010) for an extension to weighted graphs but in a unipartite setup. In this
definition, it is easy to recognize the variables from the representation theorem
of Aldous-Hoover. We simply identify the ξi and ηj , then it suffices to take φ−1

ξi,ηj

the inverse distribution function ofW(ξi, ηj) to see that defining the dissociated

RCE matrix Y ∗ such that Y ∗ij = f(ξi, ηj , ζij) := φ−1
ξi,ηj

(ζij) fulfills Y ∗
D
= Y .

2.4. Proof of Theorem 2.5

To prove Theorem 2.5, we adapt the proof of Eagleson and Weber (1978) estab-
lishing the asymptotic normality of sums of backward martingale differences.
The definition of a backward martingale is reminded in Appendix B.

Theorem 2.10 (Eagleson and Weber, 1978). Let (Mn,Fn)n≥1 be a square-
integrable reverse martingale, V a F-measurable, a.s. finite, positive random
variable. Denote M∞ := E[M1|F∞] where F∞ :=

⋂∞
n=1 Fn. Set Znk :=

√
n(Mk−

Mk+1). If:

1.
∑∞
k=n E[Z2

nk|Fk+1]
P−−−−→

n→∞
V (asymptotic variance),

2. for all ε > 0,
∑∞
k=n E[Z2

nk1{|Znk|>ε}|Fk+1]
P−−−−→

n→∞
0 (conditional Lindeberg condition),

then
∑∞
k=n Znk =

√
n(Mn −M∞)

D−−−−→
n→∞

W , where W is a random variable

with characteristic function φ(t) = E[exp(− 1
2 t

2V )].
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Proof of Theorem 2.5. The three steps to apply Theorem 2.10 to (MN )N≥1 =
(UhN )N≥1 are to show that it is a backward martingale for a well chosen filtration
and that it fulfills conditions 1 and 2. The expression of V is made explicit along
the way. More precisely,

1. first, defining FN = σ
(
(Uhk,l, k ≥ mN , l ≥ nN )

)
, Proposition C.1 states

that (UhN ,FN )N≥1 is indeed a square-integrable reverse martingale ;
2. then, Proposition D.1 implies that

∑∞
K=N E[Z2

NK |FK+1] does converge to
a random variable V with the desired expression ;

3. finally, the conditional Lindeberg condition is ensured by Proposition E.1,

since from it, we deduce that for all ε > 0,
∑∞
K=N E[Z2

NK1{|ZNK |>ε}|FK+1]
P−−−−→

N→∞
0.

Hence, if V is positive, Theorem 2.10 can be applied to UhN and we obtain that√
N(UhN − Uh∞)

D−−−−→
N→∞

W , where W is a random variable with characteristic

function φ(t) = E[exp(− 1
2 t

2V )]. The proofs of Propositions C.1, D.1 and E.1
are provided in Appendices C, D and E respectively.

2.5. Proof of Theorem 2.7

The proof of Theorem 2.7 relies on a Hewitt-Savage type zero-one law for events
that are permutable in our row-column setup. Therefore, it is useful to define
first what a row-column permutable event is. We remind the Aldous-Hoover
representation theorem for dissociated RCE matrices as stated earlier: if Y is a
dissociated RCE matrix, then its distribution can be written with (ξi)1≤i<mN ,
(ηj)1≤j<nN and (ζij)1≤i≤mN ,1≤j≤nN arrays of i.i.d. random variables.

Then let us consider such arrays of i.i.d. random variables (ξi)1≤i<mN , (ηj)1≤j<nN
and (ζij)1≤i≤mN ,1≤j≤nN . If we were to consider events depending only on them,
there is no loss of generality in using the product probability space (ΩN ,AN ,PN ),
where

ΩN =
{

(ωξ, ωη, ωζ) : ωξ ∈ RmN , ωη ∈ RnN , ωζ ∈ RmNnN
}

= RmN+nN+mNnN ,

AN = B(R)mN+nN+mNnN ,

PN = µmN+nN+mNnN .

We then define the action of a row-column permutation on an element of ΩN .

Definition 2.11. Let Φ = (σ1, σ2) ∈ SmN × SnN . The action of Φ on ω ∈ ΩN
is defined by

Φω =
(
σ1ω

ξ, σ2ω
η, (σ1, σ2)ωζ

)
where σ1ω

ξ = (ωξσ1(i))1≤i<mN , σ2ω
η = (ωησ2(j))1≤j<nN and (σ1, σ2)ωζ = (ωζσ1(i)σ2(j))1≤i<mN ,1≤j<nN

Definition 2.12. Let A ∈ AN . A is invariant by the action of SmN × SnN if
and only if for all Φ ∈ SmN × SnN , Φ−1A = A, i.e.

{ω : Φω ∈ A} = {ω : ω ∈ A} .
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Notation. In this section, we denote by EN the collection of events of AN that
are invariant by row-column permutations of size mN ×nN , i.e. Φ ∈ SmN ×SnN .
We denote E∞ :=

⋂∞
n=1 EN , which is the collection of events that are invariant

by permutations of size mN × nN , for all N .

The following theorem is an extension of the Hewitt-Savage zero-one law to
the row-column setup.

Theorem 2.13. For all A ∈ E∞, P(A) = 0 or P(A) = 1.

The proof of Theorem 2.13 is given in Appendix F. Now we use this result
to derive Theorem 2.7 from Theorem 2.5.

Proof of Theorem 2.7. In this proof, we specify the matrices over which the U -
statistics are taken, i.e. for a RCE matrix Y , we denote Uhk,l(Y ) instead of Uhk,l
the U -statistic of size k× l with kernel h taken on Y , given by formula (4), and
analogously UN (Y ) := UmN ,nN (Y ) and U∞(Y ) := E[h(Y(1,2;1,2))|F∞(Y )]. We

denote also FN (Y ) := σ
(
(Uhk,l(Y ), k ≥ mN , l ≥ nN )

)
which are sets of events

depending on Y , and F∞(Y ) :=
⋂∞
n=1 FN (Y ).

Since Y is RCE and dissociated, Proposition 3.3 of Aldous (1981) states the
existence of a real function f such that for 1 ≤ i, j < ∞, Y ∗ij = f(ξi, ηj , ζij)

and Y ∗
D
= Y , where ξi, ηj and ζij , for 1 ≤ i, j < ∞ are i.i.d. random variables

with uniform distribution on [0, 1]. Therefore we can consider such function f
and these random variables, the product spaces (ΩN ,AN ,PN ) and the sets EN
of invariant events defined earlier.

But FN (Y ∗) = σ
(
(Uhk,l(Y

∗), k ≥ mN , l ≥ nN )
)
⊂ σ(UN (Y ∗), ξi, ηj , ζij , i >

mN , j > nN ), so for all N , FN (Y ∗) ⊂ EN . It follows that F∞(Y ∗) ⊂ E∞, so
U∞(Y ∗) is E∞-measurable. Theorem 2.13 states that all the events in E∞ happen
with probability 0 or 1, so it ensures that U∞(Y ∗) = E[h(Y ∗{1,2;1,2})|F∞(Y ∗)] =

E[h(Y ∗{1,2;1,2})] is constant. Moreover, since the distribution of UhN (Y ) is the same

as this of UhN (Y ∗), we can conclude that U∞(Y ) = E[h(Y(1,2;1,2))|F∞(Y )] =
E[h(Y(1,2;1,2))].

Likewise, we deduce that E[h(Y(1,2;1,2))h(Y(1,3;3,4))|F∞(Y )] = E[h(Y(1,2;1,2))h(Y(1,3;3,4))]
and E[h(Y(1,2;1,2))h(Y(3,4;1,3))|F∞(Y )] = E[h(Y(1,2;1,2))h(Y(3,4;1,3))] which gives
the desired result for V . Thus we conclude that W of Theorem 2.5 follows a
Gaussian distribution of variance V .

2.6. Proof of Theorem 2.8

The proof of Theorem 2.8 relies on the Cramér-Wold theorem (see Theorem
29.4 of Billingsley, 1995). If is enough to show that any linear combination of
U -statistics converges to the corresponding linear combination of their limits.

Proof of Theorem 2.8. Let (Zhk)1≤k≤n be a vector of random variables fol-
lowing a centered multivariate Gaussian distribution with covariance matrix
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Σ defined in the theorem. Then Zhk ∼ N (0, V hk) for all 1 ≤ k ≤ n and
Cov(Zhi , Zhj ) = Chi,hj for all 1 ≤ i ≤ n and 1 ≤ j ≤ n.

For some t = (t1, t2, ..., tn) ∈ Rn, we set ht := t1h1 + t2h2 + ...+ tnhn. First,
assume that t 6= (0, ..., 0). Then by hypothesis, ht 6≡ 0, therefore

∑n
k=1 tkU

hk
N =

UhtN is a U -statistic with quadruplet kernel ht. Using Cauchy-Schwarz inequality
and the fact that E[hk(Y(1,2;1,2))

2] <∞ for all 1 ≤ k ≤ n, we have furthermore

E[ht(Y(1,2;1,2))
2] =

n∑
k=1

t2kE[hk(Y(1,2;1,2))
2] + 2

∑
1≤k 6=`≤n

tkt`E[hk(Y(1,2;1,2))h`(Y(1,2;1,2))],

≤
n∑
k=1

t2kE[hk(Y(1,2;1,2))
2] + 2

∑
1≤k 6=`≤n

tkt`

√
E[hk(Y(1,2;1,2))2]E[h`(Y(1,2;1,2))2],

< ∞.

Therefore, Theorem 2.7 also applies for UhtN and
√
N(UhtN −Uht∞ )

D−−−−→
N→∞

N (0, V ht),

where Uht∞ =
∑n
k=1 tkU

hk
∞ and V ht =

∑n
k=1

∑n
`=1 tkt`C

hk,h` = tTΣt with

Chk,hk = V hk > 0 since Theorem 2.7 applies. This means that
√
N(UhtN −Uht∞ ) =

√
N
∑n
k=1 tk(UhkN − Uhk∞ )

D−−−−→
N→∞

∑n
k=1 tkZ

hk .

Now assume that t = (0, ..., 0). Then ht ≡ 0 so UhtN = 0 =
∑n
k=1 tkZ

hk .

Therefore,
√
N(UhtN − Uht∞ ) =

√
N
∑n
k=1 tk(UhkN − Uhk∞ )

D−−−−→
N→∞

∑n
k=1 tkZ

hk is

still true.
We have proven that

√
N(UhtN −Uht∞ )

D−−−−→
N→∞

∑n
k=1 tkZ

hk for all t ∈ Rn, so we

can finally apply the Cramér-Wold theorem (Theorem 29.4 of Billingsley, 1995)

which states that
√
N
(
UhkN − Uhk∞

)
1≤k≤n

converges jointy in distribution to

(Zhk)1≤k≤n, which is a centered multivariate Gaussian with covariance matrix
Σ, so this concludes the proof.

2.7. Proof of Theorem 2.9

The proof for the first part of the theorem can be derived from the proof of
Proposition C.1, without needing the hypothesis E[h(Y(1,2;1,2))

2] < ∞. Indeed,

it is enough to show that (UhN ,FN )N≥1 is a (not necessarily square-integrable)
backward martingale and to apply Theorem B.3.

As for the dissociated case, E[h(Y(1,2;1,2))|F∞] = E[h(Y(1,2;1,2))] is ensured by
the proof of Theorem 2.7.

3. Applications

In this section, we illustrate how the results from the previous section can be
used for statistical inference for network data through different examples. First,
we introduce the Bipartite Expected Degree Distribution (BEDD) models, a
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family of RCE models and we show how our two theorems apply. Then, we
detail three examples to show how one might exploit the U -statistics properties
to analyze networks. In the first example, we use different quadruplet kernels
to estimate the row heterogeneity of a network, with the help of the delta-
method. Next, we extend this example to build a statistical test to compare the
row heterogeneity of two networks. In the last example, we use U -statistics to
estimate the frequency of network motifs.

3.1. The BEDD model

General model As examples of models for RCE matrices, we consider the
family of the BEDD models, which are weighted, bipartite and exchangeable ex-
tensions of the Expected Degree Sequence model (Chung and Lu, 2002; Ouadah,
Latouche and Robin, 2021). For binary graphs, the degree of a node is the num-
ber of edges that stem from it. For weighted graphs, the equivalent notion is the
sum of the weights of these edges. It is sometimes called node strength (Barrat
et al., 2004), but we will simply refer to it as node weight. A BEDD model
draws the node weights from two distributions, characterised by càdlàg, non-
decreasing and bounded real functions f and g of [0, 1] → R+. The expected
edge weights Yij are then proportional to the expected weights of the involved
nodes. A BEDD model can be written in a hierarchical form

ξi, ηj
iid∼ U [0, 1]

Yij | ξi, ηj ∼ L(λf(ξi)g(ηj)).
(7)

where given any real number µ ≥ 0, we denote by L(µ) a family of probability
distributions with expectation µ and finite variance, λ is a positive real number
and f and g are normalized by the condition

∫
f =

∫
g = 1. For a graph of

size m× n, conditionally to λ, ξi and ηj , the expected weight of the i-th row is
nλf(ξi) and the expected weight of the j-th column is mλg(ηj). Consequently,
λ is the mean intensity of the network. One can define different BEDD models
by specifying different families of distributions L. For a family L, we refer to
the L-BEDD model (e.g. Poisson-BEDD or Bernoulli-BEDD).

Furthermore, we define two versions of BEDD models:

Version 1 λ is constant,
Version 2 λ is a random variable.

By construction, the BEDD models are RCE, so Theorem 2.5 can be applied
to matrices Y generated by these two versions of BEDD models. Theorem 2.7
only applies to Version 1, where the matrix is dissociated. Indeed, we see that
in both models conditionally on λ, the expected mean of the interactions of any
submatrix is λ. Therefore any 2 submatrices are independent if λ is constant. We
could also have noticed that λ is determined by the α from the representation
theorem of Aldous-Hoover, see equation (6). As a remark, it is straightforward
that unlike Version 2, Version 1 of BEDD models can be written as a W -graph
model as in Formula (2.3), setting W(ξi, ηj) := L(λf(ξi)g(ηj)).
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Since Theorem 2.7 only applies to Version 1, we will be only considering this
version in the rest of the article.

Definition 3.1. Given a family of distributions L(µ) a family of probability
distributions with expectation µ and finite variance, a L-BEDD model is a semi-
parametric model described by the triplet Θ = (λ, f, g) where

1. λ ∈ R,
2. f and g are real functions f and g of [0, 1] → R+ which are bounded,

càdlàg, non-decreasing and normalized with
∫
f =

∫
g = 1.

We call Θ the BEDD parameters and the matrix Y generated by a L-BEDD
model with these parameters is written Y ∼ L-BEDD(Θ) and is described by (7),
for all (i, j) ∈ N2.

In this definition, the normalizing constraint on
∫
f =

∫
g = 1 ensures that

E[Yij ] = λ for all (i, j) ∈ N2. The boundedness of f and g ensures that the
variables f(ξi) and g(ηj) are bounded and their moments exist. In the binary
case (Bernoulli-BEDD), it also puts a condition on λ. Since P(Yij = 1|ξi, ηj) =
λf(ξi)g(ηj), the condition λ ≤ ‖f‖−1

∞ ‖g‖−1
∞ must hold. The non-decreasing and

càdlàg conditions are similar to the condition of Bickel and Chen (2009) for
their random graph model and ensures the identifiability of the model since
otherwise, f and g could be replaced with any f ◦ π1 and g ◦ π2, where π1 and
π2 are measure-preserving transformations.

Identifiability by a quadruplet In addition to being a dissociated RCE
model, the BEDD models are particularly well adapted to use of quadruplet
U -statistics. In this paragraph, we show that for some choices of L such as
the Poisson distribution, the model can be recovered by a single quadruplet.
We use the following two theorems of which proofs are given in Appendix G.
The first theorem implies that the functions f and g of the BEDD models are
characterised by their moments Fk :=

∫
fk and Gk :=

∫
gk.

Theorem 3.2. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ L-BEDD(Θ)
for some family of distributions L. The distribution of Y is uniquely determined
by λ, (Fk)k≥1 and (Gk)k≥1, where Fk :=

∫
fk and Gk :=

∫
gk for all k ≥ 1.

Now we specify an assumption on the family of distributions L(µ), under
which a quadruplet identifies the parameters Θ = (λ, f, g) of a BEDD model.

Assumption 3.3. For the family of distributions L(µ), there exists a sequence
of functions (Ψk)k≥1 such that if a random variable X ∼ L(µ), then for every
k ≥ 1,

E[Ψk(X)] = µk.

This assumption holds for many usual distributions families such as the Pois-
son or the Binomial distributions. As an example, if X follows a Poisson distri-
bution, we have Ψk(X) = X(X − 1)...(X − k + 1). This assumption does not
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hold for the Bernoulli distribution, as if X ∼ Bernoulli(µ), for any function ϕ,
E[ϕ(X)] = µϕ(1). This assumption is a sufficient condition to be able to recover
the BEDD parameters from a quadruplet.

Theorem 3.4. If Assumption 3.3 holds for the family of distributions L(µ),
then for all k ∈ N, Fk and Gk are uniquely determined by the joint distribution
of a quadruplet.

This theorem suggests that all the BEDD information is contained in the
distribution of a quadruplet, therefore it is possible to extract any information
only with quadruplet kernels. Quadruplet U -statistics are then especially of
interest.

3.2. Heterogeneity in the row weights of a network

In this first example, we are interested in evaluating the heterogeneity of the row
weights of a network. In the BEDD models, conditional to the latent variables
(ξi)1≤i≤m following a uniform distribution on [0, 1], the expected weights of the
row nodes are given by the (f(ξi))1≤i≤m., as seen in Section 3.1. Therefore,
the heterogeneity of the rows, i.e. the variance of the expected weight of a row

node can be quantified by F2 :=
∫ 1

0
f2(u)du. In the example of an interaction

network, if f is constant, i.e. f ≡ 1 and F2 = 1, then the expected weight is
constant for all rows and the row weight distribution is homogeneous, with all
the row individuals having around the same number of interactions. Besides,
the higher F2 is, the more this distribution is unbalanced. In ecology, a large
value of F2 indicates a strong distinction between generalist (with high degree)
and specialists (with low degree) species.

F2 can be estimated using θ̂N := Uh2

N /Uh1

N where Uh1

N and Uh2

N are the U -
statistics based on the quadruplet kernels h1 and h2 defined as

h1(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi1j2 + Yi2j1Yi2j2),

and

h2(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi1j2 + Yi2j1Yi2j2).

Proposition 3.5. Let θ̂N := Uh2

N /Uh1

N be defined as above. Then√
N

V δ

(
θ̂N − F2

)
D−−−−→

N→∞
N (0, 1), (8)

where

V δ =
1

c

(
F4 + F2(4F 2

2 − F2 − 4F3)
)

(9)

and for all k > 0, Fk :=
∫
fk and Gk :=

∫
gk.
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This result comes from the composition of the asymptotic normality of two
U -statistics. In the following, we show how to obtain equations (8) and (9).
First, we see that E[h1(Y(i1,i2;j1,j2))] = λ2F2 and E[h2(Y(i1,i2;j1,j2))] = λ2. So

applying Theorem 2.7 successively to Uh1

N and Uh2

N gives the following results
(V h1 and V h2 are derived in Lemmas H.3 and H.4):√

N

V h1
(Uh1

N − λ
2F2)

D−−−−→
N→∞

N (0, 1), (10)

and √
N

V h2
(Uh2

N − λ
2)

D−−−−→
N→∞

N (0, 1), (11)

where

V h1 =
λ4

c
(F4 − F 2

2 ) +
4λ4

1− c
F 2

2 (G2 − 1), (12)

and

V h2 =
4λ4

c
(F2 − 1) +

4λ4

1− c
(G2 − 1). (13)

To combine the results (10) and (11), we apply Theorem 2.8 to (h1, h2). We find
that

√
N

((
Uh1

N

Uh2

N

)
−
(
λ2F2

λ2

))
D−−−−→

N→∞
N (0,Σ), (14)

with

Σ =

(
V h1 Ch1,h2

Ch1,h2 V h2

)
,

where Ch1,h2 = 2λ4c−1(F3 − F2) + 4λ4(1 − c)−1F2(G2 − 1). The derivation of
Ch1,h2 is given by Lemma H.5. We suggest two methods to derive the weak
convergence result for θ̂N = Uh1

N /Uh2

N .

First method: the delta-method The first-order Taylor expansion of φ(Uh1

N , Uh2

N ) =

Uh1

N /Uh2

N = θ̂N at the point (Uh1

N , Uh2

N ) = (λ2F2, λ
2) is

θ̂N − F2 = ∇φ(λ2F2, λ
2)T

((
Uh1

N

Uh2

N

)
−
(
λ2F2

λ2

))
+ oP

(∥∥∥∥(Uh1

N

Uh2

N

)
−
(
λ2F2

λ2

)∥∥∥∥)
where ∇φ is the gradient of φ and ∇φ(Uh1

N , Uh2

N )T = (1/Uh2

N ,−Uh1

N /(Uh2

N )2).
As the result of (14), the delta-method (see Chapter 3 of Van der Vaart,

2000) gives equation (8) with

V δ = ∇φ(λ2F2, λ
2)Σ∇φ(λ2F2, λ

2)T =
1

λ4
V h1 − 2F2

λ4
Ch1,h2 +

F 2
2

λ4
,

which is equation (9).
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Second method The delta-method is a generic method that applies to all
differentiable functions φ. However, for our particular case, there is another
way to find the same confidence intervals without using the delta-method. Let
t := (1,−F2)T . One could have noticed that (14) also implies√

N

V t
tT
((

Uh1

N

Uh2

N

)
−
(
λ2F2

λ2

))
D−−−−→

N→∞
N (0, 1),

where V t := tTΣt = V h1 − 2F2C
h1,h2 + F 2

2 V
h2 = λ4V δ. This can be rewritten√

N

V δ
Uh2

N

λ2

(
θ̂N − F2

)
D−−−−→

N→∞
N (0, 1). (15)

Since Uh2

N /λ2 P−−−−→
N→∞

1, then Slutsky’s theorem yields equations (8) and (9).

Confidence intervals In order to exploit equations (8) and (9), we have
to estimate the remaining unknown quantities λ2, G2, F3 and F4. We use the
kernels h3, h4, h5 and h6 listed in Table 1. Using equation (9) and two additional
U -statistics Uh5

N and Uh6

N based on the kernels h5 and h6 defined in Table 1, we

build V̂ δN a consistent estimator for V δ, defined as

V̂ δN =
1

c

(
Uh4

N

(Uh3

N )2
+
Uh1

N

Uh2

N

(
4

(Uh1

N )2

(Uh2

N )2
−
Uh1

N

Uh2

N

− 4
Uh6

N

Uh5

N Uh3

N

))
. (16)

Finally, it follows from Slutsky’s theorem that√
N

V̂ δN

(
θ̂N − F2

)
D−−−−→

N→∞
N (0, 1), (17)

From this result, one can derive the following asymptotic confidence interval at
level α ∈]0, 1[ for F2 using the (1 − α/2)-th percentile q1−α/2 of the standard
normal distribution: for N ≥ 1,

CIδF2
(α,N) =

θ̂N − q1−α/2

√
V̂ δN
N
, θ̂N + q1−α/2

√
V̂ δN
N

 . (18)

Simulations To illustrate this example, we have simulated networks with the
Poisson-BEDD model. We have chosen power functions for f and g, i.e. we
have set αf and αg in [0,+∞[ and f(u) = (αf + 1)uαf and g(v) = (αg + 1)vαg .
Therefore, the values of F2 and G2 can be set by αf and αg. The constant c is set
at 0.5, so we have considered square matrices (m = n). Figure 1 represents the
frequency with which 2 confidence intervals, built with respectively equations (8)
and (17) for α = 0.95, contain the true value of F2. The curve associated with

V δ suggests that
√
N(θ̂N − F2) becomes close to its limiting distribution for
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h h(Y(i1,i2;j1,j2)) E[h(Y(i1,i2;j1,j2))]

h1
1

2
(Yi1j1Yi1j2 + Yi2j1Yi2j2 ) λ2F2

h2
1

2
(Yi1j1Yi2j2 + Yi1j2Yi2j1 ) λ2

h3
1

2
(Yi1j1Yi2j1 + Yi1j2Yi2j2 ) λ2G2

h4
1

2

(
(Y 2
i1j1
− Yi1j1 )(Y 2

i1j2
− Yi1j2 ) + (Y 2

i2j1
− Yi2j1 )(Y 2

i2j2
− Yi2j2 )

)
λ4F4G2

2

h5
1

4
(Yi1j1 + Yi1j2 + Yi2j1 + Yi2j2 ) λ

h6
1

4
(Yi1j1Yi1j2 (Yi1j1 + Yi1j2 − 2) + Yi2j1Yi2j2 (Yi2j1 + Yi2j2 − 2)) λ3F3G2

Table 1
Kernels h1 to h6 and their expectations

N & 250. For smaller values of N , the frequencies are significantly higher than
0.95, so the confidence intervals are slightly larger than they should. The curve
associated with V̂ δN suggests that V̂ δN underestimates V δ, but using Slutsky to

plug in V̂ δN for V δ in (17) still leads to acceptable frequencies that converge when
N grows, especially for N & 250. Figure 2 represents the empirical distribution

of θ̂N for different sizes N . It confirms that
√
N(θ̂N − F2) converges quickly to

a normal distribution with variance V δ.

3.3. Network comparison

In the previous example, the analysis is only carried out on a single network.
In fact, it is easy to extend this framework to network comparison, provided
the networks are independent. Indeed, consider two independent networks Y A

and Y B and we wish to compare their row heterogeneity. Assume that they are
respectively generated by the BEDD parameters ΘA = (λA, fA, gA) and ΘB =
(λB , fB , gB). Then, each network is associated with their respective values FA2
and FB2 . The data consists in two observed networks Y ANA and Y BNB , which are
assumed to be extracted from the first mA (respectively mB) rows and nA
(respectively nB) columns of the infinite matrices YA and YB . We would like to
perform the following test: H0 : FA2 = FB2 vs. H1 : FA2 6= FB2 using the two
observed networks.

General method Let N := NA + NB . Suppose that NA/N −−−−−→
N→+∞

ρ ∈

]0, 1[. Then one can simply notice that δ̂N (Y A, Y B) := θ̂NA(Y A) − θ̂NB (Y B),

where θ̂N (Y ) is the estimator of Proposition 3.5 taken on the matrix Y , is still
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Fig 1. Estimation of F2: Frequency of the confidence intervals that contain the true
value of F2 for different values of N (on a logarithmic scale). For each N ∈
{8, 16, 32, 64, 128, 256, 512, 1024, 2048}, we simulate K = 1000 networks with λ = 1, F2 = 3,

G2 = 2. For each simulated network, we estimate F2 with the estimator θ̂N and at level
α = 0.95, we build the asymptotic confidence intervals from the weak convergence results:
[vdt] built from (8) (true value of V δ) and [vd] built from (17) (estimated value of V δ by

V̂ δN ). The horizontal dashed lines represent the confidence interval at level 0.95 of the fre-
quency Z = X/K, if X follows the binomial distribution with parameters K and α.

asymptotically normal from equation (8)√
N

V (ΘA,ΘB)

(
δ̂N (Y A, Y B)− (FA2 − FB2 )

)
D−−−−→

N→∞
N (0, 1),

with V (ΘA,ΘB) = V δ(ΘA)/ρ+ V δ(ΘB)/(1− ρ) and for BEDD parameters Θ,
V δ(Θ) is given by (9).

Using the estimators V̂ δN stemming from the delta-method (16), we build

V̂N (Y A, Y B) a consistent estimator for V (ΘA,ΘB)

V̂N (Y A, Y B) =
1

ρ
V̂ δN (Y A) +

1

1− ρ
V̂ δN (Y B).

Hence, Slutsky’s theorem ensures that√
N

V̂N (Y A, Y B)

(
δ̂N (Y A, Y B)− (FA2 − FB2 )

)
D−−−−→

N→∞
N (0, 1).

In this example, we consider the statistical test H0 : FA2 = FB2 vs. H1 : FA2 6=
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Fig 2. Estimation of F2: Distribution of θ̂N for different values of N . For each N ∈
{8, 16, 32, 64, 128, 256, 512, 1024, 2048}, we simulate K = 1000 networks with λ = 1, F2 = 3,

G2 = 2. For each simulated network, we estimate F2 with the estimator θ̂N . The empiri-
cal distributions (solid red lines) are interpolated using the density() function from base R
stats package. The dashed curves in blue correspond to the normal distribution densities with
mean F2 = 3 and variance V δ/N . Under each plot, the value of the Kolmogorov-Smirnov test

statistic D between the empirical distribution of θ̂N and the normal distribution with mean
F2 = 3 and variance V δ/N is given. D = supx |Femp(x)−F (x)| where Femp is the empirical

c.d.f. of θ̂N and F (x) the c.d.f. of the normal distribution with mean F2 = 3 and variance
V δ/N .

FB2 . So we use the test statistic

ZN (Y A, Y B) =

√
N

V̂N (Y A, Y B)
δ̂N (Y A, Y B), (19)

for which Slutsky’s theorem applies

ZN (Y A, Y B)−
√

N

V̂N (Y A, Y B)
(FA2 − FB2 )

D−−−−−→
N→+∞

N (0, 1).

Under H0, ZN (Y A, Y B)
D−−−−−→

N→+∞
N (0, 1) which allows us to build asymptotic

acceptance intervals for this test at level α with the (1−α/2)th percentile q1−α/2
of the standard normal distribution:

I(α) = [−q1−α2 , q1−α2 ].
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Simulations Figure 3 shows simulation results for this test. Once again, we
consider networks generated by the Poisson-BEDD model with power law func-
tions f and g. To perform the test, we generate couples of observed networks
(Y ANA , Y

B
NB

) with fixed and identical λA = λB and gA = gB . fA is also fixed, but

we let fB vary by setting the parameter αfB of the power law, which is used to
set FB2 . The empirical power for this test with varying FB2 is evaluated for several
values of N . It is compared with the asymptotic theoretical power ψN (ΘA,ΘB)

for this test. Let µN (ΘA,ΘB) :=
√

N
V (ΘA,ΘB)

(FA2 −FB2 ). If a random variable Z̃N

is such that Z̃N −µN (ΘA,ΘB)
D∼ N (0, 1), then ψN (ΘA,ΘB) = P

(
Z̃N ∈ I(α)

)
,

so it can be computed with

ψN (ΘA,ΘB) = F(ΘA,ΘB)

(
q1−α2

)
− F(ΘA,ΘB)

(
−q1−α2

)
(20)

where F(ΘA,ΘB)(t) is the cumulative distribution function of a Gaussian variable

with mean µN (ΘA,ΘB) and variance 1. We notice that the empirical power be-
comes very close to the asymptotic theoretical power as N grows, which suggests
that this test works well for networks with N & 100.

3.4. Motif frequencies

A motif is a small size subgraph. The frequencies of occurences of motifs (some-
times called network moments, Bickel, Chen and Levina, 2011) are widely used
to analyze binary networks (Pržulj, Corneil and Jurisica, 2004; Picard et al.,
2008; Bhattacharyya and Bickel, 2015; Ouadah, Latouche and Robin, 2021).
Many probabilistic graph models also rely on motif frequencies, such as the Ex-
ponential Random Graph Model (Frank and Strauss, 1986) or the dk -random
graphs (Orsini et al., 2015). For many real networks, one can interpret the fre-
quencies of certain motifs, see examples for transcriptional networks (Shen-Orr
et al., 2002), social networks (Bearman, Moody and Stovel, 2004), evolutionary
trait networks (Przytycka, 2006), ecological food webs (Bascompte and Melián,
2005; Stouffer et al., 2007), ecological mutualistic networks (Baker et al., 2015;
Simmons et al., 2019).

It naturally arises that frequencies of bipartite motifs of size 2 × 2 can be
expressed as quadruplet U -statistics and can be integrated in our framework. If
Y is a binary adjacency matrix, then one can count the motifs using a kernel
and obtain statistical guarantees. For example, the motif represented in Figure 4
can be counted with the kernel

h7(Y(i1,i2;j1,j2)) =
1

4

(
Yi1j1Yi1j2Yi2j1(1− Yi2j2) + Yi1j1Yi1j2Yi2j2(1− Yi2j1)

+ Yi1j1Yi2j1Yi2j2(1− Yi1j2) + Yi1j2Yi2j1Yi2j2(1− Yi1j1)

)
.

Theorem 2.7 shows that the associated U -statistic Uh7

N converges to the the-
oretical frequency T of this motif given the network model and it is asymptoti-
cally normal. Suppose Y ∼ Bernoulli-BEDD(Θ), where Θ = (λ, f, g) are BEDD
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Fig 3. Comparison of F2 for two networks: Power of the test H0 : FA2 = FB2 vs. H1 : FA2 6=
FB2 using the statistic ZN (Y A, Y B) defined by (19). We set λA = λB = 1, GA2 = GB2 = 2,
cA = cB = 0.5. The value of FA2 is fixed at 3. Only N and FB2 will vary. Several values of
FB2 are considered between 1 and 5. For each N ∈ {32, 64, 128, 256, 512, 1024}, for each FB2 ,
we generate K = 200 couple of networks of same size NA = NB = N/2 with respective F2

values FA2 and FB2 . On each couple of networks (Y A, Y B), we compute ZN (Y A, Y B) and
we reject the hypothesis H0 if ZN (Y A, Y B) 6∈ I(α). The empirical power (solid lines) is the
frequency with which the hypothesis is admitted among the K simulations. The theoretical
power (dashed lines) is the function ψN (ΘA,ΘB), which only depends on FB2 since the other
parameters are constant, computed with equation (20).

Fig 4. Motif counted by Uh7
N . The circles and the squares represent the two types of nodes

of a bipartite network. Assuming that the circles correspond to the rows and the squares
to the columns of the adjacency matrix, then the submatrix associated to this subgraph is

Y(1,2;1,2) =

(
1 1
0 1

)
(figure taken from Ouadah, Latouche and Robin, 2021).
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parameters, then √
N

V h7

(
Uh7

N − T (Θ)

)
D−−−−→

N→∞
N (0, 1). (21)

where following derivations given in Lemma H.6, T (Θ) = λ3F2G2(1 − λF2G2)
and

V h7 =
4λ6

c
G2

2

[
λ2F4F

2
2G

2
2 − λF4F2G2 − λF3F

2
2G2 +

1

2
F3F2 +

1

4
F4 +

1

4
F 3

2

]
+

4λ6

1− c
F 2

2

[
λ2G4G

2
2F

2
2 − λG4G2F2 − λG3G

2
2F2 +

1

2
G3G2 +

1

4
G4 +

1

4
G3

2

]
− 4

c(1− c)
(
λ3F2G2(1− λF2G2)

)2
.

The quantities λ, (Fk)k≥1 and (Gk)k≥1 appearing in the expression of the
asymptotic variance V h7 can be consistently estimated using U -statistics of
larger subgraphs. For any (p, q), define the kernel hp,q of submatrices Y(i1,...,ip;j1,...,jq)

of size p× q as follows:

hp,q(Y(i1,...,ip;j1,...,jq)) =

p∏
u=1

q∏
v=1

Yiujv .

Then the U -statistic associated to hp,q is

U
hp,q
N =

(
mN

p

)−1(
nN
q

)−1 ∑
1≤i1<...<ip≤mN

∑
1≤j1<...<jq≤nN

hp,q(Y(i1,...,ip;j1,...,jq)).

Lemma H.7 states that E[h1,q(Y(1;1,...,q))] = λqFq and E[hp,1(Y(1,...,p;1))] =
λpGp. Since Y is a RCE matrix, Kallenberg’s law of large number (Lemma 12

of Kallenberg, 1999) applies to these U -statistics and U
h1,q

N
a.s.−−−−→
N→∞

λqFq and

U
hp,1
N

a.s.−−−−→
N→∞

λpGp.

Using these consistent estimators for λ, and the (Fk)k≥1 and (Gk)k≥1, we
build an example of consistent estimator for V h7

V̂N =
4(U

h2,1

N )2

c

[
U
h1,4

N (U
h1,2

N )2(U
h2,1

N )2

(U
h1,1

N )8
−
U
h1,4

N U
h1,2

N U
h2,1

N

(U
h1,1

N )5
−
U
h1,3

N (U
h1,2

N )2U
h2,1

N

(U
h1,1

N )6

+
1

2

U
h1,3

N U
h1,2

N

(U
h1,1

N )3
+

1

4

(U
h1,4

N )4

(U
h1,1

N )2
+

1

4

(U
h1,2

N )3

(U
h1,1

N )4

]

+
4(U

h1,2

N )2

1− c

[
U
h4,1

N (U
h2,1

N )2(U
h1,2

N )2

(U
h1,1

N )8
−
U
h4,1

N U
h2,1

N U
h1,2

N

(U
h1,1

N )5
−
U
h3,1

N (U
h2,1

N )2U
h1,2

N

(U
h1,1

N )6

+
1

2

U
h3,1

N U
h2,1

N

(U
h1,1

N )3
+

1

4

(U
h4,1

N )4

(U
h1,1

N )2
+

1

4

(U
h2,1

N )3

(U
h1,1

N )4

]

− 4

c(1− c)
(Uh7

N )2.
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This expression may seem complex at first, however it is computationally simple

as one only needs to compute U
hp,1
N for 1 ≤ p ≤ 4 and U

h1,q

N for 1 ≤ q ≤ 4 which
can be easily done (see Appendix I).

From Slutsky’s theorem, it follows that√
N

V̂N

(
Uh7

N − T (Θ)

)
D−−−−→

N→∞
N (0, 1). (22)

This result can be used to build asymptotic confidence intervals for the motif
frequency T (Θ), like in the previous examples of Sections 3.2 and 3.3.

Simulations We simulate networks with the Bernoulli-BEDD model, with
power law functions for f and g, similar to which of previous examples. For αf
and αg in [0,+∞[, f(u) = (αf + 1)uαf and g(v) = (αg + 1)vαg . αf and αg can
be used to set F2 and G2. αf and αg also determine the maximum value for
λ, as we should have λ ≤ λM = (f(1)g(1))−1 = (αf + 1)−1(αg + 1)−1. The c
constant remains at 0.5.

Figure 5 represents the frequency with which the 2 confidence intervals built
from equations (21) and (22) contain the true value of the target motif frequency
T (Θ). We see that as N grows larger than 250, the frequency becomes very close
to 0.95, although the variance is still underestimated until N ≈ 2000. In contrast
to the example of Section 3.2, the frequencies for N smaller than 16 are very
low (0.5 and lower). This is an expected result as the estimator Uh7

N counts
the motifs contained in the networks. The maximum number of motifs in the
network is MN =

(
mN

2

)(
nN
2

)
. For a fixed N , Uh7

N can only take discrete values in(
kM−1

N

)
0≤k≤MN

. The support of Uh7

N is more and more restricted as N becomes

smaller, which makes the empirical distribution of Uh7

N more dissimilar from a
Gaussian distribution.

This is also reflected in Figure 6 as the discrete support still appears very
clearly in the yet smoothed distribution density of Uh7

N for N = 8 and N = 16.
Nevertheless, we see that the empirical distribution converges quickly to a Gaus-
sian distribution, even faster than in the F2 estimation example of Section 3.2,
as the Kolmogorov-Smirnov statistics are smaller if N is larger than 32.

4. Discussion

In this paper, we have proven a weak convergence result for quadruplet U -
statistics over RCE matrices, using a backward martingale approach. We use
the Aldous-Hoover representation of RCE matrices and a Hewitt-Savage type
argument to extend this result and obtain a CLT in the dissociated case. Using
this CLT, we provide a general framework to perform statistical inference on
bipartite exchangeable networks through several examples.

Indeed, U -statistics can be used to build estimators. The advantage of taking
quadruplets is to define functions over several interactions of the same row or
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Fig 5. Motifs count: Frequency of the confidence intervals that contain the theoreti-
cal value T (Θ) for different values of N (on a logarithmic scale). For each N ∈
{8, 16, 32, 64, 128, 256, 512, 1024, 2048}, we simulate K = 1000 networks with F2 = 2, G2 = 2,
λ = 0.9λM . For each simulated network, we determine the motif frequency with the estimator

Uh7
N and at level α = 0.95, we build the asymptotic confidence intervals from the weak con-

vergence results: [vt] built from (21) (true value of V h7) and [v] built from (22) (estimated

value of V h7 by V̂N ). The horizontal dashed lines represent the confidence interval at level
0.95 of the frequency Z = X/K, if X follows the binomial distribution with parameters K
and α.

column. This allows us to extract information on the row and column distribu-
tion. The CLT then guarantees an asymptotic normality result of the estimators,
where the only unknown is their asymptotic variances, which have to be esti-
mated then plugged in with Slutsky’s theorem.

Computational cost One interesting feature of the kernels chosen in Sec-
tion 3 is their computational simplicity. This simplicity comes naturally when
considering quadruplet kernels consisting of small products. Indeed, if we de-
note YN := (Yij)1≤i≤mN ,1≤j≤nN , one can write Uh1

N and Uh2

N used in the F2

estimation example (Sections 3.2 and 3.3) as

Uh1

N =
1

nNmN (mN − 1)

[
|Y TN YN |1 − Tr(Y TN YN )

]
Uh2

N =
1

mN (mN − 1)nN (nN − 1)

[
(|YN |1)2 − |Y TN YN |1 + Tr(Y TN YN )

−|YNY TN |1 + Tr(YNY
T
N )− |Y �2

N |1
]
.

(23)

where Tr is the trace operator. We see that Uh1

N and Uh2

N can be computed
using only basic operations on matrices, which are optimized in most computing
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Fig 6. Motifs count: Distribution of Uh7
N for different values of N . For each N ∈

{8, 16, 32, 64, 128, 256, 512, 1024, 2048}, we simulate K = 1000 networks with F2 = 2, G2 = 2,
λ = 0.9λM . For each simulated network, we determine the motif frequency with the esti-

mator Uh7
N . The empirical distributions (solid red lines) are interpolated using the density()

function from base R stats package. The dashed curves in blue correspond to the normal dis-
tribution densities with mean T (Θ) and variance V h7/N . Under each plot, the value of the

Kolmogorov-Smirnov test statistic D between the empirical distribution of Uh7
N and the nor-

mal distribution with mean T (Θ) and variance V h7/N is given. D = supx |Femp(x)− F (x)|
where Femp is the empirical c.d.f. of Uh7

N and F (x) the c.d.f. of the normal distribution with

mean T (Θ) and variance V h7/N .

software. This can also be said for all the other U -statistics used in this example,
and by extension for the estimators θ̂N and V̂N . Expressions for the remaining
U -statistics are given in Appendix I.

In the motif count example (Section 3.4), the U -statistic Uh7

N can also be
easily computed, despite the hp,q being kernels over submatrices larger than a

quadruplet (at least one dimension greater than 2). The U
hp,q
N U -statistics nor-

mally involve more complex summations but fortunately, we show in Appendix I
that simpler expressions can be found for p = 1 or q = 1.

Other models: graphons We have seen that for a class of BEDD models
(those falling under Assumption 3.3), the quadruplet U -statistics are particu-
larly interesting because a single quadruplet contains all the information of the
model. The Bernoulli-BEDD used in Section 3.4 is an example of model where
this assumption does not hold. Still, one can build estimators, apply Theorem 2.7
and perform statistical inference on this model, like in Section 3.4. In fact, the
only conditions on the model are that it should be RCE and dissociated, i.e.
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it can be written as a bipartite W-graph model (see Section 2.3). For example,
given the W-graph model Yij | ξi, ηj ∼ P(λw(ξi, ηj)) with

∫ ∫
w = 1, one could

have tested if it is of product form, i.e. if w can be written as w(u, v) = f(u)g(v)
(as in the BEDD models). An appropriate kernel for this test would be

h(Y(i1,i2;j1,j2)) =
1

4
Yi1j1Yi2j2(Yi1j1 + Yi2j2 − Yi1j2 − Yi1j2 − 2)

+
1

4
Yi1j2Yi2j1(Yi1j2 + Yi2j1 − Yi1j1 − Yi2j2 − 2)

as E[h(Y(i1,i2;j1,j2))] =
∫ ∫

w(u, v)(w(u, v)−f(u)g(v))dudv with f(u) =
∫
w(u, v)dv

and g(v) =
∫
w(u, v)du and should be equal to 0 if the hypothesis is true.

Extension to larger subgraphs It is legitimate to wonder if one can extend
our framework to U -statistics over submatrices of size different from 2 × 2, for
example Y(i1,...,ip;j1,...,jq) of size p× q, i.e.

UhN =

[(
mN

p

)(
nN
q

)]−1 ∑
1≤i1<...<ip≤mN

∑
1≤j1<...<jq≤nN

h(Y(i1,...,ip;j1,...,jq)).

Such generalization opens up many possibilities by building new estimators.
First, as seen in Section 3.4, in the Bernoulli-BEDD model, the quantities Fk

and Gk cannot be retrieved by a quadruplet for k ≥ 3, but Fk can be retrieved
with subgraphs of size 1× k and Gk with subgraphs of size k × 1. Second, our
framework can also be used to count motifs of size larger that 2 × 2, since the
maximum size of the motifs is determined by the size of the kernel. Finally,
in the row heterogeneity example where we used formula (10) to derive an
asymptotic confidence interval for F2, we notice that one could have estimated
the term λ4F4 appearing in V with a kernel over submatrices of size 1× 4 such
as h(Y(i1;j1,j2,j3,j4)) = Yi1j1Yi1j2Yi1j3Yi1j4 and E[h(Y(i1;j1,j2,j3,j4))] = λ4F4.

Actually, our theorem can be extended to U -statistics over larger subgraphs
under similar conditions. All the steps of our proof can be adapted to U -statistics
of larger subgraphs. These U -statistics are indeed backward martingales and the
equivalent of Propositions D.1 and E.1 require more calculus. As a consequence,
the asymptotic variance also has a different expression. On the one hand, such
an extension would allow more flexibility in the choice of the kernel, hence the
ability to build more complex estimators that are asymptotically normal. On
the other hand, in practice, the computation of such U -statistics may also be
more complex and computationally demanding, whereas simple functions on
quadruplets can easily be expressed with matrix operations.

Degeneracy Degenerate cases are of interest because they are rather com-
mon. The degeneracy depends on the kernels and the distribution of Y . As an
example, assume that one is interested to test H0 : f ≡ 1 vs. H1 : f 6≡ 1
for a Poisson-BEDD model. Under H0, F2 = 1 whereas under H1, F2 > 1.
We plan to use the same estimator of F2 than in Section 3.2. Equation (15) of
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the second method could be also obtained applying Theorem 2.7 to the kernel
h = h1 − F2h2. From equation (9), we see that from that the asymptotic vari-
ance V t = V δ = 0 under H0, since F2 = F3 = F4 = 1. Thus, under H0, this is a
degenerate case and Theorem 2.7 does not apply and the limiting distribution
of a test statistic using this estimator is unidentified.

Theorems 2.5 and 2.7 avoid degeneracy by deliberately excluding the case
where V = 0 almost surely. However, these theorems would remain valid in
degenerate cases. Indeed, if V = 0 almost surely, then Theorems 2.5 and 2.7

would yield
√
N(UhN − Uh∞)

P−−−−→
n→∞

0.

This can be proven to be true. First, notice that from Corollary H.2, V[UhN |F∞] =
V/N + o (1/N), therefore

V[
√
N(UhN − Uh∞)] = NE[V[UhN − Uh∞|F∞]] +NV[E[UhN − Uh∞|F∞]]

= NE[V[UhN |F∞]]

= E[V ] + o (1)

where we denote V[X] the variance of a random variable X and we used the
fact that Cov(UhN , U

h
∞) = Cov(UhN ,E[UhN |F∞]) = V[E[UhN |F∞]] = V[Uh∞]. If

V = 0 almost surely, then V[
√
N(UhN −Uh∞)] = o(1). By Chebyshev’s inequality,

we get
√
N(UhN − Uh∞)

P−−−−→
n→∞

0. Austern and Orbanz (2022) also comes to this

conclusion if η2 = 0 in their Theorem 17. However, they do not explicitly discuss
the implications of this case.

In fact, if V = 0 a.s., the U -statistic is degenerate and the rate of convergence
of UhN − Uh∞ is faster than

√
N . This behaviour is similar to regular U -statistic

of i.i.d. variables as described by Lee (1990) or Arcones and Gine (1992). In the
proof of Lemma H.1, one could go further in the derivation of the covariance
and developed more the content of the o(1/N) term. This would have yielded a
decomposition of the form:

V[UhN |F∞] =
V (1)

N
+
V (2)

N2
+
V (3)

N3
+
V (4)

N4
+ o

(
1

N4

)
,

where V (1) = V of Theorem 2.5 and V (2), V (3) and V (4) are non-negative
F∞-measurable random variables. The derivation of closed-form expressions for
V (2), V (3) and V (4) is possible but out of scope.

If V = V (1) = 0 a.s. but P(V (2) > 0) > 0, then we say that the U -statistic
is degenerate of order 1 and the above formula indicates that the right nor-
malization is N(UhN − Uh∞) instead of

√
N(UhN − Uh∞). We can generalize this

intuition as follows: for 2 ≤ d ≤ 4, if V (d′) = 0 a.s. for all 1 ≤ d′ ≤ d − 1 and
P(V (d) > 0) > 0, then we say that the U -statistic is degenerate of order d − 1

and N
d
2 (UhN−Uh∞) converges in distribution to some random variable. However,

the asymptotic distribution for degenerate U -statistics is not trivial in general.
Even for U -statistics of i.i.d. variables, the limit is very dependent of the kernel
h and it involves combinations of products of independent Gaussian variables
in a form that is not always tractable (Rubin and Vitale, 1980; Lee, 1990).
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Further work might be carried out to investigate the degenerate cases. One
lead is to derive some Hoeffding-type decomposition (see for example Chiang,
Kato and Sasaki, 2021 for jointly and separately exchangeable arrays, Wang,
Pelekis and Ramon, 2015 for kernels of size 2) but for quadruplet kernels taken
on RCE matrices. Hoeffding-type decompositions can help identify the limiting
distribution of degenerate U -statistics, as shown by Lee (1990) and Arcones and
Gine (1992) in the i.i.d. case.

Berry-Esseen Further studies might be carried out to investigate the rate
of convergence of

√
N(UhN − Uh∞) to its limiting distribution. For specific ap-

plications, one can for now rely on simulations to assess how quickly it con-
verges. A possible direction to find theoretical guarantees is the derivation of a
Berry-Esseen-type bound, similar to Austern and Orbanz (2022) in their limit
theorems.

Choice of the optimal kernels It is simple to design new U -statistics using
various kernels. So when it comes to estimate some particular parameter, one
may have the choice between several kernels. Even though they have the same
expectation, not only the asymptotic variances might differ, but their rates of
convergence to their asymptotic distributions can also vary. In addition, one
should remain careful that the derived U -statistics are easily computable. In
conclusion, each kernel does not necessarily lead to the same statistical and
computational guarantees. The art of designing the best estimation procedures
or statistical tests using our approach relies on finding the optimal kernels,
depending on the situation.

Appendix A: Properties of mN and nN

In this appendix, we provide the proofs for Proposition 2.2 and further properties
of the sequences mN and nN defined as mN = 2 + bc(N + 1)c and nN =
2 + b(1− c)(N + 1)c for all N ≥ 1, where c is an irrational number (Definition
2.1).

Proof of Proposition 2.2. The second result stems from the fact that

mN+nN = 4+bc(N+1)c+b(1−c)(N+1)c = 4+bc(N+1)c+b−c(N+1)c+N+1

and bc(N + 1)c+ b−c(N + 1)c = −1 because c(N + 1) is not an integer since c
is irrational. Then, the first result simply follows as

mN

mN + nN
=
bc(N + 1)c+ 2

N + 4
∼
N

c(N + 1) + 2

N + 4
∼
N

cN

N
,

where ∼
N

denotes the asymptotic equivalence when N grows to infinity, i.e. aN ∼
N

bN if and only if aN/bN −→
N→∞

1.
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Proof of Corollary 2.3. As mN and nN are non decreasing, the corollary is a
direct consequence ofmN+nN = 4+N , because thenmN+1+nN+1 = 4+N+1 =
mN + nN + 1.

Definition A.1. We define Bc and B1−c two complementary subsets of N∗ as

Bc = {N ∈ N∗ : mN = mN−1 + 1} and B1−c = {N ∈ N∗ : nN = nN−1 + 1} .

Proposition A.2. Set κc(m) :=
⌊
m−2
c

⌋
and κ1−c(n) :=

⌊
n−2
1−c
⌋
. If N ∈ Bc,

then N = κc(mN ). Similarly, if N ∈ B1−c, then N = κ1−c(nN ).

Proof. Remember that c is an irrational number, so if N ∈ Bc, then

cN + 2 < bcNc+ 3 = mN−1 + 1 = mN = bc(N + 1)c+ 2 < c(N + 1) + 2,

which means that mN−2
c − 1 < N < mN−2

c , thus N =
⌊
mN−2
c

⌋
.

Appendix B: Backward martingales

In this appendix, we recall the definition of decreasing filtrations, backward
martingales and their convergence theorem. The proof of Theorem B.3 can be
found in Doob (1953), Section 7, Theorem 4.2.

Definition B.1. A decreasing filtration is a decreasing sequence of σ-fields
F = (Fn)n≥1, i.e. such that for all n ≥ 1, Fn+1 ⊂ Fn.

Definition B.2. Let F = (Fn)n≥1 be a decreasing filtration and M = (Mn)n≥1

a sequence of integrable random variables adapted to F . (Mn,Fn)n≥1 is a back-
ward martingale if and only if for all n ≥ 1, E[Mn|Fn+1] = Mn+1.

Theorem B.3. Let (Mn,Fn)n≥1 be a backward martingale. Then, (Mn)n≥1 is
uniformly integrable, and, denoting M∞ = E[M1|F∞] where F∞ =

⋂∞
n=1 Fn,

we have
Mn

a.s.,L1−−−−→
n→∞

M∞.

Furthermore, if (Mn)n≥1 is square-integrable, then Mn
L2−−−−→

n→∞
M∞.

Appendix C: Square-integrable backward martingale

In this appendix, we prove Proposition C.1, which states that UhN is a square-
integrable backward martingale.

Proposition C.1. Let Y be a RCE matrix. Let h be a quadruplet kernel such
that E[h(Y(1,2;1,2))

2] < ∞. Let FN = σ
(
(Uhk,l, k ≥ mN , l ≥ nN )

)
and F∞ =⋂∞

N=1 FN . Set Uh∞ := E[h(Y(1,2;1,2))|F∞]. Then (UhN ,FN )N≥1 is a square-integrable

backward martingale and UhN
a.s.,L2−−−−→
N→∞

Uh∞ = E[h(Y(1,2;1,2))|F∞].
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The proof relies on the following lemma.

Lemma C.2. For all 1 ≤ i1 < i2 ≤ mN and 1 ≤ j1 < j2 ≤ nN , E[h(Y(i1,i2;j1,j2))|FN ] =
E[h(Y(1,2;1,2))|FN ].

Proof. In the proof of this lemma, we specify the matrices over which the U -
statistics are taken, i.e. we denote Uhk,l(Y ) instead of Uhk,l the U -statistic of kernel
h and of size k × l computed on Y .

By construction, for all k ≥ mN , l ≥ nN , for all matrix permutation Φ ∈
SmN×SnN (only changing the firstmN rows and nN columns), we have Uhk,l(ΦY ) =

Uhk,l(Y ). Moreover, since Y is RCE, we also have ΦY
D
= Y . Therefore,

ΦY |(Uhk,l(Y ), k ≥ mN , l ≥ nN )
D
= Y |(Uhk,l(Y ), k ≥ mN , l ≥ nN ).

That means that conditionally on FN , the first mN rows and nN columns of Y
are exchangeable and the result to prove follows from this.

Proof of Proposition C.1. First, we remark that as E[h(Y(1,2;1,2))
2] < ∞, then

for all N , E[(UhN )2] < ∞. Thus, the (UhN )N≥1 are square-integrable. Second,
F = (FN )N≥1 is a decreasing filtration and for all N , UhN is FN -measurable.

Now using lemma C.2, we have for all K ≤ N ,

E[UhK |FN ] =

(
mK

2

)−2(
nK
2

)−2 ∑
1≤i1<i2≤mK
1≤j1<j2≤nK

E[h(Y(i1,i2;j1,j2))|FN ]

=

(
mK

2

)−2(
nK
2

)−2 ∑
1≤i1<i2≤mK
1≤j1<j2≤nK

E[h(Y(1,2;1,2))|FN ]

= E[h(Y(1,2;1,2))|FN ],

In particular, E[UhN−1|FN ] = E[UhN |FN ] = UhN , which concludes the proof that

(UhN ,FN )N≥1 is a square-integrable backward martingale. Finally, Theorem B.3

ensures that UhN
a.s.,L2−−−−→
N→∞

Uh∞.

Appendix D: Asymptotic variance

We prove Proposition D.1 which gives the convergence and an expression for
the asymptotic variance. The proof involves some tedious calculations. Before
that, we introduce some notations to make the proof of Proposition D.1 more
readable.

Notation. In this appendix and in Appendix E, we denote

• X{i1,i2;j1,j2} := h(Y(i1,i2;j1,j2)),

• ZNK :=
√
N(UK − UK+1),

• SNK := E[Z2
NK |FK+1],
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• VN :=
∑∞
K=N SNK .

The exchangeability of Y implies that E[X{i1,i2;j1,j2}X{i′1,i′2;j′1,j
′
2}|FK ] only de-

pends on the numbers of rows and columns shared by both [i1, i2; j1, j2] and
[i′1, i

′
2; j′1, j

′
2]. For 0 ≤ p ≤ 2 and 0 ≤ q ≤ 2, we set

c
(p,q)
K := E[X{i1,i2;j1,j2}X{i′1,i′2;j′1,j

′
2}|FK ],

and
c(p,q)∞ := E[X{i1,i2;j1,j2}X{i′1,i′2;j′1,j

′
2}|F∞],

where they share p rows and q columns.

Proposition D.1. VN
P−−−−→

N→∞
V = 4c−1(c

(1,0)
∞ −U2

∞) + 4(1− c)−1(c
(0,1)
∞ −U2

∞).

The proof of Proposition D.1 will be based on the following five lemmas.

Lemma D.2. If K ∈ Bc, then

ZN,K−1 =
√
N

2

mK − 2
(UK − δK),

where

δK = (mK − 1)−1

(
nK
2

)−1 ∑
1≤i1≤mK−1
1≤j1<j2≤nK

X{i1,mK ;j1,j2}.

Proof. Observe that∑
1≤i1<i2≤mK
1≤j1<j2≤nK

X{i1,i2;j1,j2} =
∑

1≤i1<i2≤mK−1
1≤j1<j2≤nK

X{i1,i2;j1,j2}+
∑

1≤i1≤mK−1
1≤j1<j2≤nK

X{i1,mK ;j1,j2}.

(24)
But if K ∈ Bc (see definition A.1), then mK−1 = mK − 1 and nK−1 = nK .
Therefore, equation (24) is equivalent to(

mK

2

)(
nK
2

)
UK =

(
mK − 1

2

)(
nK
2

)
UK−1 + (mK − 1)

(
nK
2

)
δK ,

so

UK−1 =
1

mK − 2
(mKUK − 2δK) .

This concludes the proof since ZN,K−1 =
√
N(UK−1 − UK).

We now calculate SNK in the following lemmas.

Lemma D.3. For all 0 ≤ p ≤ 2 and 0 ≤ q ≤ 2, c
(p,q)
N

a.s.,L1−−−−→
N→∞

c
(p,q)
∞ .

Proof. This follows from the fact that (c
(p,q)
N ,FN )N≥1 is a backward martingale.
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Lemma D.4. If K ∈ Bc, then

SN,K−1 = 4N

(
(nK − 2)(nK − 3)

(mK − 1)(mK − 2)nK(nK − 1)
c
(1,0)
K − 1

(mK − 2)2
U2
K +ψ(K)

)
,

where ψ does not depend on N and ψ(K) = o(m−2
K ).

Proof. Because of Lemma D.2 and the FK-measurability of UK ,

SN,K−1 =
4N

(mK − 2)2
(E[δ2

K |FK ] + U2
K − 2UKE[δK |FK ]).

First, Lemma C.2 implies that

E[δK |FK ] = UK .

Then, we can calculate

E[δ2
K |FK ] = (mK−1)−2

(
nK
2

)−2 ∑
1≤i1≤mK−1
1≤j1<j2≤nK

∑
1≤i′1≤mK−1

1≤j′1<j
′
2≤nK

E[X{i1,mK ;j1,j2}X{i′1,mK ;j′1,j
′
2}|FK ].

Each term of the sum only depends on the number of rows and columns the
quadruplets in X{i1,mK ;j1,j2} and X{i′1,mK ;j′1,j

′
2} have in common. For example,

if they share p rows and q columns, it is equal to c
(p,q)
K . So by breaking down

the different cases for p and q, we may count the number of possibilities. For
example, if (p, q) = (1, 2), then the number of possibilities is (mK − 1)(mK −
2)
(
nK
2

)
. This gives

E[δ2
K |FK ] = (mK − 1)−1

(
nK
2

)−1{
1

2
(mK − 2)(nK − 2)(nK − 3)c

(1,0)
K + 2(mK − 2)(nK − 2)c

(1,1)
K

+ (mK − 2)c
(1,2)
K +

1

2
(nK − 2)(nK − 3)c

(2,0)
K + 2(nK − 2)c

(2,1)
K + c

(2,2)
K

}
.

Finally, setting

ψ(K) := (mK − 1)−3

(
nK
2

)−1{
2(mK − 2)(nK − 2)c

(1,1)
K + (mK − 2)c

(1,2)
K

+
1

2
(nK − 2)(nK − 3)c

(2,0)
K + 2(nK − 2)c

(2,1)
K + c

(2,2)
K

}
,

we obtain the desired result, with ψ(K) = o(m−2
K ) since mK

c ∼K
nK
1−c ∼K K.

Remark. In the case where K ∈ B1−c, the equivalent formulas to those of Lem-
mas D.2 and D.4 are derived from similar proofs. If K ∈ B1−c, then

ZN,K−1 =
√
N

2

nK − 2
(UK − γK),
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where

γK = (nK − 1)−1

(
mK

2

)−1 ∑
1≤i1<i2≤mK
1≤j1≤nK−1

X{i1,i2;j1,nK},

and

SN,K−1 = 4N

(
(mK − 2)(mK − 3)

(nK − 1)(nK − 2)mK(mK − 1)
c
(0,1)
K − 1

(nK − 2)2
U2
K + ϕ(K)

)
,

where ϕ does not depend on N and ϕ(K) = o(n−2
K ).

Lemma D.5. Let (Rn)n≥1 be a sequence of random variables and (λn)n≥1 a
sequence of real positive numbers. Set Cn := n

∑∞
k=n λkRk. If

• n
∑∞
k=n λk −−−−→n→∞

1, and

• there exists a random variable R∞ such that Rn
a.s.−−−−→
n→∞

R∞,

then Cn
a.s.−−−−→
n→∞

R∞. Furthermore, if Rn
L1−−−−→

n→∞
R∞, then Cn

L1−−−−→
n→∞

R∞.

Proof. Notice that

|Cn −R∞| =
∣∣n ∞∑

k=n

λkRk −R∞
∣∣

≤
∣∣n ∞∑

k=n

λkRk − n
∞∑
k=n

λkR∞
∣∣+
∣∣n ∞∑

k=n

λkR∞ −R∞
∣∣

≤
(
n

∞∑
k=n

λk

)
× sup
k≥n
|Rk −R∞|+

∣∣n ∞∑
k=n

λk − 1
∣∣× |R∞|.

If n
∑∞
k=n λk −−−−→n→∞

1 and Rn
a.s.−−−−→
n→∞

R∞, then for all ω fixed except a set of

neglectable size, Cn(ω) −−−−→
n→∞

R∞(ω), which gives the a.s. convergence. Now,

consider also that

E
[
|Cn −R∞|

]
≤ n

∞∑
k=n

λkE
[
|Rk −R∞|

]
+
∣∣n ∞∑

k=n

λk − 1
∣∣E[|R∞|]

≤
(
n

∞∑
k=n

λk

)
× sup
k≥n

E
[
|Rk −R∞|

]
+
∣∣n ∞∑

k=n

λk − 1
∣∣E[|R∞|].

So ifRn
L1−−−−→

n→∞
R∞, then E

[
|Rn−R∞|

] L1−−−−→
n→∞

0 and supk≥n E
[
|Rk−R∞|

] L1−−−−→
n→∞

0. Since n
∑∞
k=n λk −−−−→n→∞

1, the first term converges to 0, and the second term

too because E
[
|R∞|

]
<∞. Finally, E

[
|Cn −R∞|

]
−−−−→
n→∞

0.

Lemma D.6. Let (Qn)n≥1 be a sequence of random variables. Set Cn :=

n
∑∞
k=nQk. If there exists a random variable C∞ such that n2Qn

a.s.−−−−→
n→∞

C∞,

then Cn
a.s.−−−−→
n→∞

C∞. Furthermore, if n2Qn
L1−−−−→

n→∞
C∞, then Cn

L1−−−−→
n→∞

C∞.
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Proof. This is a direct application of Lemma D.5, where Rn := n2Qn and λn :=
n−2, as n

∑∞
k=n k

−2 −−−−→
n→∞

1.

Proof of Proposition D.1. Recall that from Corollary 2.3, Bc and B1−c form a
partition of the set of the positive integers N∗, so that we can write

VN = V
(c)
N + V

(1−c)
N ,

where V
(c)
N =

∑∞
K=N+1
K∈Bc

SN,K−1 and V
(1−c)
N =

∑∞
K=N+1
K∈B1−c

SN,K−1. Here, we only

detail the computation of V
(c)
N , as one can proceed analogously with V

(1−c)
N .

In V
(c)
N , the sum is over the K ∈ Bc. So, from Lemma D.4,

SN,K−1 = 4N

(
(nK − 2)(nK − 3)

(mK − 1)(mK − 2)nK(nK − 1)
c
(1,0)
K − 1

(mK − 2)2
U2
K +ψ(K)

)
.

Now we use Proposition A.2 to replace K with κc(mK) =
⌊
mK−2
c

⌋
and

SN,κc(mK)−1 = 4N

(
(κc(mK)−mK + 2)(κc(mK)−mK + 1)

(mK − 1)(mK − 2)(κc(mK)−mK + 4)(κc(mK)−mK + 3)
c
(1,0)
κc(mK)

− 1

(mK − 2)2
U2
κc(mK) + ψ(κc(mK))

)
.

Therefore, because for all K ∈ Bc we have mK = mK−1 + 1, we can then
transform the sum over K into a sum over m and

V
(c)
N =

∞∑
K=N+1
K∈Bc

SN,K−1 =

∞∑
m=mN+1

SN,κc(m)−1 = N

∞∑
m=mN+1

Rm,

where Rm := SN,κc(m)−1/N , i.e.

Rm =
4(κc(m)−m+ 2)(κc(m)−m+ 1)

(m− 1)(m− 2)(κc(m)−m+ 4)(κc(m)−m+ 3)
c
(1,0)
κc(m) −

4

(m− 2)2
U2
κc(m) + 4ψ(κc(m)).

But we notice that since ψ(κc(m)) = o(m−2), then Lemma D.3 and Propo-
sition C.1 give for all N ,

m2Rm
a.s.,L1−−−−→
m→∞

4(c(1,0)
∞ − U2

∞).

And since mN+1

N −−−−→
N→∞

c from Proposition 2.2, we find with Lemma D.6 that

V
(c)
N =

N

mN+1
×mN+1

∞∑
m=mN+1

Rm
a.s.,L1−−−−→
N→∞

4

c
(c(1,0)
∞ − U2

∞).

We can proceed likewise with V
(1−c)
N , where all the terms have K ∈ B1−c, to

get

V
(1−c)
N

a.s.,L1−−−−→
N→∞

4

1− c
(c(0,1)
∞ − U2

∞),
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which finally gives

VN = V
(c)
N + V

(1−c)
N

a.s.,L1−−−−→
N→∞

V :=
4

c
(c(1,0)
∞ − U2

∞) +
4

1− c
(c(0,1)
∞ − U2

∞).

Appendix E: Conditional Lindeberg condition

We verify the conditional Lindeberg condition as stated by Proposition E.1. We
use the notations defined in Appendix D.

Proposition E.1. Let ε > 0. Then the conditional Lindeberg condition is sat-
isfied:

∞∑
K=N

E
[
Z2
NK1{|ZNK |>ε}

∣∣FK+1

] P−−−−→
N→∞

0

The proof relies on the four following lemmas.

Lemma E.2. Let (Qn)n≥1 be a sequence of random variables. Set Cn :=

n
∑∞
k=nQk. If n2E

[
|Qn|

]
−−−−→
n→∞

0, then Cn
P−−−−→

n→∞
0.

Proof. Lemma D.6 and the triangular inequality give E
[
|Cn|

]
≤ n

∑∞
k=n E

[
|Qk|

]
−−−−→
n→∞

0. Let some ε > 0, then Markov’s inequality ensures that

P(|Cn| > ε) ≤
E
[
|Cn|

]
ε

−−−−→
n→∞

0.

Lemma E.3. For sequences of random variables Un and sets Bn, if Un
L2−−−−→

n→∞
U

and 1(Bn)
P−−−−→

n→∞
0, then E[U2

n1(Bn)] −−−−→
n→∞

0.

Proof. Note that for all n, a > 0,

E
[
U2
n1(Bn)

]
= E

[
U2
n1(Bn)1(U2

n > a)
]

+ E
[
U2
n1(Bn)1(U2

n ≤ a)
]

≤ E
[
U2
n1(U2

n > a)
]

+ E
[
a1(Bn)

]
≤ E

[
U2
n1(U2

n > a)
]

+ aP(Bn)

Let ε > 0. Un
L2−−−−→

n→∞
U , so (U2

n)n≥1 is uniformly integrable and there exists

a > 0 such that E[U2
n1(U2

n > a)] ≤ supk E[U2
k1(U2

k > a)] ≤ ε
2 . Moreover,

1(Bn)
P−−−−→

n→∞
0, which translates to P(Bn) −−−−→

n→∞
0 and there exists an integer

n0 such that for all n > n0, P(Bn) ≤ ε
2a . Choosing such a real number a, we can

always find an integer n0 such that for n > n0, we have E[U2
n1(Bn)] ≤ ε.
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Lemma E.4. For sequences of random variables Mn and sets Bn, if (Mn)n≥1

is a backward martingale with respect to some filtration and 1(Bn)
P−−−−→

n→∞
0,

then E[Mn1(Bn)] −−−−→
n→∞

0.

Proof. We notice that from Theorem B.3, (Mn)n≥1 is uniformly integrable, then
the proof is similar to that of Lemma E.3.

Lemma E.5. Set AK := m−1
K

(
nK
2

)−1∑
2≤i2≤mK+1
1≤j1<j2≤nK

X{1,i2;j1,j2}. If K ∈ Bc,

then AK
D
= δK ,where δK is defined in Lemma D.2.

Proof. Remember that if K ∈ Bc (see Definition A.1), then by symmetry of

h, δK = (mK −1)−1
(
nK
2

)−1 ∑
1≤i2≤mK−1
1≤j1<j2≤nK

X{mK ,i2;j1,j2}. The exchangeability of Y

says that all permutations on the rows and the columns of Y leave its distribution
unchanged, hence for all (σ1, σ2) ∈ SmK × SnK , we have

δK
L
= (mK − 1)−1

(
nK
2

)−1 ∑
1≤i2≤mK−1
1≤j1<j2≤nK

X{σ1(mK),σ1(i2);σ2(j1),σ2(j2)}.

Consider σ2 to be the identity and σ1 ∈ SmK the permutation defined by:

• σ1(i) = i+ 1 if i < mK ,
• σ1(mK) = 1,
• σ1(i) = i if i > mK .

Then AK = (mK − 1)−1
(
nK
2

)−1 ∑
1≤i2≤mK−1
1≤j1<j2≤nK

X{σ1(mK),σ1(i2);σ2(j1),σ2(j2)}, hence

AK
L
= δK .

Proof of Proposition E.1. Similarly to the proof of the Proposition D.1, we can
verify the conditional Lindeberg condition by decomposing the sum along with
K + 1 ∈ Bc and K + 1 ∈ B1−c (Corollary 2.3), so here we only consider∑∞
K=N+1
K∈Bc

E
[
Z2
N,K−11{|ZN,K−1|>ε}|FK

]
.

Like previously, using Proposition A.2, we can transform the sum over K into
a sum over m:

∞∑
K=N+1
K∈Bc

E
[
Z2
N,K−11{|ZN,K−1|>ε}|FK

]
=

∞∑
m=mN+1

E
[
Z2
N,κc(m)−11{|ZN,κc(m)−1|>ε}|Fκc(m)

]
,

where κc(m) = bm−2
c c.
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We remark that for m ≥ mN+1 = mN + 1 > c(N + 1) + 2,

1{|ZN,κc(m)−1|>ε} ≤ 1{ 2
√
N

m−2 |Uκc(m)−δκc(m)|>ε
}

≤ 1{
|Uκc(m)−δκc(m)|> m−2

2

√
m−2
c

ε
}

≤ 1{
|Uκc(m)|>

√
c(m−2)

4 ε
} + 1{

|δκc(m)|>
√
c(m−2)

4 ε
}.

So, using the identity (Uκc(m) − δκc(m))
2 ≤ 2(U2

κc(m) + δ2
κc(m)), we get for m ≥

mN+1,

E
[
Z2
N,κc(m)−11{|ZN,κc(m)−1|>ε}|Fκc(m)

]
≤ 8N

(m− 2)2
E
[
(U2

κc(m) + δ2
κc(m))

(
1{
|Uκc(m)|>

√
c(m−2)

4 ε
} + 1{

|δκc(m)|>
√
c(m−2)

4 ε
})∣∣∣∣Fκc(m)

]
.

This inequality and Lemma E.2 imply that a sufficient condition to have the
conditional Lindeberg condition is

E
[
(U2

κc(m) + δ2
κc(m))

(
1{
|Uκc(m)|>

√
c(m−2)

4 ε
} + 1{

|δκc(m)|>
√
c(m−2)

4 ε
})] −−−−→

m→∞
0.

(25)
Next, we prove that this condition is satisfied.

First, note that

P

(
|Uκc(m)| >

√
c(m− 2)

4
ε

)
≤

4E[|Uκc(m)|]
ε
√
c(m− 2)

−−−−→
m→∞

0

and

P

(
|δκc(m)| >

√
c(m− 2)

4
ε

)
≤

4E[|δκc(m)|]
ε
√
c(m− 2)

−−−−→
m→∞

0.

Now, remember that from Proposition C.1, UK
L2−−−−→

K→∞
U∞, therefore Uκc(m)

L2−−−−→
m→∞

U∞ and Lemma E.3 can be applied, which gives

E
[
U2
κc(m)

(
1{
|Uκc(m)|>

√
c(m−2)

4 ε
} + 1{

|δκc(m)|>
√
c(m−2)

4 ε
})] −−−−→

m→∞
0. (26)

Likewise, we calculated E[δ2
K |FK ] in the proof of Lemma D.4. The application

of Lemma D.3 shows that E[δ2
κc(m)|Fκc(m)] is a backward martingale. It follows

from Lemma E.4 that

E
[
δ2
κc(m)1

{
|Uκc(m)|>

√
c(m−2)

4 ε
}] = E

[
E[δ2

κc(m)|Fκc(m)]1{|Uκc(m)|>
√
c(m−2)

4 ε
}] −−−−→

m→∞
0.

(27)
Finally, applying Lemma E.5, we obtain

E
[
δ2
κc(m)1

{
|δκc(m)|>

√
c(m−2)

4 ε
}] = E

[
A2
κc(m)1

{
|Aκc(m)|>

√
c(m−2)

4 ε
}], (28)
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where AK = m−1
K

(
nK
2

)−1∑
2≤i2≤mK+1
1≤j1<j2≤nK

X{1,i2;j1,j2}. Using similar arguments

as in the proof of Proposition C.1, it can be shown that AK is a square in-
tegrable backward martingale with respect to the decreasing filtration FAK =
σ(AK , AK+1, ...). Therefore, Theorem B.3 ensures that there exists A∞ such

thatAK
L2−−−−→

K→∞
A∞. This proves thatAκc(m)

L2−−−−→
m→∞

A∞, so applying Lemma E.3

again, we obtain

E
[
A2
κc(m)1

{
|Aκc(m)|>

√
c(m−2)

4 ε
}] −−−−→

m→∞
0. (29)

Combining (26), (27), (28) and (29), we deduce that the sufficient condi-
tion (25) is satisfied, thus concluding the proof.

Appendix F: Hewitt-Savage theorem

Proof of Theorem 2.13. This proof adapts the steps taken by Feller (1971) and
detailed by Durrett (2019) to our case. Let A ∈ E∞.

First, let AN = σ
(
(ξi)1≤i≤mN , (ηj)1≤j≤nN , (ζij)1≤i≤mN ,1≤j≤nN

)
, the σ-field

generated by the random variables associated with the first mN rows and nN
columns. Notice that A ∈ A :=

⋂∞
n=1AN . Since A is the limit of AN , then

for all ε > 0, there exists a N and an associated set AN ∈ AN such that
P(A−A∩AN ) < ε and P(AN −A∩AN ) < ε, so that P(A∆AN ) < 2ε, where ∆
is the symmetric difference operator, i.e. B∆C = (B−C)∪ (C−B). Therefore,
we can pick a sequence of sets AN such that P(A∆AN ) −→ 0.

Next, we consider the row-column permutation Φ(N) = (σ
(N)
1 , σ

(N)
2 ) ∈ SmN ×

SnN defined by

σ
(N)
1 (i) =


i+mN if 1 ≤ i ≤ mN ,

i−mN if mN + 1 ≤ i ≤ 2mN ,

i if 2mN + 1 ≤ i.

σ
(N)
2 (j) =


j + nN if 1 ≤ j ≤ nN ,
j − nN if nN + 1 ≤ j ≤ 2nN ,

j if 2nN + 1 ≤ j.

Since A ∈ E∞, by the definition of E∞, it follows that{
ω : Φ(N)ω ∈ A

}
= {ω : ω ∈ A} = A.

Using this, if we denote A′N :=
{
ω : Φ(N)ω ∈ AN

}
, then we can write that{

ω : Φ(N)ω ∈ AN∆A
}

= {ω : ω ∈ A′N∆A} = A′N∆A.
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Furthermore, the (ξi)1≤i<∞, (ηj)1≤j<∞ and (ζij)1≤i<∞,1≤j<∞ are i.i.d., so

P(AN∆A) = P(ω : ω ∈ AN∆A) = P(ω : Φ(N)ω ∈ AN∆A).

and we conclude that P(A′N∆A) = P(AN∆A) −→ 0.
From this, we derive that P(AN ) −→ P(A) and P(A′N ) −→ P(A). We also

remark that P(AN∆A′N ) ≤ P(AN∆A) + P(A′N∆A) −→ 0, so P(AN ∩ A′N ) −→
P(A).

ButAN andA′N are independent, so we have P(AN∩A′N ) = P(AN )P(A′N ) −→
P(A)2, therefore P(A) = P(A)2, which means that P(A) = 0 or 1.

Appendix G: Identifiability of the BEDD model

G.1. Proof of Theorem 3.2

First, we define the generalized inverse of a cumulative distribution function and
we prove some useful properties. We need Lemma G.3 to prove Theorem 3.2.

Definition G.1. For any increasing, bounded, càdlàg function t : R → R, we
define its generalized inverse by t−1 : R→ R as follows:

t−1(x) = inf{u ∈ R : t(u) > x}.

Lemma G.2 (de La Fortelle, 2020, Proposition 2.2.). Let t be an increasing,
bounded, càdlàg function. Then (t−1)−1 = t.

Lemma G.3. Let U be a random variable such that U ∼ U [0, 1]. Let D = f(U),
where f is an increasing, bounded, càdlàg function. Let f̃ be the cumulative
distribution function of D. Then f−1 = f̃ and f̃−1 = f .

Proof. Since f is right-continuous, for all x ∈ R, P(f(U) ≤ x) = inf{u ∈ [0, 1] :
f(u) > x} so that means f̃ = f−1 according to Definition G.1, so the first
equation is proven. Also Lemma G.2 ensures that f = (f−1)−1 = f̃−1, which
concludes the proof of this lemma.

In addition, we also need the following lemma to prove Theorem 3.2.

Lemma G.4. Let D be a random variable such for all k ∈ N, E[Dk] ≤ αk,
for some α > 0. Then, the distribution of D is uniquely characterized by its
moments.

Proof. We show that the exponential generating series of the moments of D

M(r) =
∑∞
k=1 E[Dk] r

k

k! has a positive radius of convergence.
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Using the fact that k!/kk −−−−→
k→∞

1 and that E[Dk] ≤ αk for all k ∈ N, we see

that

lim sup
k→∞

(
E[Dk]

k!

) 1
k

= lim sup
k→∞

E[Dk]
1
k

k

≤ α lim sup
k→∞

1

k

<∞.

So by the Cauchy-Hadamard’s theorem, the series
∑
k

E[Dk]rk

k! converges for any
r > 0, which is a sufficient condition so that D is determined by its moments
(E[Dk])k≥1 (see Section 9.2, Theorem 2 of Billingsley (1995)).

Using Lemmas G.3 and G.4, we can finally prove Theorem 3.2.

Proof of Theorem 3.2. Let Θ = (λ, f, g) be BEDD parameters. Here, we prove
that f is uniquely characterised by (Fk)k≥1. In order to do that, we introduce a
random variable D which both has moments (Fk)k≥1 and f as the generalized
inverse of its cumulative distribution function (Definition G.1). We show that
D is uniquely characterised by f and then, by its moments.

1. Let U be a random variable such that U ∼ U [0, 1]. Let D = f(U). For all
k ≥ 1, E[Dk] = Fk.

2. Since f is bounded, we notice that for all k ∈ N, Fk =
∫
fk ≤ sup[0,1] f

k =

‖f‖k∞, therefore E[Dk] ≤ ‖f‖k∞.
So Lemma G.4 ensures that the distribution of D is uniquely characterised
by its moments (Fk)k≥1.

3. Now, for some other increasing, bounded, càdlàg function f∗. Let D∗ =
f∗(U) and f̃∗ its cumulative distribution function. IfD ∼ D∗, then f̃ = f̃∗.
Therefore, using the generalized inverse (Definition G.1), we have f̃−1 =
(f̃∗)−1. Finally, Lemma G.3 implies that f = f∗. Thus, the distribution
of D is uniquely characterised by f .

We can conclude by stating that the moments (Fk)k≥1 of D are then uniquely
characterised by f .

By symmetry, the same follows for g and (Gk)k≥1.

G.2. Proof of Theorem 3.4

Theorem 3.4 is proven by induction using two lemmas.

Lemma G.5. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ L-BEDD(Θ).
For all i ∈ N and for all (j1, j2) ∈ N2 such that j1 6= j2,

E[Ψk(Yij1)× Yij2 ] = λk+1Fk+1Gk.
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Proof. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ L-BEDD(Θ), for any
i ∈ N and (j1, j2) ∈ N2 such that j1 6= j2,

E[Ψk(Yij1)× Yij2 ] = E
[
E[Ψk(Yij1)× Yij2 |ξi, ηj1 , ηj2 ]

]
= E

[
E[Ψk(Yij1)|ξi, ηj1 ]× E[Yij2 |ξi, ηj2 ]

]
= E

[
λkf(ξi)

kg(ηj1)k × λf(ξi)g(ηj2)
]

= λk+1E
[
f(ξi)

k+1
]
E
[
g(ηj1)k

]
E
[
g(ηj2)

]
= λk+1Fk+1Gk.

Lemma G.6. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ BEDD(Θ). For
all (i1, i2) ∈ N2 such that i1 6= i2 and for all j ∈ N,

E[Ψk(Yi1j1)× Yi2j1 ] = λk+1FkGk+1.

Proof. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ L-BEDD(Θ), for any
(i1, i2) ∈ N2 such that i1 6= i2 and for any j ∈ N,

E[Ψk(Yi1j)× Yi2j ] = E
[
E[Ψk(Yi1j)× Yi2j |ξi1 , ξi2 , ηj ]

]
= E

[
E[Ψk(Yi1j)|ξi1 , ηj ]× E[Yi2j |ξi2 , ηj ]

]
= E

[
λkf(ξi1)kg(ηj)

k × λf(ξi2)g(ηj)
]

= λk+1E
[
f(ξi1)k

]
E
[
f(ξi2)

]
E
[
g(ηj)

k+1
]

= λk+1FkGk+1.

Proof of Theorem 3.4. Let Θ = (λ, f, g) be BEDD parameters and Y ∼ L-BEDD(Θ).
Let Y(i1,i2;j1,j2) be a quadruplet of Y . Since Assumption 3.3 holds, we set the

(Ψk)k≥1 such that E[Ψk(X)] = µk for all k ∈ N. We know that E[Yi1j1 ] = λ.

• First, recall that F1 = G1 = 1.
• Then, having recovered λ and all the F`, G` for 1 ≤ ` ≤ k, we can recover
Fk+1 and Gk+1 as from Lemmas G.5 and G.6,

Fk+1 = λ−(k+1)G−1
k E[Ψk(Yi1j1)× Yi1j2 ]

Gk+1 = λ−(k+1)F−1
k E[Ψk(Yi1j1)× Yi2j1 ]

Then, the theorem is proven by induction.

Appendix H: Derivation of variances

In this section, we derive a general formula for the covariance of two U -statistics
and then we derive asymptotic variances for specific kernels used in Section 3.
We denote for any k > 0, Fk :=

∫
fk and Gk :=

∫
gk.
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Lemma H.1. Let Y be a RCE matrix. Let h1 and h2 be two quadruplet ker-
nels. Let Uh1

N := Uh1
mN ,nN and Uh2

N := Uh2
mN ,nN , defined by Formula (4) and

Definition 2.1. For any σ-field F ,

Cov(Uh1

N , Uh2

N |F) =
4

cN
Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4))|F)

+
4

(1− c)N
Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))|F) + o

(
1

N

)
.

Proof. Similar to the proof of Lemma D.4, using the exchangeability of the
quadruplets, we deduce that

Cov(Uh1

N , Uh2

N |F) =

(
mN

2

)−2(
nN
2

)−2

Cov

 ∑
1≤i1<i2≤mN
1≤j1<j2≤nN

h1(Y(i1,i2;j1,j2)),
∑

1≤i1<i2≤mN
1≤j1<j2≤nN

h2(Y(i1,i2;j1,j2))

∣∣∣∣∣F
 ,

=

(
mN

2

)−2(
nN
2

)−2 ∑
1≤i1<i2≤mN
1≤j1<j2≤nN

∑
1≤i′1<i

′
2≤mN

1≤j′1<j
′
2≤nN

Cov(h1(Y(i1,i2;j1,j2)), h2(Y(i′1,i
′
2;j′1,j

′
2))|F),

=

(
mN

2

)−1(
nN
2

)−1 ∑
1≤i′1<i

′
2≤mN

1≤j′1<j
′
2≤nN

Cov(h1(Y(1,2;1,2)), h2(Y(i′1,i
′
2;j′1,j

′
2))|F),

=

(
mN

2

)−1(
nN
2

)−1(
(mN − 2)(nN − 2)(nN − 3)Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4))|F)

+ (mN − 2)(mN − 3)(nN − 2)Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))|F)

+ o(mNn
2
N ) + o(m2

NnN )

)
,

=
4

c2(1− c)2N4

(
c(1− c)2N3Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4))|F)

+ c2(1− c)N3Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))|F) + o(N3)

)
,

=
4

cN
Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4))|F)

+
4

(1− c)N
Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))|F) + o

(
1

N

)
.

Corollary H.2. Let Y be a RCE matrix. Let h1 and h2 be two quadruplet
kernels. Let Uh1

N := Uh1
mN ,nN and Uh2

N := Uh2
mN ,nN , defined by Formula (4) and
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Definition 2.1. For any σ-field F ,

V[UhN |F ] =
4

cN
Cov(h(Y(1,2;1,2)), h(Y(1,3;3,4))|F)

+
4

(1− c)N
Cov(h(Y(1,2;1,2)), h(Y(3,4;1,3))|F) + o

(
1

N

)
.

Lemma H.3. Let Y be a RCE matrix generated by the Poisson-BEDD model,
with density λ and degree functions f and g. Let h be a quadruplet kernel defined
by

h(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi1j2 + Yi2j1Yi2j2),

then a closed-form expression for V of Theorem 2.7 is

V =
λ4

c
(F4 − F 2

2 ) +
4λ4

1− c
F 2

2 (G2 − 1).

Proof. Using the fact that the (Yij)(i,j)∈N2 are independent conditionally on
ξ = (xii)i∈N and η = (ηj)j∈N, we find that

Cov
(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

)
=

1

4
Cov

(
Y11Y12 + Y21Y22, Y13Y14 + Y33Y34

)
,

=
1

4
Cov

(
Y11Y12, Y13Y14

)
,

=
1

4
(E[Y11Y12Y13Y14]− E[Y11Y12]E[Y13Y14]) ,

=
1

4

(
E[Y11Y12Y13Y14]− E[Y11Y12]2

)
,

=
1

4

(
E[E[Y11Y12Y13Y14|ξ, η]]− E[E[Y11Y12|ξ, η]]2

)
,

=
1

4

(
E[λ4f(ξ1)4g(η1)g(η2)g(η3)g(η4)]− E[λ2f(ξ1)2g(η1)g(η2)]2

)
,

=
λ4

4
(F4 − F 2

2 ),

and

Cov
(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

)
=

1

4
Cov

(
Y11Y12 + Y21Y22, Y31Y33 + Y41Y43

)
,

=
1

4
× 4Cov

(
Y11Y12, Y31Y33

)
,

= E[Y11Y12Y31Y33]− E[Y11Y12]E[Y31Y33],

= E[Y11Y12Y31Y33]− E[Y11Y12]2,

= E[E[Y11Y12Y31Y33|ξ, η]]− E[E[Y11Y12|ξ, η]]2,

= E[λ4f(ξ1)2f(ξ3)2g(η1)2g(η2)g(η3)]− E[λ2f(ξ1)2g(η1)g(η2)]2,

= λ4(F 2
2G2 − F 2

2 ),

= λ4F 2
2 (G2 − 1).
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The proof is concluded injecting these results in the expression of V = 4
cCov

(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

)
+

4
1−cCov

(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

)
given by Theorem 2.7.

Lemma H.4. Let Y be a RCE matrix generated by the Poisson-BEDD model,
with density λ and degree functions f and g. Let h be a quadruplet kernel defined
by

h(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi2j2 + Yi1j2Yi2j1),

then a closed-form expression for V of Theorem 2.7 is

V =
4λ4

c
(F2 − 1) +

4λ4

1− c
(G2 − 1).

Proof. Using the fact that the (Yij)(i,j)∈N2 are independent conditionally on
ξ = (ξi)i∈N and η = (ηj)j∈N, we find that

Cov
(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

)
=

1

4
Cov

(
Y11Y22 + Y12Y21, Y13Y34 + Y14Y33

)
,

=
1

4
× 4Cov

(
Y11Y22, Y13Y34

)
,

= E[Y11Y22Y13Y34]− E[Y11Y22]E[Y13Y34],

= E[Y11Y22Y13Y34]− E[Y11Y22]2,

= E[E[Y11Y22Y13Y34|ξ, η]]− E[E[Y11Y22|ξ, η]]2,

= E[λ4f(ξ1)2f(ξ2)f(ξ3)g(η1)g(η2)g(η3)g(η4)]− E[λ2f(ξ1)f(ξ2)g(η1)g(η2)]2,

= λ4(F2 − 1),

and

Cov
(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

)
=

1

4
Cov

(
Y11Y22 + Y12Y21, Y31Y43 + Y33Y41

)
,

=
1

4
× 4Cov

(
Y11Y22, Y31Y43

)
,

= E[Y11Y22Y31Y43]− E[Y11Y22]E[Y31Y43],

= E[Y11Y22Y31Y43]− E[Y11Y22]2,

= E[E[Y11Y22Y31Y43|ξ, η]]− E[E[Y11Y22|ξ, η]]2,

= E[λ4f(ξ1)f(ξ2)f(ξ3)f(ξ4)g(η1)2g(η2)g(η3)]− E[λ2f(ξ1)f(ξ2)g(η1)g(η2)]2,

= λ4(G2 − 1).

The proof is concluded injecting these results in the expression of V = 4
cCov

(
h(Y(1,2;1,2)), h(Y(1,3;3,4))

)
+

4
1−cCov

(
h(Y(1,2;1,2)), h(Y(3,4;1,3))

)
given by Theorem 2.7.

Lemma H.5. Let Y be a RCE matrix generated by the Poisson-BEDD model,
with density λ and degree functions f and g. Let h1 and h2 be two quadruplet
kernels defined by

h1(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi1j2 + Yi2j1Yi2j2),
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and

h2(Y(i1,i2;j1,j2)) =
1

2
(Yi1j1Yi2j2 + Yi1j2Yi2j1).

Let Uh1

N := Uh1
mN ,nN and Uh2

N := Uh2
mN ,nN , defined by Formula (4) and Defini-

tion 2.1. Set Ch1,h2 := limN→+∞NCov(Uh1

N , Uh2

N ), then

Ch1,h2 =
2λ4

c
(F3 − F2) +

4λ4

1− c
F2(G2 − 1).

Proof. First, using Lemma H.1, we deduce that

Cov(Uh1

N , Uh2

N ) =
4

cN
Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4)))

+
4

(1− c)N
Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))) + o

(
1

N

)
,

so that

Ch1,h2 =
4

c
Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4)))+

4

1− c
Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))).

To conclude the proof, we proceed analogously to the proofs of Lemma H.3
and H.4 to derive the expressions of

Cov(h1(Y(1,2;1,2)), h2(Y(1,3;3,4))) =
1

4
Cov(Y11Y12 + Y21Y22, Y13Y34 + Y33Y14),

=
1

4
Cov(Y11Y12, Y13Y34 + Y33Y14),

=
1

4
× 2Cov(Y11Y12, Y13Y34),

=
1

2
(E[Y11Y12Y13Y34]− E[Y11Y12]E[Y13Y34]) ,

=
1

2
(E[Y11Y12Y13Y34]− E[Y11Y12]E[Y11Y22]) ,

=
1

2
(E[E[Y11Y12Y13Y34|ξ, η]]− E[E[Y11Y12|ξ, η]]E[E[Y11Y22|ξ, η]]) ,

=
1

2

(
E[λ4f(ξ1)3f(ξ3)g(η1)g(η2)g(η3)g(η4)]

−E[λ2f(ξ1)2g(η1)g(η2)]E[λ2f(ξ1)f(ξ2)g(η1)g(η2)]
)
,

=
1

2
λ4(F3 − F2),
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and

Cov(h1(Y(1,2;1,2)), h2(Y(3,4;1,3))) =
1

4
Cov(Y11Y12 + Y21Y22, Y31Y43 + Y41Y33),

=
1

4
× 4Cov(Y11Y12, Y31Y43),

= E[Y11Y12Y31Y43]− E[Y11Y12]E[Y31Y43],

= E[Y11Y12Y31Y43]− E[Y11Y12]E[Y11Y22],

= E[E[Y11Y12Y31Y43|ξ, η]]− E[E[Y11Y12|ξ, η]]E[E[Y11Y22|ξ, η]],

= E[λ4f(ξ1)2f(ξ3)f(ξ4)g(η1)2g(η2)g(η3)]

− E[λ2f(ξ1)2g(η1)g(η2)]E[λ2f(ξ1)f(ξ2)g(η1)g(η2)],

= λ4F2(G2 − 1).

Lemma H.6. Let Y be a RCE matrix generated by the Bernoulli-BEDD model,
with density λ and degree functions f and g. Let h be the quadruplet kernel
defined by

h(Y(i1,i2;j1,j2)) =
1

4

(
Yi1j1Yi1j2Yi2j1(1− Yi2j2) + Yi1j1Yi1j2Yi2j2(1− Yi2j1)

+ Yi1j1Yi2j1Yi2j2(1− Yi1j2) + Yi1j2Yi2j1Yi2j2(1− Yi1j1)

)
,

then E[h(Y(1,2;1,2))] = λ3F2G2(1 − λF2G2) and a closed-form expression for V
of Theorem 2.7 is

V =
4λ6

c
G2

2

[
λ2F4F

2
2G

2
2 − λF4F2G2 − λF3F

2
2G2 +

1

2
F3F2 +

1

4
F4 +

1

4
F 3

2

]
+

4λ6

1− c
F 2

2

[
λ2G4G

2
2F

2
2 − λG4G2F2 − λG3G

2
2F2 +

1

2
G3G2 +

1

4
G4 +

1

4
G3

2

]
− 4λ6

c(1− c)
F 2

2G
2
2(1− λF2G2)2.

Proof. First, the expectation of h is

E[h(Y(1,2;1,2))] = E[Y11Y12Y21(1− Y22)]

= E[Y11Y12Y21]− E[Y11Y12Y21Y22]

= E[E[Y11Y12Y21|ξ, η]]− E[E[Y11Y12Y21Y22|ξ, η]]

= E[λ3f(ξ1)2f(ξ2)g(ξ1)2g(ξ2)]− E[λ4f(ξ1)2f(ξ2)2g(ξ1)2g(ξ2)2]

= λ3F2G2 − λ4F 2
2G

2
2.

Now we derive the expression of V . From the expression given by Theorem 2.7,
we deduce the following form

V =
4

c
E[h(Y(1,2;1,2))h(Y(1,3;3,4))]+

4

1− c
E[h(Y(1,2;1,2))h(Y(3,4;1,3))]−

4

c(1− c)
E[h(Y(1,2;1,2))]

2.
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Since the calculation of E[h(Y(1,2;1,2))h(Y(1,3;3,4))] and E[h(Y(1,2;1,2))h(Y(3,4;1,3))]
is completely symmetric in this case, we only need to prove that

E[h(Y(1,2;1,2))h(Y(1,3;3,4))] = λ6G2
2

[
λ2F4F

2
2G

2
2 − λF4F2G2 − λF3F

2
2G2 +

1

2
F3F2 +

1

4
F4 +

1

4
F 3

2

]
.

(30)
The direct derivation of this quantity is more tedious than technical. Using
symmetries and exchangeability, one can decompose it.

E[h(Y(1,2;1,2))h(Y(1,3;3,4))] =
1

16
E
[(
Y11Y12Y21(1− Y22) + Y11Y12Y22(1− Y21)

+ Y11Y21Y22(1− Y12) + Y12Y21Y22(1− Y11)

)
×
(
Y13Y14Y33(1− Y34) + Y13Y14Y34(1− Y33)

+ Y13Y33Y34(1− Y14) + Y14Y33Y34(1− Y13)

)]
=

1

4
E
[(
Y11Y12Y21(1− Y22) + Y11Y21Y22(1− Y12)

)
×
(
Y13Y14Y33(1− Y34) + Y13Y33Y34(1− Y14))

)]
=

1

4

(
4E[Y11Y12Y21Y22Y13Y14Y33Y34]

− 4E[Y11Y12Y21Y22Y13Y14Y33]

− 4E[Y11Y12Y21Y22Y13Y33Y34]

+ 2E[Y11Y12Y21Y13Y33Y34]

+ E[Y11Y12Y21Y13Y14Y33]

+ E[Y11Y21Y22Y13Y33Y34]

)
.

Now we derive each simpler expectation.

E[Y11Y12Y21Y22Y13Y14Y33Y34] = E[E[Y11Y12Y21Y22Y13Y14Y33Y34|ξ, η]]

= E[λ8f(ξ1)4f(ξ2)2f(ξ3)2g(η1)2g(η2)2g(η3)2g(η4)2]

= λ8F4F
2
2G

4
2.

E[Y11Y12Y21Y22Y13Y14Y33] = E[E[Y11Y12Y21Y22Y13Y14Y33|ξ, η]]

= E[λ8f(ξ1)4f(ξ2)2f(ξ3)g(η1)2g(η2)2g(η3)2g(η4)]

= λ7F4F2G
3
2.

E[Y11Y12Y21Y22Y13Y33Y34] = E[E[Y11Y12Y21Y22Y13Y33Y34|ξ, η]]

= E[λ7f(ξ1)3f(ξ2)2f(ξ3)2g(η1)2g(η2)2g(η3)2g(η4)]

= λ7F3F2G
3
2.
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E[Y11Y12Y21Y13Y33Y34] = E[E[Y11Y12Y21Y13Y33Y34|ξ, η]]

= E[λ6f(ξ1)3f(ξ2)f(ξ3)2g(η1)2g(η2)g(η3)2g(η4)]

= λ6F3F2G
2
2.

E[Y11Y12Y21Y13Y14Y33] = E[E[Y11Y12Y21Y13Y14Y33|ξ, η]]

= E[λ6f(ξ1)4f(ξ2)f(ξ3)g(η1)2g(η2)g(η3)2g(η4)]

= λ6F4G
2
2.

E[Y11Y21Y22Y13Y33Y34] = E[E[Y11Y21Y22Y13Y33Y34|ξ, η]]

= E[λ6f(ξ1)2f(ξ2)2f(ξ3)2g(η1)2g(η2)g(η3)2g(η4)]

= λ6F 3
2G

2
2.

Injecting these expressions into (30), we find the correct expression for E[h(Y(1,2;1,2))h(Y(1,3;3,4))],
which concludes the proof.

Lemma H.7. Let Y be a RCE matrix generated by the Bernoulli-BEDD model,
with density λ and degree functions f and g. For p ≥ 1 and q ≥ 1, let hp,q be
the quadruplet kernel defined by

hp,q(Y(i1,...,ip;j1,...,jq)) =

p∏
u=1

q∏
v=1

Yiujv .

Then E[hp,q(Y(1,...,p;1,...,q))] = λpqF pqG
q
p.

Proof. Direct derivation gives

E[hp,q(Y(1,...,p;1,...,q))] = E[

p∏
i=1

q∏
j=1

Yij ]

= E[E[

p∏
i=1

q∏
j=1

Yij |ξ, η]]

= E[

p∏
i=1

q∏
j=1

E[Yij |ξ, η]]

= E[

p∏
i=1

q∏
j=1

λf(ξi)g(ηj)]

= λpq
p∏
i=1

E[f(ξi)
q]

q∏
j=1

E[g(ηj)
p]

= λpqF pqG
q
p.
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Appendix I: Some U-statistics written with matrix operations

We denote for all k ∈ N, Y �k the matrix (or vector) Y elevated to the element-
wise power k, i.e. Y �kij = Y kij for all i and j.

Following formula (23), we write all the quadruplet U -statistics considered in
the examples described in Sections 3.2 and 3.3 as simple operations on matrices.
Uh1

N and Uh2

N are already given in these sections and

Uh3

N =
1

mN (mN − 1)nN

[
|YNY TN |1 − Tr(YNY

T
N )
]
,

Uh4

N =
1

mNnN (nN − 1)

[
|Ỹ TN ỸN |1 − Tr(Ỹ TN ỸN )

]
,

Uh5

N =
1

mNnN
|YN |1,

Uh6

N =
1

mNnN (nN − 1)

[
|Ỹ TN YN |1 − Tr(Ỹ TN YN )

]
.

where Tr is the trace operator and Ỹ is defined by Ỹij = Y 2
ij − Yij .

The motif-counting U -statistic of Section 3.4 can be written as

Uh7

N =
1

mN (mN − 1)nN (nN − 1)

[
|Y TN YNY TN |1 − |(Y �2

N )TYN |1 − |Y �2
N Y TN |1 + Tr(Y �2

N Y TN )

−Tr(Y TN YNY
T
N YN ) + |(Y �2

N )TY �2
N |1 + |Y �2

N (Y �2
N )T |1 − Tr((Y �2

N )TY �2
N )

]
.

The kernels hp,q are not quadruplet kernels, but they can also be simply com-
puted if p = 1 or q = 1. We define respectively r(YN ) and c(YN ) the vector of row
sums (degrees) and the vector of column sums (degrees) of the matrix YN . For
all 1 ≤ i ≤ mN , r(YN )i =

∑nN
j=1 Yij and for all 1 ≤ j ≤ nN , c(YN )j =

∑mN
i=1 Yij .

U
h1,p

N =

[
mN

(
nN
p

)]−1 mN∑
i=1

(
r(YN )i
p

)
,

U
hq,1
N =

[(
mN

q

)
nN

]−1 nN∑
j=1

(
c(YN )j
q

)
.

We also notice that

U
h1,1

N = Uh5

N ,

U
h1,2

N = Uh1

N ,

U
h2,1

N = Uh3

N .
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