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This paper is devoted to the robust optimization of nacelle liners (acoustic treatments).
The full computational aeroacoustic model is based on the convected Helmholtz equation in
presence of a non-homogeneous flow velocity field, which is computed by solving the potential
Euler equations. Uncertainties are taken into account in order to increase the robustness of
the predictions. A reduced-order computational aeroacoustic model is constructed in order
to implement the nonparametric probabilistic model of uncertainties induced by the modeling
errors in the aeroacoustic model and in the liner model. In addition, the uncertainties on the
acoustic excitation induced by the fan are taken into account using the parametric probabilistic
approach. The developed methodology is applied to a 3D nacelle intake and allows for com-
puting the confidence regions of the random far-field radiated pressure in terms of random
SPL (Sound Pressure Level), which are compared to experiments for one flight condition, one
frequency, and for two types of liners.

Nomenclature

[A] = reduced aeroacoustic matrix
[A] = random reduced aeroacoustic matrix
c = sound of speed at equilibrium
cα(ω) = complex amplitude of duct mode α
c+(ω) = vector of complex amplitudes of the incident duct modes
c−(ω) = vector of complex amplitudes of the reflected duct modes
Im = modal intensity of azimuthal order m, corresponding to the simplified notation of I+m,1.
I+α (ω) = random modal intensity of duct mode α
j = imaginary unit complex number (

√
−1)

kzα , kxyα = axial and transversal wavenumbers of duct mode α
M∞, M = uniform and local Mach number
Nd = number of cut-on modes
Ni, No, Nf = number of dofs in inner domain, outer domain, and fan surface
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p = acoustic pressure field (Pa)
q = generalized coordinates of the reduced-order model
Q = random generalized coordinates of the stochastic reduced-order model
qoI = vector of the quantities of interest
QoI = random vector of the quantities of interest
r = (x, y, z) = point of coordinates (x, y, z) or vector of components (x, y, z)
R = Euclidean norm of r
[Z] = reduced matrix of the liner
[Z] = random reduced matrix of the liner
δA = hyperparameter allowing for controlling the level of uncertainties in the aeroacoustic model
δZ = hyperparameter allowing for controlling the level of uncertainties in the liner model
∂Ωi, ∂Ωo, ∂Ωduct = boundaries of the inner, outer, and duct domains
ϕ = acoustic velocity potential field in the duct domain
ω = angular frequency in rad/s
Ωi, Ωo, Ωduct = inner, outer, and duct domains of the intake acoustic problem

I. Introduction

In modern turbofan engines, fan noise is one of the main noise sources due to the constant increasing of engines
bypass ratio for fuel burn reduction purposes. Since the air traffic has known a great expansion in the last decades, the

environment problem became a main focus for all protagonists. In particular, aircraft noise represents a significant
interest for the aeronautic community whether it is a question of ground impact or customer comfort. Moreover, the
certification of aircraft is increasingly strict in terms of noise pollution. This forces engine and aircraft manufacturers to
work in early phases of the aircraft development on noise reduction solutions, way before the aircraft first flight. As
fan noise is characterized by broadband and tonal components, acoustic liners (treatments) are introduced for their
effectiveness in mitigating both components. The tonal component is reduced by a resonance effect, while broadband
noise is tackled by dissipation effects of the liners. Both dissipation effects are tuned on specific frequencies by
modifying the liner geometry or intrinsic properties. In order to be efficient, namely to absorb the fan noise, liners have
to be studied in their operating environment, for several flight conditions. For that purpose, simulations issued from
prediction numerical tools are extensively used, since experiments cannot be considered for obvious costs reasons. A
scheme of the generic 3D nacelle involving the fan, the liners, and the nacelle intake is shown in Fig. 1. The noise is
produced by the fan and we are interested in predicting the far-field radiated pressure as a function of the liners acoustic
properties.

Liner

Intake

BypassFan

Fig. 1 Scheme of a generic 3D nacelle

As the design of liner systems is frozen in early stages of an aircraft development, there exists a non-negligible variability
on the operating environment. This variability directly impacts the design of liners by inducing large discrepancies on
the inputs used for their design. Moreover, each time these quantities are updated due to the increased maturity of the
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aircraft program, lined surfaces are to be reoptimized in order to correctly respond to these updates, as well as verifying
that the previous optimum design is still up to date. The updating phase thus represents important costs that could
be avoided, in a certain measure, by accounting for such a variability in early phases of the liner design. This is the
main problematic of the present paper. As this external variability directly impacts the environment of the liner, and
more generally, the acoustic response of the lined system for which the flow is highly dependent on the environment
(thermodynamic quantities such as the mean pressure, velocity, density of the fluid), the computational model of the
liner acoustic performance is uncertain.
In order to quantify and account for such an uncertain nature, a robust design of the liner is carried out in the present
paper, by quantifying the overall uncertainty that lies within the liner design computational process. The uncertainty
quantification needs to be performed in a well-defined mathematical framework. The state-of-the-art computational
aeroacoustic model of nacelle liners performance is an industrial numerical code, Actran/TM, which has to be analyzed
so as to exhibit the main components that are subjected to uncertainties.
Once the computational model is fully defined, a stochastic modeling of uncertainties is introduced and grafted on the
computational model. This stochastic modeling allows for simulating the previously mentioned external variability,
by accounting for the uncertainty that lies within the model (modeling errors and model parameters errors), through
nonparametric and parametric probabilistic approaches of uncertainties. Then, the propagation of uncertainties in the
system is analyzed using the computational model and stochastic solver, such as the Monte Carlo method. The acoustic
response is then random and the quantification of uncertainties consists in estimating statistics, such as the mean, the
variance, or the confidence regions associated with a certain confidence level of quantities of interest. From this statistical
information, the robustness of a given liner design towards a simulated variability on its performance model can be
defined, in addition to the state-of-the-art liner acoustic performance. This information, coupled to the performance
information, allows for knowing the propensity of a given liner design for maintaining its nominal performance when
its environment is changing in a predefined range of variation, accounted for by the level of uncertainty imposed
on the stochastic model. Then, making a compromise between performance and robustness, the liner design can
be chosen. The level of uncertainty has to be identified, prior to the optimization step, using experimental data for example.

The parametric and nonparametric probabilistic approaches of uncertainties, their propagation, and their quantification
solving statistical inverse problems can be found in [1]. Some works based on the use of the parametric probabilistic
approach of uncertain parameters, devoted to uncertainty quantification of the liner impedance in presence of a flow
have been carried out in the last decade by Jones [2] for a two-parameters liner impedance model and Brown [3]
for the test bench used at NASA for liner impedance measurements. In the same framework, other research groups
also worked on the uncertainty quantification of liner impedance eduction technologies such as Nark [4] and Zhou
[5] and the uncertainty on liner performance as done by Robinson [6]. Nevertheless, to our knowledge, uncertainty
quantification of modeling errors in liner performance aeroacoustic models has never been undertaken in the past. For
that, the nonparametric probabilistic approach of modeling errors [7] presents itself as a suitable means to be used for
taking into account model uncertainties.

In this paper, we present an extended version of [8], developing the mathematical and the computational model, and
presenting a novel robust optimization analysis. In Section II, we present the nominal computational model, also called
mean computational model. This computational model includes the aeroacoustic model and the liner model. This mean
computational model corresponds to the finite/infinite element discretization of the weak formulation of the boundary
value problem (BVP) of a lined intake. Section III deals with the construction of a computational reduced-order model
that is required for reducing the numerical cost but above all, for allowing the nonparametric probabilistic approach of
uncertainties to be implemented. This reduced-order model is constructed using a pellicular basis that is associated with
the acoustic radiation in the acoustic layer (pellicular domain) associated with the liner dofs (degrees of freedom) [9]. In
Section IV, we present the probabilistic model for uncertainty quantification. It consists in constructing a probabilistic
model for the aeroacoustic model, for the liner model, and for the acoustic excitation induced by the fan. Section VI deals
with the simulated and experimental quantities of interest. Section V is devoted to the presentation of the configuration
and of the computational model of a generic industrial 3D nacelle. Section VII deals with a sensitivity analysis of modal
SPL with respect to the levels of uncertainties. In Section VIII, we present the experimental identification of uncertainty
levels for aeroacoustic, liner and modal content. Finally, Section IX deals with the robust optimization of liners under
uncertainties.
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II. Construction of the nominal (mean) computational model

A. Framework of the presented methodology
From the theory of sound generated aerodynamically written by Sir Lighthill in the 1950s [10, 11], numerous works
have been undertaken since. To name a few, authors such as Landau and Lifshitz [12] and Mohring [13] contributed to
the development of fluid dynamics, and Bruneau and Pierce contributed to the propagation of acoustics [14, 15]. The
prediction of such physical phenomena through numerical tools have been created and constantly improved, based on
their work. Authors such as Jones [16] that worked on the aeroacoustic propagation, Tam [17–20] on computational
aeroacoustic matters such as the acoustic boundary conditions, and others [21–24], have contributed to the expansion
and improvement of these techniques. For such prediction numerical models, the flow behaviour inside and outside the
nacelle is characterized using computational fluid dynamics tools ([25, 26]), and allows for knowing the thermodynamical
state of the fluid in which the acoustic perturbation propagates. An important part of aeroacoustics is the accounting of
acoustic noise sources generated by the flow itself, in simple terms, better known as aero-induced acoustic sources.
Some works have been devoted to such sources as Bailly and Juvé [27, 28] in which a stochastic noise generation process
is solved using linearized Euler equation.

The approach used in the paper is well suited for 3D aeroacoustic simulations in the framework of rapidly evolving
design projects. The simulations, which must be carried out for a very large number of flight configurations for each
design loop, must therefore be fast but robust with respect to model uncertainties. Within this severe constraint, the
use of a more sophisticated CFD is not really adapted. Consequently, the CFD is performed with Euler equations for
potential flows and acoustics with the convected Helmholtz equations. These two parts of the aeroacoustic model are
well suited for acoustic performance of nacelle liners. Many flight configurations have to be studied in terms of Mach,
incidence, and environment. A very large number of 3D simulations must be performed for optimizing the design and
certification aspects. Finally, the acoustic source terms are neglected as the fan acoustic excitation is accounted for
under the form of a duct modal expansion.

In the framework of nacelle intake liners performance prediction, the following axes can be considered.

1) Noise generation, propagation, and transmission in a moving fluid. In order to understand the mechanisms
responsible for the noise production, some studies have been carried out such as [22, 29–31] on fan noise propagation in
duct, and [23] on the transmission/radiation of sound and vibration. This axis is of major importance since knowing the
phenomena and mechanisms responsible for acoustic noise in the nacelle allows for developing solutions that are more
efficient in mitigating it. In the framework of this paper, the noise generation mainly concerns the study of the interaction
between the moving fluid and moving mechanical parts such as the fan or the engine internal systems. The propagation
of the noise in a ducted environment for which there is an interaction between the flow and the wall (under the form
of a boundary layer) is of major importance when studying lined environments. Finally, the transmission/radiation
phenomenon can be studied separately and are not performed in the framework of this paper.

2) Acoustic treatments as mechanical systems. A second axis is related to the mechanical system that constitutes
the liner itself. Such a mechanical system is an assembly of several components for which the dissipation phenomena
are to be well-modeled so it can be designed to be optimal at specific frequencies (tunable to specific frequencies). The
main quantity used for characterizing a liner is its acoustic impedance. The theory of impedance calculation has been
introduced by Guess [32] for the mathematical formulation of perforations, or Parrott, Jones, and Watson [2, 33, 34] for
the assembly of several parts and the effects of liner geometry on its acoustic impedance. In presence of a moving
fluid, the dissipation phenomena are more complex and have been studied by several authors, especially at NASA and
ONERA, using experiments ([3, 35–39]), and/or simulations, such as CFD [40–46] or computational aeroacoustic codes
(CAA) [21, 47–49].
More precisely, in order to account for lined surfaces in presence of a grazing flow, the impedance of liners is calculated
using models that are adapted to their physical properties. The liners studied in the present paper are single degree
of freedom liners (SDOF) for which the resistive facesheet can either be a simple perforated sheet or topped with a
wiremesh surface. In order to characterize perforated plates, the Guess model [32], widely used in the literature, is also
used in the present work. This model allows for accounting for the geometry of the sheet in terms of percentage of open
area (or porosity), sheet thickness, and perforation diameter. Concerning the wiremesh facesheet, the model used is
derived from Airbus expertise, based on the work of several authors [50–53]. This model takes as input parameters
the DC flow resistances of the sheet measured at different flow velocities (R20, R150, see Section IX), the nonlinear
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factor, and the percentage of open area of the perforated sheet on which the wiremesh is installed. Once the facesheet
impedance is described, its transfer matrix between upper and lower surfaces is written. The same method is done for
the honeycomb core, and the backing skin. Finally, the product of all transfer matrices gives the relation between all
parts of a Single degree of freedom assembly (in our case), or multiple degree of freedom assemblies, as demonstrated
by Parrott and Jones in [33]. For page limitation reasons, the detailed modeling of the liner used in this work cannot be
presented here. However the reader can find a complete description in Appendix C of [54].

3) Acoustic absorption using liners, and liner performance. A final axis concerns the absorption of acoustic
perturbation in lined ducts in presence of a moving fluid. This axis is devoted to the optimization of such liners in their
operating environment in order to maximize their ability to absorb the noise produced by the fan. Studies have been
carried out on optimization methods [6, 55–57] in order to improve their effectiveness in finding the combination of
design parameters that is the most adequate to tackle a specific noise frequency range. These improvements concern the
computational tools used, the design parameters that are the most impacting, and the choice of representation for the fan
acoustic excitation. In [55], the interest of an axially-segmented liner instead of a uniform one is demonstrated, using a
multi-modal representation of the fan noise, as it is done in the present work. Note that a recent work on an efficient
design optimization of the liners in a deterministic framework (without uncertainties) can be found in [58].

B. Summarizing the methodology for constructing the nominal computational model
First, we will present the BVP associated with 3D inner, outer, and duct domains of the intake acoustic radiation problem.
The linear convected Helmholtz equation [10, 12–14, 24] is used in the inner domain (near-field) and in the outer domain
(far-field), involving the velocity and mass density fields of the flow computed using CFD. The boundary condition
on the liner is the Myers condition [31, 59, 60] involving the local admittance of the liner model [32] depending on
the spatial point and on the frequency. At infinity, the outward Sommerfeld radiation condition is written. For the
fan excitation (see for instance [30] and [15]), the acoustic velocity field is represented on the family of acoustic duct
modes and allows for ensuring the coupling between the semi-infinite duct and the inner domain on the fan boundary,
and for representing the acoustic excitation produced by the fan. It should be noted that the duct wall is rigid and its
cross-section is assumed to be constant. Inside the duct, the flow is assumed to be uniform. Consequently, the duct
modes are explicitly known.

Then, the finite/infinite element discretization of the weak formulation of the BVP is performed, which allows for
obtaining the computational model in the frequency domain. The unknowns of this computational model are the
discretized acoustic velocity potential fields in the inner domain and in the outer domain, and the vector of the coefficients
describing the unknown reflected sound field. In this computational model, the acoustic source term depends on the
vector of the known coefficients of the incident sound field describing the fan acoustic excitation.

Finally, we introduce the frequency-dependent computational model that is a very large linear complex matrix system,
which induces a large computational cost when exploring the frequency band of analysis. In addition, the nonparametric
probabilistic approach of uncertainties (see [7, 61] and also [1]) has to be implemented in the computational model. For
these two reasons, a computational reduced-order model depending on the frequency is constructed. For this purpose,
two ingredients are introduced [9, 57]. The first one is a frequency-by-frequency static condensation of the aeroacoustic
dofs on the liner dofs. Since the number of liner dofs is generally large, the reduced-order model is constructed by
introducing a pellicular basis constituted of a set of acoustic modes in a pellicular domain that is related to liner dofs.
All this methodology (deterministic and probabilistic parts) has been implemented in commercial software Actran/TM
[9, 62, 63], which will be used for the numerical simulations presented in Section VII.

C. Definition of the geometry of the aeroacoustic problem
For liner performance assessment, an aeroacoustic modeling of the acoustic radiation problem of a nacelle intake is
used. The BVP associated with this model (see Fig. 1 and Fig. 2) is formulated using three domains. In Fig. 2, the
first domain Ωi corresponds to the nacelle near-field, which is discretized by finite elements. The second domain Ωo
corresponds to the far-field, which is discretized by infinite elements. The third domain Ωduct allows for analytically
calculating the acoustic excitation imposed by the fan, for which the model is based on analytical duct modes ([30]).
In order to numerically solve the intake acoustic radiation problem, the associated BVP must be written involving a
propagation equation and boundary conditions. For a given flight condition, the flow computation assumes that the fluid
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is inviscid (viscous and thermal effects are neglected) and is performed by solving the potential Euler equations on
an appropriate CFD mesh. From these CFD computations, it can be deduced the steady-flow velocity field and the
steady-flow mass density field. The convected acoustic wave equation comes from the derivation of the Navier-Stokes
equations ([30], [14]), for which it is assumed an irrotational locally isentropic flow. The linearized convected acoustic
equation is written in the frequency domain (assuming that fluctuating thermodynamic quantities are small compared to
their mean-flow counterpart).

8

8

8
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Fig. 2 2D section of the half-3D geometry for the BVP corresponding to the nacelle scheme in Fig 1.

Fig. 2 is a 2D section of the half-3D geometry of the inlet acoustic problem, in which Ωi is the inner bounded open
domain of R3 with boundary ∂Ωi = Γio ∪ Γh ∪ Γ ∪ Γf and where Ωo = R

3\Ωi is the outer unbounded open domain of
R3, whose boundary is ∂Ωo. The generic point in R3 is denoted as r = (x, y, z), for which the direction of coordinate z
coincides with the rotation axis of the fan. The uniform inflow is in z-direction.

Definition of the geometry and boundary conditions for inner domain Ωi. The boundary part Γ corresponds to
the coupling interface between Ωi and the liner, while Γf is the boundary part on which the fan excitation is applied. The
inner problem implies the use of the following boundary conditions:

• Γio (inner outer) represents a nonphysical interface between inner and outer domains, on which the continuity
condition is written for the acoustic velocity potential and for its gradient.

• Γh (hardwall) corresponds to rigid or "hardwall" part on which a zero normal acoustic velocity is applied.
• Γ (liner) corresponds to the acoustic treatment characterized by its impedance.
• Γf (fan) corresponds to the part of the boundary on which act acoustic sources induced by the fan.

Definition of the geometry and boundary conditions for outer domain Ωo. The boundary ∂Ωo of Ωo is rewritten
as Γio ∪ Γho in which Γho = Γh ∪ Γ ∪ Γf (this means that ∂Ωo = ∂Ωi). For the acoustic wave propagation in the outer
domain, Γho corresponds to a rigid wall on which the normal acoustic velocity will be equal to zero.
The outer problem implies the use of the following boundary conditions:

• Γio (inner outer) is defined above. Note that infinite boundary elements will be used on Γio for taking into account
the effects of Ωo on Ωi through the coupling interface Γio.

• Γho (hardwall outer) corresponds to a rigid wall characterized by a zero normal acoustic velocity.

Definition of the geometry and boundary conditions for the semi-infinite duct Ωduct. A semi-infinite cylindrical
duct Ωduct is connected to the inner domain Ωi for which the coupling interface is the fan plane Γf . The boundary
∂Ωduct of Ωduct is written as ∂Ωduct = Γf ∪ Γduct in which Γduct is the cylindrical-surface part of the boundary of Ωduct.
It should be noted that this domain is only introduced for generating the acoustic excitation induced by the fan and
consequently, has to be viewed as a "fictional domain" with respect to the formulation of the BVP related to Ωi ∪Ωo.
This is the reason why Ωo = R

3\Ωi. In this semi-infinite duct, the sound field is the sum of a given incident sound field
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and an unknown reflected sound field, which will be represented on the duct modes. The wall of the boundary of Ωduct
is rigid on which a zero normal acoustic velocity is applied.

D. Boundary value problem associated with the inner, outer, and duct domains of the intake acoustic radiation
problem
The linear convected Helmholtz equation is used in the inner domain Ωi and in the outer domain Ωo for which ψi

and ψo are the acoustic velocity potential fields, respectively. The reader can find the developments in Section II-D of
Supplementary material for the BVP in the inner domain Ωi (near-field), for the BVP in the outer domain Ωo, and for the
BVP in the semi-infinite duct Ωduct for the inlet case and duct modes.

Concerning the fan excitation (see for instance [30] and [15]), the acoustic velocity potential field ϕ in Ωduct will be
represented on the family of acoustic duct modes and will allow (i) for ensuring the coupling between the semi-infinite
ductΩduct and the inner domainΩi on boundary Γf (see Fig. 2), and (ii) for representing the acoustic excitation produced
by the fan. In this work, it is assumed that Ωduct is a straight cylinder with z-axis, for which its cross-section is constant
and consequently, independent of z. The steady flow in Ωduct is assumed to be subsonic and uniform along z-direction.
The acoustic velocity potential field ϕ is written by keeping only a finite number Nd of duct modes and by showing
the contribution of the given incident sound field (represented by the symbol +) that represents the acoustic excitation
induced by the fan and the contribution of the unknown associated reflected sound field (represented by the symbol -).
Therefore, function ϕ(x, y, z) is written as

ϕ(x, y, z) =
Nd∑
α=1

ϕα(x, y)
(
c+α e jk+zα z + c−α e jk−zα z

)
, (1)

in which k+zα is the axial wavenumber of the wave propagating in the upstream direction and k−zα is the axial wavenumber of

the wave propagating in the downstream direction, such that kzα = (k M∞ ±
√

k2 − β2k2
xyα )/β

2 with kxyα the transversal
wavenumber of a given duct mode α. In these equations, k = ω/c is the acoustic wave number, M∞ = | |v∞ | |/c is the
Mach number associated with the uniform flow, and β =

√
1 − M2

∞. It should be noted that the acoustic excitation induced
by the fan, which is associated with the incident sound field, is defined by giving the complex vector c+ = (c+1 , . . . , c

+
Nd
),

while the unknown reflected sound field depends on the vector c− = (c−1 , . . . , c
−
Nd
) and will be included with all the

unknown variables of the acoustic problem. For describing the acoustic excitation of the fan, c+ can be chosen as
dependent on ω and will then be denoted as c+(ω). On the other hand, whether or not c+ depends on ω, as c− is an
unknown of the problem, c− always depends on ω, which we will denote by c−(ω).

E. Finite/Infinite Element discretization of the weak formulation
The weak formulation of the BVP with ϕ given by (1) is discretized by the Finite/Infinite Element Method (FEM/IEM).
For all ω fixed in R, let ψi(ω) be the complex vector in CNi corresponding to the finite element discretization of field
ψi(ω) in which Ni is the number of degrees of freedom (dofs). Let ψo(ω) be the complex vector in CNo corresponding
to the finite/infinite element discretization of field ψo(ω) in which No is the number of dofs. We then obtain the
computational model in terms of ψi(ω), ψo(ω), and c−(ω), which is written as

[Ai(ω)] + [Zi(ω)] [H(ω)] −[Eif] [F−(ω)]
−[H(ω)]T [Ao(ω)] [0]
[E] [0] −[R−(ω)]



ψi(ω)
ψo(ω)
c−(ω)

 =

[Eif] [F+(ω)]
[0]

[R+(ω)]

 c+(ω) , (2)

in which,
• the (Ni × Ni) complex matrix [Ai(ω)], the (No × No) complex matrix [Ao(ω)], and the (Ni × No) complex matrix
[H(ω)] correspond to the block decomposition of the aeroacoustic impedance matrix.

• the diagonal (Nd × Nd) complex matrices [R+(ω)] and [R−(ω)] correspond to the incident and to the reflected
modal participations in the duct domain Ωduct.

• the (Nd × Ni) constant real matrix [E] corresponds to the finite element discretization of the inner product in the
space of all the square integrable functions on boundary Γf.

• the (Ni × Nf) real matrix [Eif] constituted of ones and zeros, allows for selecting the dofs related to boundary Γf.
• the (Nf × Nd) complex matrices [F+(ω)] and [F−(ω)] represent the discretization of the incident and the reflected
modal participations in the inner domain Ωi.
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III. Computational reduced-order model

A. Frequency-by-frequency static condensation with respect to the liner dofs and expression of the fan acoustic
excitation

In Section IV, we will present the probabilistic modeling of uncertainties in the computational model defined by Eq. (2).
These uncertainties will be taken into account for both the parametric uncertainties and the model uncertainties induced
by the modeling errors in the aeroacoustic and liner computational models. Consequently, we need to reorganize the
algebraic structure of the complex matrix equation defined by Eq. (2) in order to exhibit the complex vector ψ`(ω)
belonging to CN` of the N` dofs of the liner and the complex vector ψa belonging to CNa of the Na other dofs of
(ψi(ω),ψo(ω),c−(ω)). This means that Na = Ni + No + Nd − N` and that,

ψi(ω)
ψo(ω)
c−(ω)

 is rewritten as
[
ψ`(ω)
ψa(ω)

]
, Ni + No + Nd = N` + Na . (3)

Since Γ ∩ Γf = {∅}, we have
[Eif] [F+(ω)]
[0]

[R+(ω)]

 c+(ω) is rewritten as
[

0
fa(ω)

]
, Ni + No + Nd = N` + Na , (4)

in which the CNa -vector fa(ω) can be written as

fa(ω) = [Ba(ω)] c+(ω) , (5)

where [Ba(ω)] is a known complex (Na × Nd) matrix. Using Eqs. (3) and (4), the computational model defined by
Eq. (2) can be rewritten in a block form as[

[A``(ω)] [A`a(ω)]
[Aa`(ω)] [Aaa(ω)]

] [
ψ`(ω)
ψa(ω)

]
+

[
[Z`(ω)] 0

0 0

] [
ψ`(ω)
ψa(ω)

]
=

[
0

fa(ω)

]
. (6)

For solving Eq. (6), the followingω-by-ω static condensation (Schur complement) is performed. It consists in eliminating
the vector xa in the following matrix equation,[

[A``(ω)] [A`a(ω)]
[Aa`(ω)] [Aaa(ω)]

] [
x`
xa

]
=

[
0

fa(ω)

]
. (7)

This elimination yields [A`(ω)] x` = F`(ω), in which the (N` × N`) complex matrix [A`(ω)] is defined by

[A`(ω)] = [A``(ω)] − [A`a(ω)][Aaa(ω)]
−1[Aa`(ω)] . (8)

The N` complex vector F`(ω) is written as F`(ω) = −[A`a(ω)][Aaa(ω)]
−1fa(ω), which can be rewritten, using Eq. (5),

as F`(ω) = [B`(ω)] c+(ω) in which the (N` × Nd) complex matrix [B`(ω)] is defined by

[B`(ω)] = −[A`a(ω)] [Aaa(ω)]
−1 [Ba(ω)] . (9)

Using this ω-by-ω static condensation, the elimination of ψa(ω) in Eq. (6) yields,

([A`(ω)] + [Z`(ω)])ψ`(ω) = [B`(ω)] c+(ω) . (10)

B. Computational reduced-order model
Following the explanations given at the beginning of Section III.A, the uncertainties will be taken into account by using
the nonparametric probabilistic approach [7]. Such an approach requires the introduction of a reduced-order model
associated with Eq (10). For such a construction we need to introduce a reduced-order basis that is chosen as a pellicular
basis (see [9, 64]) whose construction is summarized in Section III-B of Supplementary material. Let n` < N` be the
number of the pellicular basis vectors represented by the (N` × n`) real matrix [Φ]. The computational reduced-order
model is obtained by projecting Eq. (10) on the subspace spanned by [Φ] and is thus written as
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ψ`(ω) = [Φ]q(ω) , (11)

([A(ω)] + [Z(ω)])q(ω) = [B(ω)] c+(ω) , (12)

in which q(ω), which belongs to Cn` , is a complex vector of the generalized coordinates, and where the (n` × n`)
complex matrix [A(ω)], the (n` × n`) complex matrix [Z(ω)], and the (n` × Nd) complex matrix [B(ω)] are such that

[A(ω)] = [Φ]T [A`(ω)][Φ] , (13)

[Z(ω)] = [Φ]T [Z`(ω)][Φ] , (14)

[B(ω)] = [Φ]T [B`(ω)] . (15)

Once ψ`(ω) is known, ψa(ω) is computed by using the second line of Eq. (6) in which fa(ω) is substituted by its
expression given by Eq. (5),

[Aaa(ω)]ψa(ω) = [Ba(ω)] c+(ω) − [Aa`(ω)]ψ`(ω) . (16)

We introduce a vector qoI(ω) of quantities of interest related to the far-field acoustic pressure at several given spatial
points. This vector can always be written as

qoI(ω) = [Oobs(ω)]ψa(ω) , (17)

in which [Oobs(ω)] is a given observation matrix. Combining Eqs. (11) and (16) shows that Eq. (17) can be rewritten as

qoI(ω) = [FqoI(ω)] c+(ω) − [AqoI(ω)]q(ω) , (18)

in which the matrices [FqoI(ω)] and [AqoI(ω)] are formally given by [FqoI(ω)] = [Oobs(ω)] [Aaa(ω)]
−1 [Ba(ω)] and

[AqoI(ω)] = [Oobs(ω)][Aaa(ω)]
−1[Aa`(ω)] [Φ].

In the framework of the nonparametric probabilistic approach, the uncertainties in the computational model are
implemented by substituting complex matrices [A(ω)] and [Z(ω)] by random complex matrices [A(ω)] and [Z(ω)] in
Eq. (12). The uncertainties on vector c+(ω) are taken into account by the parametric probabilistic, which consists in
modeling c+(ω) by a random vector C+(ω).

IV. Probabilistic model for uncertainty quantification
As previously explained, three sources of uncertainties are taken into account. The first one is related to uncertainties
induced by modeling errors in the impedance matrix of the liner appearing in the computational reduced-order model.
The second one corresponds to model uncertainties in the aeroacoustic part of the computational model including
the mean-flow computation (CFD), the acoustic equations in moving fluids, and the duct acoustic related to the fan
excitation. The third one is related to uncertainties in the acoustic excitation induced by the fan. The stochastic solver of
the random equation is presented. For each value of the frequency, the Stochastic Reduced-Order Model (SROM) is
solved by the Monte Carlo numerical simulation method [65]. The convergence analysis is carried out with respect
to the number of realizations. For the first two sources of uncertainties, the nonparametric probabilistic approach is
used, in particular the construction of the probabilistic model of the random matrices (see [7]). For the third one, the
parametric probabilistic approach is used.

A. Brief summary of the nonparametric probabilistic approach of uncertainties
For a given flight condition and given environment, the BVP considered is that of aeroacoustics whose equations are those
of the linearized convected acoustic wave equations formulated in the frequency domain. This aeroacoustic boundary
value problem depends on physical system parameters (geometry of the very complex and unbounded domain, velocity
field of the flow that is calculated by the CFD for a given flight condition, mechanical and acoustic parameters of the liner
model) but also depends on modeling aspects (acoustic excitation induced by the fan, use of the linearized convected
Helmholtz equation instead of the Navier-Stokes equations, boundary conditions related to the impedance of the liner).
The development of the aeroacoustic computational model for this BVP requires the introduction of simplifications and
approximations: simplification of the geometry, simplification of the model describing the acoustic excitation of the fan,
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simplification of the internal geometry of the reactor, introduction of two vector bases for constructing the reduced-order
computational model, and simplification of the elastoacoustic model used for building the impedance of the liner. In this
aeroacoustic problem, there are therefore many model uncertainties induced by modeling errors. It is known for a long
time that model uncertainties cannot be taken into account by parametric probabilistic approaches. It is for this reason
that the nonparametric probabilistic approach of model uncertainties was proposed in 2000 [61, 66, 67] and has given
rise to numerous developments and validation works over the past 20 years. This approach has now become a standard
method, which is, for example, implemented in commercial software such as MSC Nastran software.
Concepts, mathematical developments, and experimental validations can be found in [7, 68, 69] and also in [7, 64, 70, 71]
for elastoacoustic problems, and for more recent advances, for instance, in [72, 73]. Because of model uncertainties
induced by modeling errors, the BVP that is constructed, from which the computational model is derived, does not
correspond to the physical reality that is modeled. It is therefore necessary to generate a stochastic family of boundary
value problems whose solution space is large enough to contain the targets such as experimental results. We recall that
the family generated by a parametric approach does not allow the construction of such a family (see for example [7]).
The so-called nonparametric probabilistic approach consists in generating this stochastic family by modeling operators
of the boundary problems by random operators whose levels of statistical fluctuations, that is to say, the levels of
uncertainty, are controlled by hyperparameters. The mathematical properties of the considered operators are preserved
during the construction of the associated random operators. One thus generates a family of stochastic solutions, which
obviously do not satisfy the initial BVP by construction. If all the mathematical concepts and developments associated
with the nonparametric probabilistic approach can be used for the aeroacoustic problem considered in this work, it
is necessary to specify the algebraic properties of each random operator considered in order to use the appropriate
subsets of random matrices and to build their probabilistic models. It should be noted that two types of nonparametric
probabilistic approach can be used to model matrix-valued random impedances. The first allows causality to be taken
into account explicitly, as proposed in [74] and in [7, 75, 76]. However, the implementation of this type of model
is relatively complex and generates significant calculation costs for large dimensions (which is the case here). We
have therefore preferred to use an approach a little less refined but simpler to implement and not generating significant
numerical costs. These are the developments that are presented in this section.

B. Construction of the probabilistic model of the reduced liner impedance matrix
This construction of the probabilistic model of the random liner matrix [Z(ω)] is given in Section IV-B of

Supplementary material using the algebraic properties of the liner impedance complex matrix [Z(ω)], which are
presented in Section III-C of Supplementary material. The probability distribution of random matrix [Z(ω)] depends
on a frequency-independent hyperparameter δZ > 0, which allows the level of uncertainties of the liner impedance to
be controlled. It should be noted that hyperparameter δZ allows for quantifying the global level of uncertainties for
matrix-valued random impedance [Zi(ω)] that depends on two modeling errors related to the Myers condition and to
the local admittance of the liner. These two modeling errors cannot be separated because the impedance operator cannot
be separated in two algebraically independent operators, as it can be seen in its weak formulation before finite element
discretization. Consequently, the two sources of modeling errors cannot be separated in the nonparametric model and
therefore, there is only one hyperparameter.

C. Construction of the probabilistic model of the reduced aeroacoustic matrix
Similarly to the liner impedance matrix, the construction of the probabilistic model of the random aeroacoustic

matrix [A(ω)] is given in Section IV-C of Supplementary material, using the algebraic properties of the aeroacoustic
impedance complex matrix [A(ω)], which are given in Section III-D of Supplementary material. The probability
distribution of random matrix [A(ω)] depends on a frequency-independent hyperparameter δA > 0, which allows for
controlling the level of uncertainties of the aeroacoustic impedance.

D. Parametric probabilistic modeling of the fan acoustic excitation
There are two possible approaches for constructing the parametric probabilistic model of the fan excitation. The first one
consists in directly considering the modal components {c+α(ω), α = 1, . . . ,Nd} of the duct modes, while the second one
consists in describing the probabilistic model for the modal intensity {I+α (ω), α = 1, . . . ,Nd} and using the expression of
c+α(ω) as a function of I+α (ω). In the present paper, we only present the latter. In addition, the reader will find the relation
between c+α(ω) and I+α (ω) in Appendix B of the Dangla thesis [54] (this relation is not given because the required
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explanations are long enough and relatively fastidious).

Probabilistic model of I+α (ω). For civil aircraft applications, a deterministic mean model, I+α(ω), of the modal
intensity is often used by the manufacturers and this mean model has to be accounted for in the construction of the
probabilistic model of I+α (ω). Consequently, I+α(ω) is chosen as the statistical mean value of the random variable I+α (ω).
For the construction of the probability distribution of the modal intensity, the available information are the following:
I+α (ω) is a positive-valued random variable, its mean value is I+α(ω), and the support of its probability distribution is
the given positive interval Jα(ω) = [I+α(ω)(1 − σα(ω)) , I+α(ω)(1 + σα(ω))] ⊂ R

+ depending on α and on a positive
hyperparameter 0 < σα(ω) < 1. It should be noted that no information is assumed to be available concerning the
statistical dependence of the random variables I+1 (ω), . . . , I

+
Nd
(ω). Using the MaxEnt principle of Information Theory, it

is concluded that the random variables I+1 (ω), . . . , I
+
Nd
(ω) are statistically independent and the probability distribution

of each I+α (ω) is uniform with support Jα(ω) and with mean value I+α(ω). Therefore, the random variable I+α (ω) can be
written as

I+α (ω) = I+α(ω)(1 + σα(ω)Uα(ω)) , 0 < σα(ω) < 1 , (19)

in which Uα(ω) is a centered uniform random variable on the interval [−1 ,1].

E. Construction of the SROM by using the nonparametric probabilistic approach of uncertainties
As previously explained, the nonparametric probabilistic approach of both the parametric uncertainties and the model
uncertainties induced by modeling errors in the computational model of the acoustic radiation of an inlet consists in
modeling matrix [Z(ω)] defined by Eq. (14) by the random complex matrix [Z(ω)] and [A(ω)] defined by Eq. (13)
by the random complex matrix [A(ω)]. The introduction of uncertainties on the fan acoustic excitation consists in
modeling c+(ω) = (c+1 (ω), . . . , c

+
Nd
(ω)) by the random complex vector C+(ω) = (C+1 (ω), . . . ,C

+
Nd
(ω)) that is expressed

as a function of I+(ω) = (I+1 (ω), . . . , I
+
Nd
(ω)) (see Section IV.D). From Eqs. (18) and (12), it can be deduced that the

random vector QoI(ω) depending on ω is such that

QoI(ω) = [FqoI(ω)]C+(ω) − [AqoI(ω)]Q(ω) , (20)

in which the random vector Q(ω) is such that

([A(ω)] + [Z(ω)])Q(ω) = [B(ω)]C+(ω) . (21)

F. Solving the stochastic matrix equation and constructing the confidence regions
The frequency band of analysis [ωmin,ωmax] is sampled in nω points {ω1, . . . ωnω }. For each ω = ωj , the Monte Carlo
method is used for solving the SROM. It consists in computing a set of νs independent realizations, with νs sufficiently
large, of the random quantities of interest by using Eqs. (20) and (21). From this set of independent realizations,
estimates of the statistics for the quantities of interest are computed, such as probability density functions, moments
(means, standard deviations), confidence regions. The convergence of the estimates are analyzed with respect to νs .

V. Configuration and computational model of a generic industrial nacelle
In this section, we present the computational model that is used to assess the performance of an acoustic liner in its
operating environment. In a first step, for a given flight condition, CFD is used for calculating the velocity field and the
mass density field of the steady flow using an Airbus in-house CFD code based on the potential Euler equations. The
reader will be able to find figures of the mass density and velocity fields for the steady flow in Chapter 3 of [54]. In a
second step, the computational aeroacoustic model is constructed.

For the computational aeroacoustic model including the liners, the finite/infinite element discretization of the half-3D
generic nacelle intake is shown in Fig. 3. The left figure shows the following three fluid boundaries: the liner surfaces Γ
on which there are two liners: the "Inlet liner" and the "Forward Fan Case (FFC) liner", the fan excitation surface Γf
on which the incident acoustic pressure field is imposed through the duct, and the near/far-field surface Γio on which
is imposed the continuity of the acoustic velocity potential field between the near-field and the far-field. The right
figure shows the 2D section of the half-3D generic aeroacoustic mesh shown on the left figure. Note that the existence
of a system symmetry with a non-symmetric excitation allows for using a half model considering two calculations:
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one for the symmetric part of the excitation (positive excitation azimuthal orders) for which a zero pressure gradient
normal to the symmetry plane is imposed and one for the anti-symmetric part (negative excitation azimuthal orders) for
which a zero pressure condition is imposed on the symmetry plane. The mesh used for the computation depends on the
maximum of the considered frequency. Two mesh cases are considered corresponding to a maximum frequency of
1 000 Hz and 2 000 Hz. As it can be seen in Table 1, there are 458 521 nodes in the computational aeroacoustic mesh of
the half system for 1 000 Hz, and 3 056 476 nodes for 2 000 Hz

Fig. 3 Left: Γ (red and orange), Γf (green), and Γio (purple). Right: 2D section of the 3D aeroacoustic mesh.

Mesh case FEM IEM Inlet FFC Fan Sym Total
of Ωi of Γio liner Γ liner Γ excitation Γf plane of nodes

1000 Hz 423 498 9 182 4 821 981 3 285 16 559 458 521
2000 Hz 2 939 198 24 805 8 665 1 875 8 277 73 189 3 056 476

Table 1 Number of mesh nodes of the computational aeroacoustic model for the two mesh cases depending on
the maximum frequency.

The quantities of interest are the far-field acoustic pressure that are captured by a "far-field microphone array" located
at 46 m of the nacelle axis (see Fig. 4) and the ring acoustic pressure that are captured by a "ring microphone array"
located on the nacelle intake lip. The fan acoustic contributions are observed and allow for computing both the far-field
and the ring directivity modal SPL (Sound Pressure Level) quantities. The SPL broadband azimuthal quantity (far-field)
consists in calculating the quadratic mean of the acoustic pressure over the cut-on excitation modes, accounting for
statistically independent random phases on [0,2π]. Whereas, for the ring, azimuthal (or circumferential) SPL are
computed using the phase of each microphone and the modal contribution of the fan excitation acquired on each
microphone. These quantities of interest are developed in the following section. In the present work, one flight condition
is studied, corresponding to the flyover acoustic certification point following ICAO rules [77].

VI. Simulated and experimental quantities of interest
The experimental environment is a static ground test. The engine is hanged by a mechanical arm, in free space

(exterior). Microphones are placed at the intake lip for the modal detection of the acoustic excitation induced by the
fan, and microphones are placed in far-field for the acoustic certification of the engine. All the physical reflections,
including the reflections on the ground, are taken into account in the post-processing of the measurements and in the
computational aeroacoustic model.
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Fig. 4 Left: far-field microphone array. Right: ring microphone array located in the nacelle intake lip.

A. Quantities of interest related to the ring microphone array
The ring acoustic pressures are written as

pring,i(ω) =

Nazi∑
m=−Nazi

am(ω) e j mηi , i ∈ {1, . . . ,Nmics,r} , (22)

in which Nmics,r = 100 is the number of flush-mounted microphones distributed on the ring (intake lip), ω is the angular
frequency, m is the azimuthal order, am(ω) is the complex amplitude of the azimuthal order m, and ηi = 2π(i−1)/Nmics,r
is the angle in radian of the ith microphone. Eq. (22) can be rewritten as

pring(ω) = [B] a(ω) , (23)

in which pring(ω) = (pring,1(ω), . . . , pring,Nmics,rω)) is a complex vector, where a(ω) = (a−Nazi (ω), . . . ,a0(ω), . . . ,aNazi (ω))
is a complex vector of amplitudes, and where [B] is the (Nmics,r × (2Nazi + 1)) complex matrix whose entries are
[B]im = e j mηi . Assuming that 2Nazi + 1 ≤ Nmics,r, the azimuthal amplitude of the ring acoustic pressure is represented
by the complex amplitude vector a(ω) that is constructed by using the left pseudo-inversion of Eq. (23),

a(ω) =
(
([B]∗ [B])−1

[B]∗
)
pring(ω) . (24)

The azimuthal Sound Pressure Level (SPL) of azimuthal order m of the ring acoustic pressure, expressed in dB, is
defined by

SPLring,m(ω) = 10 log10

(
|am(ω)|2

p2
ref

)
, m ∈ {−Nazi, . . . ,0, . . . ,Nazi} , (25)

in which pref = 2 × 10−6 is the pressure of reference. The counterpart of pring,i(ω), am(ω), and SPLring,m(ω) for the
experimental measurements are denoted by pexp

ring,i(ω), aexp
m (ω), and SPLexp

ring,m(ω).

B. Quantities of interest related to the far-field microphone array
There are Nmics,ff = 23 microphones uniformly distributed between 10◦ and 120◦ in the arc defining the far-field

microphone array (see Fig. 4). For the ith microphone the far-field acoustic pressure is denoted by pff,i(ω). The Sound
Pressure Level (SPL) for the far-field acoustic pressure of the ith microphone is defined by

SPLff,i(ω) = 10 log10

(
|pff,i(ω)|

2

p2
ref

)
. (26)

The counterpart of pff,i(ω) and SPLff,i(ω) for the experimental measurements are denoted by pexp
ff,i (ω) and SPLexp

ff,i (ω).

C. Modeling of the mean modal intensity I+α

1. Parameterization of the mean modal density also called modal content (MC)
Simulated data are computed following hypotheses on the modal content (duct modes), which concerns broadband

and emergence levels, and energy repartition between the different modes. For this purpose, a state-of-the-art modal
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content used by Airbus is introduced. A broadband level is set for all azimuthal order m and radial order n for which the
energy is equidistributed on all radial orders n for each azimuthal order m. Moreover, an emergence level corresponding
to the engine order is set, as well as two customizable emergences, and one corresponding to the first azimuthal order
m = 0. For all emergences, the energy is carried out by the first radial order n = 1. Then, a number of azimuthal orders
Nadj from each side of each emergences is set, for which the acoustic energy decays as a function of the azimuthal
order m. In this paper, the mean modal content I+α, which can be written as I+m,n, is represented by the quantity Im
that corresponds to I+m,1 (the notation is simplified for facilitating the reading). Quantity Im (that is the mean modal
intensity), will also be called "modal content" (MC). The following notations/symbols will be used:

• HW is for "Hardwall", CUT is for "Cutback condition", and f = 946 Hz is the corresponding frequency.
• IEO is the modal intensity of the engine order (EO) of azimuthal order m = mEO.
• IFE+ is the modal intensity of the positive flexible emergence (FE+) of azimuthal order m = mFE+ .
• IFE− is the modal intensity of the negative flexible emergence (FE−) of azimuthal order m = mFE− .
• IZero is the modal intensity of the azimuthal order m = 0 emergence.
• IBB is the modal intensity of the broadband (BB).
• "Adjacent" is the number Nadj of adjacent modes (see the definition given hereinbefore).

2. Experimental identification of the modal content
The modal content (MC) is identified by comparing experimental data with the simulation for the HW case (no

liner) and for the cutback condition at the blade passing frequency (BPF) at f = 946 Hz. A trial algorithm has been
used for minimizing the difference between simulation and experimental SPL quantities. The nominal MC is modified
and yields the so called "modified MC".

-15 -10 -5 0 5 10 15

Fig. 5 Modified MC resulting from the experimental identification for the cutback condition at the blade
passing frequency (BPF) at f = 946 Hz. One graduation equals 5 dB.

Fig. 5 shows the modified MC resulting from the experimental identification process for which it can be seen the
broadband level (blue), one positive azimuthal (cyan) and one negative azimuthal emergence (green), one emergence for
the first mode (magenta), and one emergence corresponding to the mode carrying the engine order (red). Fig. 6 shows
the SPL for the ring acoustic pressures and for the far-field acoustic pressures corresponding (i) to experimental data
(blue lines) (ii) to the simulation using the nominal MC (black line), and (iii) to the simulation using the modified MC
that results from the experimental identification (red line).

VII. Sensitivity analysis with respect to uncertainties
This section presents results of the sensitivity analysis with respect to the level of uncertainties given by the values of δA
and δZ , in order to assess the impact of aeroacoustic uncertainties and liner uncertainties on the ring and the far-field
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Fig. 6 Ring SPL (top) and Far-field SPL (down): comparison of experiments with simulations. One graduation
equals 10 dB.

acoustic pressure. The cutback condition at the blade passing frequency f = 946 Hz is considered. For the sensitivity
to the aeroacoustic uncertainties, the HW case is considered while for the sensitivity to the liner uncertainties, the SW
case (lined case) is considered (since there is the liner). The modified MC defined in Fig. 5 is used. For this modified
MC, the confidence regions of the random SPL are estimated with the stochastic computational model using Eq. (25) for
the ring acoustic pressure and Eq. (26) for the far-field acoustic pressure. In all the figures, the confidence regions that
are shown have been estimated for a probability level of 0.95 and using 50 realizations for the stochastic solver (this
value gives an acceptable convergence of the confidence regions, convergence that has been checked in increasing this
value). The experimental measurements are displayed and consequently, can be compared to the confidence regions that
are estimated with the stochastic computational model.

A. Aeroacoustic uncertainties

-15 -10 -5 0 5 10 15

(a) Ring SPL

0 20 40 60 80 100 120

(b) Far-field SPL

Fig. 7 HW case: confidence regions of SPLring,m (a) and SPLff,i (b) as function of δA compared to experiments.
One graduation equals 10 dB for (a) and 5 dB for (b).

For the HW case, Fig. 7 shows the sensitivity of the confidence region (CR) of the random variables SPLring,m (figure
(a)) and of SPLff,i (figure (b)), estimated with the stochastic computational model, in function of the aeroacoustic
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uncertainty level δA ∈ {0.01,0.05,0.75,0.10}. These two figures also show the experimental measurements (blue
lines) and the corresponding deterministic simulation without uncertainties (black lines). The impact of aeroacoustic
uncertainties can be observed in Fig. 7-(a) for the ring SPL and in Fig. 7-(b) for the far-field SPL. It has been found that
the sensitivity of SPLring,m is a logarithm function of δA while the sensitivity of the far-field SPL is a linear function
of δA (see [8]). Nevertheless, what is more important here is that, in Fig. 7-(b), it can be observed an increase of the
acoustic energy due to uncertainties in the [40◦ ,70◦] angles range . This will be accounted for during the identification
of the uncertainty levels.

B. Liner uncertainties
For the SW case, similarly to the aeroacoustic uncertainties sensitivity analysis, Fig. 8 shows the sensitivity of the

confidence region (CR) of SPLring,m (figure (a)) and of SPLff,i (figure (b)), estimated with the stochastic computational
model, in function of the liner uncertainty level δZ ∈ {0.1,0.3,0.5,0.7}, keeping aeroacoustic uncertainties to zero.
These two figures also show the experimental measurements (blue lines) and the corresponding deterministic simulation
without uncertainties (black lines). As it can be seen, the liner uncertainties have a small impact on the ring SPL,
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(a) Ring SPL

0 20 40 60 80 100 120

(b) Far-field SPL

Fig. 8 SW case: confidence regions of SPLring,m (a) and SPLff,i (b) as function of δZ compared to experiments.
One graduation equals 5 dB for (a) and (b).

especially for azimuthal orders in the range [−12 ,12], whereas outside this range, the SPL is slightly affected. The
high cut-off ratio modes are more inclined to be affected by uncertainties since they are poorly energetic. Concerning
the far-field SPL, the impact is greater but remains low. The small impact for the ring and far-field SPL can also be
explained by the fact that the characteristics of the liner used in this analysis have been chosen close to the characteristics
that have been previously optimized by the manufacturer for the flight condition/frequency that is considered here.

VIII. Experimental identification of uncertainty levels
As the liner has to be optimized for several engine regimes (e.g flight conditions), it is important to validate the

identification method for at least one engine regime. Moreover, since the optimization of liners is presented only
for the cutback condition, the identification of uncertainties is of primary importance using experimental data. The
cutback condition at the blade passing frequency f = 946 Hz is again considered. The confidence regions (CR) of
SPLring,m and SPLff,i are estimated with the stochastic computational model for each fixed value of the hyperparameters,
for a probability level of 0.95 and using 50 realizations. Taking into account the computational costs, a very simple
trial algorithm allowing to control the CPU time has been used. The objective is to frame a maximum number of
experimental points within the confidence regions.

A. Experimental identification of the aeroacoustic uncertainty level
The HW case (no liner) is considered for performing the identification of the aeroacoustic uncertainty level δA. The

modified modal content, which has experimentally been identified in Section VI.C.2 and defined in Fig. 5, is used. The
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optimal aeroacoustic uncertainty level is δopt
A
= 0.02.
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Fig. 9 HW case: for δopt
A
= 0.02, confidence regions of SPLring,m (top) and SPLff,i (down), compared to

experiments. One graduation equals 20 dB (top) and 5 dB (down).

For the HW case, Fig. 9 shows the experimental measurements (blue lines), the corresponding deterministic simulations
without uncertainties (black lines), the confidence region (CR), and their statistical mean values (red lines) of random
variables SPLring,m (top figure) and of SPLff,i (down figure) estimated with the stochastic computational model for the
optimal value δopt

A
of the aeroacoustic uncertainty level. It can be seen that for both ring and far-field microphones, the

confidence region frames a low amount of experimental points. Note that for the far-field that is the most important
target, there is an angles range between 40◦ and 60◦ for which aeroacoustic uncertainties have a strong impact. This is a
difficulty that induces a conflict with the identification of the modified modal content (MC); there is a set of modes that
radiate in this specific angles range and that are very sensitive to aeroacoustic uncertainties.

-15 -10 -5 0 5 10 15

20 40 60 80 100 120

Fig. 10 SW case: for δopt
A
= 0.02 and δZ = 0, confidence regions of SPLring,m (top) and SPLff,i (down), compared

to experiments. One graduation equals 20 dB (top) and 10 dB (down).
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Before adding the liner uncertainties (see Section VIII.B), in order to analyze the impact of aeroacoustic uncertainty
for δopt

A
= 0.02 on the configuration with liner (SW case), but without liner uncertainties (δZ = 0), Fig. 10 shows the

experimental measurements (blue lines), the confidence region (CR) of SPLring,m (top figure) and of SPLff,i (down
figure), their statistical mean values (red lines), and the corresponding deterministic simulations without uncertainties
(black lines). It can be observed that on the ring microphone array, for azimuthal orders in the range [−12 ,12],
uncertainties have low impact, as it has already been observed in Section VII.B. Modal content uncertainties will then
be needed to frame experimental points in this specific azimuthal order range.

B. Experimental identification of the liner uncertainty level
For this identification, the SW case is considered for performing the identification of the liner uncertainty level

δZ . The modified modal content, which has experimentally been identified in Section VI.C.2 and defined in Fig. 5,
is used. The aeroacoustic uncertainty level is fixed to the optimal value δopt

A
= 0.02 identified in Section VIII.A. As

it has been seen during the sensitivity analysis of liner uncertainty level in Section VII.B, liner uncertainties have a
relatively small impact on SPL. The optimization of δZ is therefore difficult to make and we have preferred fixed a
reasonable level of the liner uncertainty level coming from expertise, δopt

Z = 0.3. For the SW case, Fig. 11 shows the

-15 -10 -5 0 5 10 15

20 40 60 80 100 120

Fig. 11 SW case: for δopt
A
= 0.02 and δZ = 0.3, confidence regions of SPLring,m (top) and SPLff,i (down),

compared to experiments. One graduation equals 20 dB (top) and 10 dB (down).

experimental measurements (blue lines), the corresponding deterministic simulations without uncertainties (black lines),
the confidence region (CR) of SPLring,m (top figure) and of SPLff,i (down figure), and their statistical mean values
(red lines), estimated with the stochastic computational model with δopt

A
= 0.02 for the aeroacoustic uncertainty level

and with δopt
Z = 0.3 for the liner uncertainty level. It can be seen that, in presence of liners, for both ring and far-field

microphones, the confidence region frames a low amount of experimental points. The confidence region estimated
using both aeroacoustic and liner uncertainties is not sufficiently large for configuration with liners (that was not the
case for the hardwall configuration analyzed in Section VIII.A). The adding of liner uncertainties does not impact the
confidence region width at all, which is not surprising regarding what has been observed during the sensitivity analysis
(see Section VII.B). It means that modal content uncertainties have to be introduced.

C. Experimental identification of the modal content uncertainty level
The modified modal content, Im, that is the mean modal intensity defined in Section VI.C.1, has experimentally

been identified in Section VI.C.2 and is defined in Fig. 5. The probabilistic model of modal intensity I+α is defined
by Eq. (19) for which the mean intensity model I+α is chosen as the modified modal content Im and for which the
hyperparameter is σα, which allows the level of uncertainties to be controlled. The objective of the experimental
identification of the modal content uncertainty level is to identify σα(ω) for the SW case in presence of aeroacoustic and
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liner uncertainties whose levels are fixed to the values δopt
A
= 0.02 and δopt

Z = 0.3. We recall that we always consider the
cutback condition at the blade passing frequency f = 946 Hz. Hyperparameter σα(ω) is reparameterized introducing
the two hyperparameters σEO and σBB for the Engine Order and for the Broad Band which become the two parameters
that we have to identified. The optimal values σopt

EO = σ
opt
BB = 5 dB (expressed in dB). Fig. 12 displays the 50 realizations

of the azimuthal stochastic modal content that has been experimentally identified, depicted, on which the variability on
each azimuthal order is shown (±5 dB for broadband modes and ±5 dB for emergences). For the SW case, Fig. 13

-15 -10 -5 0 5 10 15

Fig. 12 Realizations of the optimized random MC obtained for σopt
EO = 5 dB and σopt

BB = 5 dB (one graduation
equals 10 dB).
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Fig. 13 SW case: for δopt
A
= 0.02, δZ = 0.3, and Fig. 12, confidence regions of SPLring,m (top) and SPLff,i (down),

compared to experiments. One graduation equals 20 dB (top) and 10 dB (down).

shows the experimental measurements (blue lines), the corresponding deterministic simulations without uncertainties
(black lines), the confidence region (CR) of random variables SPLring,m (top figure) and of SPLff,i (down figure), and
their statistical mean values (red lines), estimated with the stochastic computational model, for aeroacoustic uncertainty
level δopt

A
= 0.02, for liner uncertainty level δopt

Z = 0.3, and for random MC defined in Fig. 12. Qualitatively, the
experimental identification can be considered as good enough. There is a sufficient number of experimental points
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inside the confidence region for both the far-field acoustic pressures and the ring acoustic pressures. An important point
to notice is that the far-field into the 40◦ to 60◦ angles range is very sensitive to aeroacoustic uncertainties and grows
accordingly. This phenomenon is difficult to compensate with the modified modal content (which is logarithmic by
essence). Therefore, aeroacoustic uncertainties have to be kept relatively low to avoid the growing of energy in this
specific angles range. That is why, for this case, modal content uncertainties are set to a high value, in order to increase
the confidence region thickness and frame a maximum number of experimental points.

IX. Robust optimization of liners under uncertainties
The robust optimization of the liners under uncertainties is performed for the cutback condition at the blade

passing frequency f = 946 Hz and using the stochastic computational model with the aeroacoustic uncertainty
level δopt

A
= 0.02, the liner uncertainty level δopt

Z = 0.3, and the random MC defined in Fig. 12. The objective is to
maximize the acoustic performance relative to the far-field acoustic pressure with respect to the main parameters of
the liners while maximizing the robustness. To select these main parameters of the liner, a far-field acoustic pressure
sensitivity analysis has been carried out as a function of the candidate parameters. This analysis made it possible
to select the two parameters that are described below and are consistent with the state of knowledge in this area.
Two optimization cases are considered: the optimization of the forward fan case (FFC) liner and the optimization
of the inlet liner. For each one of these two cases, the optimization parameter is denoted by w = (w1,w2) (there are
two design parameters for each case). For the FFC liner, the optimization parameters of the liner are geometrical
parameters related to the perforated resistive sheet. Parameter w1 > 0 (denoted as POA) is the percentage of open
area while parameter w2 > 0 (denoted as DIA) is the diameter of the facesheet perforations. For the inlet liner, the
optimization parameters of the liner are acoustical parameters related to the facesheet (wiremesh). Parameter w1 > 0
(denoted as R20) is the resistance at the given effective acoustic particle velocity 0.2 m/s while parameter w2 > 0
(denoted as NLF) is the non-linearity factor (the definition of the non-linearity factor can be found in Appendix C of [54]).

The design set Cw, that is to say, the admissible set of the design parameter w for the optimization problem is constructed
using the following parameterization of w,

wk = (1 + pwk
)wnom

k , k = 1,2 , (27)

in which, for k = 1,2, pwk
is a parameter with values in a given bounded interval of R and where wnom

k
corresponds to a

given and fixed nominal value of parameter wk . This means that the design set Cw is a rectangular domain.

Since the frequency is fixed to the blade passing frequency, ω is fixed and thus is removed for simplifying the writing.
The acoustic performance of the liners with respect to the HW case will be quantified by the absorption produced by the
SW case on the Nmics,ff microphones located in the far field. For the ensemble of all the Nmics,ff microphones located in
the far field, the absorption is the positive-valued random variable ∆SPLff(w) defined by

∆SPLff(w) =
1

Nmics,ff

Nmics,ff∑
i=1

(
SPLHW

ff,i (w) − SPLSW
ff,i (w)

)
, (28)

in which we have indicated the dependence on the design parameter w and where SPLHW
ff,i (w) and SPLSW

ff,i (w) are the
far-field sound pressure level SPLff,i for microphone i defined by Eq. (26), for the HW case and the SW case, respectively.

The acoustic performance, Jperf(w), is defined as the following statistical mean value,

Jperf(w) = E{∆SPLff(w)} , (29)

in which E is the mathematical expectation that is estimated using the realizations. It can be seen that the performance
function Jperf is positive, and consequently, the optimization of the acoustic performance of the liners consists in
maximizing the positive-valued function w 7→ Jperf(w).

The standard deviation Jstd(w) of random variable ∆SPLff(w) is classically defined by

Jstd(w) =
{
E
{
(∆SPLff(w) − Jperf(w) )2

}}1/2
. (30)
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The optimization of the robustness consists in minimizing the positive-valued function w 7→ Jstd(w).

The global optimization of the liner design consists in finding a compromise between the maximization of the
performance function w 7→ Jperf(w) on Cw and the maximization of the robustness, that is to say, the minimization of
function w 7→ Jstd(w) on Cw. Taking into account the CPU time generated by computation, the optimization has been
performed by a trial algorithm that starts by using a coarse discretization of Cw for localizing a subset of Cw, followed
by a refinement of this subset for improving the construction of the optimal solution.

A. Optimization of the forward fan case (FFC) liner
We consider the same discretization {−0.9,−0.5,−0.3,0,0.3,0.5,0.9} for pPOA and pDIA as the coarse discretization

of Cw. Fig. 14 displays the standard deviation of random SPLff,i as a function of the microphone i (expressed in angle

0 20 40 60 80 100 120

Fig. 14 Standard deviation Jstd (STD on vertical axis) of SPLff,i as a function of angle i for several values of
POA and DIA. One graduation is 0.5 dB

position of the microphone), for several values of the FFC liner parameters POA and DIA. Each graph corresponds to
a value of the couple (pPOA, pDIA) expressed in percent. For instance, "POA,DIA = -90,0" means pPOA = −0.9 and
pDIA = 0. The dynamic in this graph is 4 dB. This figure, which is related to the robustness of the predictions of the
far-field pressure, makes it possible to confirm that the variations of the SPL are indeed related to the variations of POA
and DIA and not to numerical artifacts. Also, as observed during the identification of uncertainty levels, in the 40◦ to
70◦ angles range, the standard deviation admits a maximum, which indicates that uncertainties have a strong impact in
this specific region. Moreover, one can observe that the FFC liner design changes, in this specific configuration, have an
impact on the acoustic response from 60◦ and not much before. This indicates that the FFC liner design is quite robust
in the first half of the angles range and more sensitive to design changes in the second half. Finally, curves are grouped
by colors (at iso DIA), and not by symbols (at iso POA), which means that the DIA has less impact than the POA. For
the coarse discretization of the design set, Fig. 15-(a) displays the performance function Jperf defined by Eq. (29)) that
exhibits a dynamic of 4 dB. The star in the region defined by pDIA ∈ [−0.6,−0.3] and pPOA ∈ [0.5,0.9] is an optimum
in terms of the acoustic performance of the FFC liner. Fig. 15-(b) shows the standard deviation function Jstd defined by
Eq. (30), which is related to the robustness and which exhibits a dynamic of 0.6 dB. As it can be seen, there are two
regions in which the standard deviation is minimum. One in the region defined by pDIA ∈ [0.6,0.9] and pPOA ∈ [0,0.3],
and another in the region defined by pDIA ∈ [−0.9,−0.3] and pPOA ∈ [0.5,0.9]. The optimum for the performance and
the robustness of the FFC liner is therefore the region defined by pDIA ∈ [−0.55,−0.25] and pPOA ∈ [0.5,0.8].
For the refined discretization of the subset of the design set, Fig. 16-(a) displays the performance function Jperf and
Fig. 16-(b) the standard deviation function Jstd on the subset identified in Fig. 15. The final optimum of the FFC liner
design, corresponding to a compromise between performance and robustness, is popt

DIA = −0.45 and popt
POA = 0.6. It should

be noted that the identified optimum corresponds to a partial optimization that is related to a particular configuration at
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Fig. 15 Coarse discretization: 2D plot of Jperf (a) and Jstd (b) in function of pDIA (DIA±x%) and pPOA (POA±x%),
in percent.
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Fig. 16 Refined discretization: 2D plot of Jperf (a) and Jstd b) in function of pDIA (DIA±x%) and pPOA (POA±x%),
in percent.

a single frequency, and consequently, is not an optimum for all the configurations and frequencies.

B. Optimization of the inlet liner
We consider the same discretization {−0.9,−0.5,−0.3,0,0.3,0.5,0.9,1.5} for pR20 and pNFL as the coarse discretiza-

tion of Cw. Fig. 17 displays the standard deviation of SPLff,i as a function of the angle i (expressed in angle position of
the microphone), for several values of the inlet liner parameters, R20 and NLF. Each graph corresponds to a value of the
couple (pR20, pNLF) expressed in percent. For instance, "R20,NLF = -90,-90" means pR20 = −0.9 and pNLF = −0.9. The
dynamic in this graph is 2.5 dB. As for the FFC liner, this figure, which is related to the robustness of the predictions of
the far-field pressure, makes it possible to confirm that the variations of the SPL are related to the variations of R20
and NLF and not to numerical artifacts. Similarly to the FFC liner, the standard deviation admits a maximum in the
40◦ to 70◦ angles range. This indicates that inlet liner design is quite robust in the first half of the angles range and
more sensitive to design changes in the second half. Finally, the curves are grouped by colors (at iso NLF), and not by

22



Fig. 17 Standard deviation Jstd (STD on vertical axis) of SPLff,i as a function of angle i for several values of R20
and NLF. One graduation is 0.5 dB

symbols (at iso R20), which means that NLF has less impact than the R20.
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Fig. 18 Coarse discretization: 2D plot of Jperf (a) and Jstd (b) in function of pR20 (R20± x%) and pNLF (NLF±x%),
in percent.

For the coarse discretization of the design set, Fig. 18-(a) displays the performance function Jperf defined by Eq. (29))
that exhibits a dynamic of 3 dB. The optimum for the acoustic performance of the inlet liner belongs to the subset
defined by pR20 ∈ [−0.2,0.2] and pNLF ∈ [1.1,1.5]. Fig. 18-(b) shows the standard deviation function Jstd defined by
Eq. (30), which is related to the robustness and which exhibits a dynamic of 0.24 dB. For the refined discretization
of the subset of the design set, Fig. 19-(a) displays the performance function Jperf with a dynamic of 0.32 dB and
Fig. 19-(b) the standard deviation function Jstd with a dynamic of 0.24 dB, estimated on the subset identified in Fig. 18.
The final optimum of the FFC liner design, corresponding to a compromise between performance and robustness, is
popt

DIA = −0.45 and popt
POA = 0.6. It should be noted that the found optimum corresponds to a partial optimization that is

related to a particular configuration at a single frequency, and consequently, is not an optimum for all the configurations
and frequencies. It can be seen that the region pR20 ∈ [−0.02,0.02] and pNLF ∈ [1.12,1.3] corresponds to a good
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Fig. 19 Refined discretization: 2D plot of Jperf (a) and Jstd (b) in function of pR20 (R20± x%) and pNLF (NLF±x%),
in percent

compromise between performance and robustness, as the performance in this region is constant (and optimum), and the
robustness is maximum in the subregion pR20 ∈ [−0.02,0.02] and pNLF ∈ [1.15,1.20], which is included in the acoustic
performance optimum region. The optimum for this inlet liner is then popt

R20
= 0 and popt

NLF = 1.25. Parameter R20 has
the greatest influence on the performance of the inlet liner and its optimal value corresponds to the nominal value.
Parameter NLF has less influence on the performance of the inlet liner.

C. Discussion
For only one flight condition (cutback) and one frequency (1 BPF), the FFC liner and the inlet liner have been

optimized in presence of uncertainties for which their levels have been experimentally identified in Section VIII. One
objective was to compare the nominal liners designed by Airbus for which a full state-of-the-art optimization analysis
was performed, with the present analysis that is simply related to a single flight condition and for a single frequency. For
obvious reasons, it is not possible to compare both optima in the same conditions. Nevertheless, this comparison gives
an idea of what can be obtained with the stochastic computational aeroacoustic model, and more importantly, allows
for verifying that the optimum found with this robust approach is consistent with the nominal design. Concerning
the optimization of the FFC liner, the POA design parameter of the liner is clearly more impacting on the acoustic
performance than the DIA design parameter. This leads us to a one sided optimization study in terms of the acoustic
performance. For the robustness, the DIA parameter has a slightly better impact, but enough to allow for finding an
optimum. The inlet liner has a higher acoustic surface and also has a different facesheet definition (wiremesh instead of
a perforated plate for the FFC). Concerning its optimization, even if the R20 design parameter has a significantly better
impact on the acoustic absorption, the NLF impacts allows also a clear optimal region to be identified for the acoustic
performance, and even better for the design robustness. For optimization of both the FFC liner and the inlet liner, a
compromise had to be made between acoustic performance in terms of absorption and robustness of the design. Even if
we managed to find both optima in similar regions each time, it will not be that easy in further studies when several
frequencies, several flight conditions, and more design parameters will have to be taken into account. Nevertheless, the
blade passing frequency being a crucial design frequency for the liner design, the presented results are quite promising.
One important point is that the stochastic computational aeroacoustic model seems to correctly work, and gives for the
specific studied configuration, results that are not far away from the nominal value used by Airbus. Nevertheless, as it
has been explained, the results could be better if the modal content was improved, which would allow a more precise
identification of aeroacoustic and liner uncertainties to be carried out.
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Conclusion
This work is devoted to the implementation of a robust design process allowing for associating with the acoustic

performance of a given liner design, its propensity to keep its optimum performance stable to an external variability. A
first goal has been to track and quantify the main sources of uncertainties that lie within the numerical tool used for the
dimensioning of liner following its acoustic performance. The variability has been accounted for under the form of
uncertainties within the computational aeroacoustic model, which are induced by modeling errors.

In order to account for such a variability, a novel quantification of uncertainties for such a complex aeroacoustic
problem has been presented. Two main operators have been constructed related to the liner impedance and the
aeroacoustic operator responsible for the acoustic effects induced by the flow. The nonparametric probabilistic approach
of uncertainties induced by modeling errors has been developed for each operator, based on their intrinsic algebraic
properties, related to the energy conservation/dissipation properties. This approach consists in introducing random
fluctuations to the operators. The uncertainties on the acoustic excitation induced by the fan, that is represented by the
modal content corresponding to the modal expansion on duct modes, has been performed using the classical parametric
approach of uncertainties. The levels of uncertainties for the aeroacoustic operator, the liner operator, and the modal
content are controlled by hyperparameters that allow for imposing a percentage of uncertainties and have been identified
solving a statistical inverse method that consists in comparing the stochastic acoustic response of the computational
model with experimental measurements.

Once uncertainty levels and modal content have been fixed, an optimization of two liner surfaces has been carried
out with the stochastic computational aeroacoustic model involving uncertainty models. For solving the optimization
problem that is CPU time consuming, a coarse design set of the liner design parameters has been drawn by taking
proportions of the nominal (optimum value found by Airbus) from each side of the design parameters, then a refined
design set has been taken around the first updated optimum resulting from the coarse design set investigation. The
state-of-the-art optimization process used by Airbus consists in giving an information about the acoustic performance of
a given design (set of design parameters). What this work provides, is an information, in addition to the performance
information, about the propensity of a given liner design to keep its acoustic performance stable to small changes that
impact its design parameters. Namely, an information about the robustness of a given design. This information, allied
to the performance, allows for choosing a design in early phases of an aircraft development, for which the acoustic
performance would not be impacted by small changes induced by the increasing maturity of the aircraft. Such a maturity
increasing would then be anticipated in early phases and would save some re-optimization activities that are time
consuming. Moreover, this work allowed for an analysis the uncertainty that lies within the computational aeroacoustic
model, that has never been done. As the inverse identification and optimization have only been carried out for one flight
condition and a single frequency, and as the Airbus state-of-the-art optimization process is much more richer in terms of
flight conditions and frequencies, the optimization results of the liners cannot directly be compared.
Finally, although the proposed approach be mainly dedicated to the preconception phases of the nacelle design, the
developed probabilistic method is interesting and usable for the final phase of the design, in order to take into account
all the modeling uncertainties.
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I. Introduction
This Supplementary material corresponds to the extended version of Section II (Construction of the nominal

computational model), Section III (Computational reduced-order model), and Section IV (Probabilistic model of
uncertainty quantification) of the paper entitled "Robust 3D acoustic performance model for nacelle liners" published in
AIAA Journal. In particular, the extended version of these Sections II, III, and IV gives complete developments of

(1) the boundary value problem associated with the inner, outer, and duct domains of the intake acoustic radiation
problem (see Section II-D),

(2) the algebraic properties of the complex matrix [Z(ω)] related to the liner impedance (see Section III-C) and the
algebraic properties of the complex matrix [A(ω)] related to the aeroacoustic impedance (see Section III-D),

(3) the construction of the probabilistic model of the reduced liner impedance matrix (see Section IV-B) and the
construction of the probabilistic model of the reduced aeroacoustic matrix (see Section IV-C).

All of the developments given in the above mentioned sections have been removed from the article published in the
AIAA Journal due to the length limits. However, instead of giving only the sections quoted above, we preferred to give
the entire extended version of these sections for ease of reading.
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Nomenclature

[A] = reduced aeroacoustic matrix
[AR], [AI ] = real and imaginary parts of [A]
[A] = random reduced aeroacoustic matrix
[AR], [AI ] = real and imaginary parts of [A]
c = sound of speed at equilibrium
cα(ω) = complex amplitude of duct mode α
c+(ω) = vector of complex amplitudes of the incident duct modes
c−(ω) = vector of complex amplitudes of the reflected duct modes
Im = modal intensity of azimuthal order m, corresponding to the simplified notation of I+m,1.
I+α (ω) = random modal intensity of duct mode α
j = imaginary unit complex number (

√
−1)

kzα , kxyα = axial and transversal wavenumbers of duct mode α
M∞, M = uniform and local Mach number
nio, nh, n, nf, nho, nduct = outward unit normal to surfaces Γio, Γh, Γ, Γf, Γho, Γduct
Nd = number of cut-on modes
Ni, No, Nf = number of dofs in inner domain, outer domain, and fan surface
p = acoustic pressure field (Pa)
q = generalized coordinates of the reduced-order model
Q = random generalized coordinates of the stochastic reduced-order model
qoI = vector of the quantities of interest
QoI = random vector of the quantities of interest
r = (x, y, z) = point of coordinates (x, y, z) or vector of components (x, y, z)
R = Euclidean norm of r
Sduct = cross section in the (x, y) plane of the duct domain Ωduct (m2)
t = time (s)
v = acoustic velocity field (m.s−1)
v0 = velocity field of the steady-flow (m.s−1)
v∞ = velocity field of the uniform flow (m.s−1)
Z(r,ω), ZR(r,ω), ZI (r,ω) = impedance, resistance, and reactance of the liner
[Z] = reduced matrix of the liner
[ZR], [ZI ] = real and imaginary parts of [Z]
[ZSS

I ], [Z
S
I ] = skew-symmetric and symmetric parts of [ZI ]

[ZNS] = nonsymmetric part of [Z]
[Z] = random reduced matrix of the liner
[ZR], [ZI ] = real and imaginary parts of [Z]
[ZSS

I ], [Z
S
I ] = skew-symmetric and symmetric parts of [ZI ]

[ZNS] = nonsymmetric part of [Z]
δA = hyperparameter allowing for controlling the level of uncertainties in the aeroacoustic model
δZ = hyperparameter allowing for controlling the level of uncertainties in the liner model
Γ = liner surface
Γduct = duct surface
Γf = fan surface in (x, y) plane
Γh = hardwall surface
Γho = outer hardwall surface
Γio = interface between the inner and the outer domains
∂Ωi, ∂Ωo, ∂Ωduct = boundaries of the inner, outer, and duct domains
ρ0 = fluid mass density for the steady flow (kg.m−3)
ρ∞ = fluid mass density of the uniform flow (kg.m−3)
ϕ = acoustic velocity potential field in the duct domain
ψi = acoustic velocity potential field in the inner domain
ψo = acoustic velocity potential field in the outer domain
ψa = vector of all the dofs of (ψi,ψo,c−(ω)) that are not related to the liner
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ψi = vector of the finite element discretization of field ψi
ψ` = vector of all the dofs of ψi related to the liner
ψo = vector of the finite/infinite discretization of field ψo
ω = angular frequency in rad/s
Ωi, Ωo, Ωduct = inner, outer, and duct domains of the intake acoustic problem

Conventions for mathematical notations
Lower-case letter such as q is a deterministic real variable.
Boldface lower-case letter such as q is a deterministic vector.
Upper-case letter such as Q (with exception for letters N and M) is a real-valued random variable.
Boldface upper-case letters such as Q is a vector-valued random variable.
Upper-case letter between brackets such as [A] is a deterministic matrix.
Boldface upper-case letter between brackets such as [A] is a matrix-valued random variable.
Note that square brackets are introduced for matrices in order to distinguish a vector from a matrix, a random vector
from a random matrix.
Let [U] be any real or complex matrix, then, [U]T is its transpose and [U]∗ = [U]

T
is its adjoint (transpose and

complex conjugate). If [U] is any complex square matrix, then, tr[U] is its trace, ‖U‖F is its Frobenius norm such that
‖U‖2F = tr{[U]∗ [U]}, if [U]T = [U], then [U] is symmetric, and if [U]∗ = [U], then [U] is Hermitian.

II. Construction of the nominal (mean) computational model

A. Framework of the presented methodology
The theory of acoustic propagation in a fluid flow has been written by authors such as Lighthill [1, 2] who gave birth to
the aeroacoustics field of research, Rienstra [3] who developed the theory of acoustic propagation in ducts, and many
others, which contributed to the development of fluid dynamic [4, 5] or acoustics [6, 7]. These prediction tools have
been created and constantly improved upon since the last century with the work of authors such as Jones [8] on the
aeroacoustic propagation, Tam [9–12] on computational aeroacoustic matters such as the acoustic boundary conditions,
and others [13–16]. For computational prediction models, the flow inside and outside the nacelle is calculated using
CFD (computational fluid dynamics) [17, 18] and allows for identifying the thermodynamical state of the fluid in which
the acoustic perturbation propagates. Some works have been devoted to acoustic noise sources generated by the flow
itself such as Bailly and Juvé [19, 20] in which a stochastic noise generation process is solved using linearized Euler
equation. In the present work, acoustic source terms are neglected. The fan acoustic excitation is represented using a
duct modal expansion.
In the framework of nacelle intake liners performance prediction, the following axes can be considered.

1) Noise generation, propagation, and transmission in a moving fluid. In order to understand the mechanisms
responsible for the noise production, some studies have been carried out such as [3, 14, 21, 22] on fan noise propagation
in duct, and [15] on the transmission/radiation of sound and vibration. This axis is of major importance since knowing
the phenomena and mechanisms responsible for acoustic noise in the nacelle allows for developing solutions that are
more efficient in mitigating it. In the framework of this paper, the noise generation mainly concerns the study of the
interaction between the moving fluid and moving mechanical parts such as the fan or the engine internal systems.
The propagation of the noise in a ducted environment for which there is an interaction between the flow and the
wall (under the form of a boundary layer) is of major importance when studying lined environments. Finally, the
transmission/radiation phenomenon can be studied separately and are not performed in the framework of this paper.

2) Acoustic treatments as mechanical systems. A second axis is related to the mechanical system that constitutes
the liner itself. Such a mechanical system is an assembly of several components for which the dissipation phenomena
are to be well-modeled so it can be designed to be optimal at specific frequencies (tunable to specific frequencies). The
main quantity used for characterizing a liner is its acoustic impedance. The theory of impedance calculation has been
introduced by Guess [23] for the mathematical formulation of perforations, or Parrott, Jones, and Watson [24–26] for
the assembly of several parts and the effects of liner geometry on its acoustic impedance. In presence of a moving
fluid, the dissipation phenomena are more complex and have been studied by several authors, especially at NASA and
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ONERA, using experiments ([27–32]), and/or simulations, such as CFD [33–39] or computational aeroacoustic codes
(CAA) [13, 40–42].

3) Acoustic absorption using liners, and liner performance. A final axis concerns the absorption of acoustic
perturbation in lined ducts in presence of a moving fluid. This axis is devoted to the optimization of such liners in
their operating environment in order to maximize their ability to absorb the noise produced by the fan. Studies have
been carried out on optimization methods [43–46] in order to improve their effectiveness in finding the combination of
design parameters that is the most adequate to tackle a specific noise frequency range. These improvements concern the
computational tools used, the design parameters that are the most impacting, and the choice of representation for the fan
acoustic excitation. In [44], the interest of an axially-segmented liner instead of a uniform one is demonstrated, using a
multi-modal representation of the fan noise, as it is done in the present work.

B. Summarizing the methodology for constructing the nominal computational model
First, we will present the boundary value problem associated with 3D inner, outer, and duct domains of the intake
acoustic radiation problem. The linear convected Helmhlotz equation [1, 4–6, 16] is used in the inner domain (near-field)
and in the outer domain (far-field), involving the velocity and mass density fields of the flow computed using CFD. The
boundary condition on the liner is the Myers condition [22, 47, 48] involving the local admittance of the liner model
[23] depending on the spatial point and on the frequency. At infinity, the outward Sommerfeld radiation condition is
written. For the fan excitation (see for instance [3] and [7]), the acoustic velocity field is represented on the family of
acoustic duct modes and allows for ensuring the coupling between the semi-infinite duct and the inner domain on the fan
boundary, and for representing the acoustic excitation produced by the fan. It should be noted that the duct wall is rigid
and its cross-section is assumed to be constant. Inside the duct, the flow is assumed to be uniform. Consequently, the
duct modes are explicitly known.

Then, the finite/infinite element discretization of the weak formulation of the boundary value problem is performed,
which allows for obtaining the computational model in the frequency domain. The unknowns of this computational
model are the discretized acoustic velocity potential fields in the inner domain and in the outer domain, and the vector of
the coefficients describing the unknown reflected sound field. In this computational model, the acoustic source term
depends on the vector of the known coefficients of the incident sound field describing the fan acoustic excitation.

Finally, we introduce the frequency-dependent computational model that is a very large linear complex matrix system,
which induces a large computational cost when exploring the frequency band of analysis. In addition, the nonparametric
probabilistic approach of uncertainties (see [49, 50] and also [51]) has to be implemented in the computational model.
For these two reasons, a computational reduced-order model depending on the frequency is constructed. For this
purpose, two ingredients are introduced [46, 52]. The first one is a frequency by frequency static condensation of
the aeroacoustic dofs on the liner dofs. Since the number of liner dofs is generally large, the reduced-order model is
constructed by introducing a pellicular basis constituted of a set of acoustic modes in a pellicular domain that is related
to liner dofs. All this methodology has been implemented in a commercial software [52–54], which are used for the
numerical simulations presented in Section VII of the Paper.

C. Definition of the geometry of the aeroacoustic problem
For liner performance assessment, an aeroacoustic modeling of the acoustic radiation problem of a nacelle intake is
used. The boundary value problem associated with this model (see Fig. 1) is formulated using three domains. In Fig. 1,
a first domain Ωi corresponds to the nacelle near-field, which is discretized by finite elements. A second domain Ωo
corresponds to the far-field, which is discretized by infinite elements. A third domain Ωduct allows for analytically
calculating the acoustic excitation imposed by the fan, for which the model is based on analytical duct modes ([3]).
In order to numerically solve the intake acoustic radiation problem, the associated boundary value problem must be
written involving a propagation equation and boundary conditions. For a given flight condition, the flow computation
assumes that the fluid is inviscid (viscous and thermal effects are neglected) and is performed by solving the potential
Euler equations on an appropriate CFD mesh. From these CFD computation, it can be deduced the steady-flow velocity
field v0 and the steady-flow mass density field ρ0. The convected acoustic wave equation comes from the derivation of
the Navier-Stokes equations ([3], [6]), for which it is assumed an irrotational locally isentropic flow. The linearized
convected acoustic equation is written in the frequency domain (assuming that fluctuating thermodynamic quantities are
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small compared to their mean-flow counterpart).

8

8

8

8

Fig. 1 2D section of the half-3D geometry for the boundary value problem of the intake radiation problem in
presence of a flow, corresponding to the nacelle scheme in Fig 1 of the paper.

Fig. 1 is a 2D section of the half-3D geometry of the inlet acoustic problem, in which Ωi is the inner bounded open
domain of R3 with boundary ∂Ωi = Γio ∪ Γh ∪ Γ ∪ Γf and where Ωo = R

3\Ωi is the outer unbounded open domain of
R3, whose boundary is ∂Ωo. The generic point in R3 is denoted as r = (x, y, z), for which the direction of coordinate z
coincides with the rotation axis of the fan. The uniform inflow is in z-direction.

Definition of the geometry and boundary conditions for inner domain Ωi. The unit normal to boundary ∂Ωi
outward of domain Ωi is written as nio for the part Γio, nh for the part Γh, n for the part Γ, and nf for the part Γf. The
boundary part Γ corresponds to the coupling interface between Ωi and the liner, while Γf is the boundary part on which
the fan excitation is applied. The inner problem implies the use of the following boundary conditions:

• Γio (inner outer) represents a nonphysical interface between inner and outer domains, on which the continuity
condition is written for the acoustic velocity potential and for its gradient.

• Γh (hardwall) corresponds to rigid or "hardwall" part on which a zero normal acoustic velocity is applied.
• Γ (liner) corresponds to the acoustic treatment characterized by its impedance.
• Γf (fan) corresponds to the part of the boundary on which act acoustic sources induced by the fan.

Definition of the geometry and boundary conditions for outer domain Ωo. The boundary ∂Ωo of Ωo is written
as Γio ∪ Γho in which Γho = Γh ∪ Γ ∪ Γf (this means that ∂Ωo = ∂Ωi). The unit normal to boundary ∂Ωo outward of
domain Ωo is written as noi = −nio for the part Γio and nho for the part Γho. For the acoustic wave propagation in the
outer domain, Γho corresponds to a rigid wall on which the normal acoustic velocity will be equal to zero.
The outer problem implies the use of the following boundary conditions:

• Γio (inner outer) is the nonphysical coupling interface previously defined on which the continuity is written for the
acoustic velocity potential and for its gradient (note that infinite boundary elements will be used on Γio for taking
into account the effects of Ωo on Ωi through the coupling interface Γio).

• Γho (hardwall outer) corresponds to a rigid wall characterized by a zero normal acoustic velocity.

Definition of the geometry and boundary conditions for the semi-infinite duct Ωduct. A semi-infinite cylindrical
duct Ωduct is connected to the inner domain Ωi for which the coupling interface is the fan plane Γf . The boundary
∂Ωduct of Ωduct is written as ∂Ωduct = Γf ∪ Γduct in which Γduct is the cylindrical-surface part of the boundary of Ωduct.
It should be noted that this domain is only introduced for generating the acoustic excitation induced by the fan and
consequently, has to be viewed as a "fictional domain" with respect to the formulation of the boundary value problem
related to Ωi ∪Ωo. This is the reason why Ωo = R

3\Ωi. In this semi-infinite duct, the sound field is the sum of a
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given incident sound field and an unknown reflected sound field, which will be represented on the duct modes (see
Section II.D.3). The wall of the boundary of Ωduct is rigid on which a zero normal acoustic velocity is applied.

D. Boundary value problem associated with the inner, outer, and duct domains of the intake acoustic radiation
problem

1. Boundary value problem in the inner domain Ωi (near-field)

The definitions and the notations introduced in Section II.C are used.

Linear convected Helmholtz equation in Ωi. The linear frequency formulation of the convected wave equation can
be written ([1, 4–6, 16]) as

−
ω2ρ0

c2 ψi +
jωρ0

c2 v0 ·∇ψi + ∇ ·
(

jωρ0v0

c2 ψi +
ρ0v0

c2 v0 ·∇ψi − ρ0∇ψi
)
= 0 in Ωi , (1)

in which ψi is the acoustic velocity potential field in inner domain Ωi, where v0 is the velocity field of the steady-flow,
and where ρ0 is the fluid mass density for the steady flow. The acoustic pressure field p and the acoustic velocity field v
are given by

p = − jωρ0 ψi − ρ0 v0 ·∇ψi in Ωi , (2)
v = ∇ψi in Ωi . (3)

In the above equations, c is the speed of sound at equilibrium, ω is the angular frequency (rad/s), j =
√
−1 is the

imaginary unit complex number , ∇ is the gradient operator with respect to space variable r = (x, y, z), and where the
symbol "dot" represents the Euclidean inner product in R3.

Boundary conditions on ∂Ωi = Γio ∪ Γh ∪ Γ ∪ Γf. The boundary conditions on the parts of Ωi are

ψi = ψo , ∇ψi = ∇ψo on Γio , (4)
∂ψi
∂nh
= 0 on Γh , (5)

ψi = ϕ , ∇ψi = ∇ϕ on Γf , (6)

in which ψo is the acoustic velocity potential field in outer domain Ωo and where ϕ is the acoustic velocity potential
field in Ωduct, which will have to satisfy the boundary value problem in Ωduct, detailed in Section II.D.3. The boundary
condition on Γ (liner) is written ([47],[22]) as

∂ψi
∂n =

(
1 −

1
jω

v0 · ∇ +
1
jω

n · (n · ∇)v0

) (
1

Z(r,ω) ( jω ρ0 ψi + ρ0 v0 ·∇ψi)
)

on Γ , (7)

in which Z(r,ω)−1 denotes the local admittance of the liner at point r and at frequency ω.

2. Boundary value problem in the outer domain Ωo

Linear convected Helmholtz equation in Ωo. Similarly to Eq. (1), the linear convected Helmholtz equation in Ωo is
written as

−
ω2ρ∞

c2 ψo +
jω ρ∞

c2 v∞ ·∇ψo + ∇ ·
(

jω ρ∞v∞
c2 ψo +

ρ∞v∞
c2 v∞ ·∇ψo − ρ∞∇ψo

)
= 0 in Ωo , (8)

in which ψo is the acoustic velocity potential field in Ωo, where ρ∞ and v∞ are the constant mass density and the
constant velocity field of the uniform inflow in z-direction.
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Boundary conditions on ∂Ωo = Γio ∪ Γho. The boundary conditions on the parts of ∂Ωo are

ψo = ψi , ∇ψo = ∇ψi on Γio , (9)
∂ψo
∂noi

= 0 on Γho , (10)

in which ψi is the acoustic velocity potential field in Ωi. At infinity, the outward Sommerfeld radiation condition is
written as

lim
R→+∞

{
∂ψo
∂R
+ j

ω

c
ψo + M∞

∂ψo
∂R

}
= 0 , (11)

in which R = | |r| |, where ∂/∂R denotes the derivative in the radial direction from the origin, and where M∞ = | |v∞ | |/c.

3. Boundary value problem in the semi-infinite duct Ωduct for the inlet case and duct modes

For the fan excitation (see for instance [3] and [7]), the acoustic velocity potential field ϕ in Ωduct will be represented on
the family of acoustic duct modes and will allow (i) for ensuring the coupling between the semi-infinite duct Ωduct and
the inner domain Ωi on boundary Γf (see Fig. 1), and (ii) for representing the acoustic excitation produced by the fan. It
should be noted that the duct modes are explicitly known for a simple cross-section of the duct such as a circle or a
rectangle, and can be computed for a nonsimple geometry of the cross-section. In this work, it is assumed that Ωduct is a
straight cylinder with z-axis, for which its cross-section is constant and consequently, independent of z. The steady flow
in Ωduct is assumed to be subsonic and uniform along z-direction.

Boundary value problem in Ωduct. We consider the acoustic propagation in z-direction. The acoustic velocity
potential field (x, y, z) 7→ ϕ(x, y, z) verifies the following linear convected Helmholtz equation,

∆xyϕ + (1 − M2
∞)
∂2ϕ

∂z2 − 2 j kM∞
∂ϕ

∂z
+ k2ϕ = 0 in Ωduct , (12)

where ∆xy is the Laplacian in the transversal plane (x, y), M∞ = | |v∞ | |/c is the Mach number associated with the
uniform, k = ω/c is the wave number. The boundary condition on Γduct consists in writing that the normal derivative of
the acoustic velocity potential is zero,

∂ϕ

∂nduct
= 0 on Γduct , (13)

where nduct is the external unit normal to ∂Ωduct. In addition, the continuity on interface Γf of acoustic velocity potential
field ϕ with acoustic velocity potential field ψi is

ϕ = ψi , ∇ϕ = ∇ψi on Γf . (14)

Duct modes and modal representation of the acoustic velocity potential field ϕ. Let Sduct be the constant cross-
section in the (x, y)-plane (independent of z) of the straight cylindrical duct Ωduct. The solution of the boundary value
problem defined by Eqs. (12), (13), and (14) can be written as

ϕ(x, y, z) =
∞∑
α=1

cα ϕα(x, y) e jkzα z , (15)

in which (x, y) 7→ ϕα(x, y) is defined in Sduct, where kzα is the axial wavenumber of the duct mode α (note that we have
used the opposite of the harmonic wave convention previously introduced, it is + j kzα z and not − j kzα z), and where cα
is the modal component of duct mode α. Substituting Eq. (15) into Eq. (12), it can be seen that ϕα has to verify the
following 2D wave equation in Sduct, which is written as [55],

∆xy ϕα(x, y) + k2
xyα

ϕα(x, y) = 0 in Sduct . (16)

The family of real-valued eigenfunctions {ϕα}α is such that,∫
Sduct

ϕα(x, y) ϕβ(x, y) dx dy = δαβ , (17)
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where δαβ is the Kronecker symbol. The transversal wavenumber kxyα of a given duct mode α is related to the axial
wavenumber kzα by the two following equations,

kzα =
k M∞ ±

√
k2 − β2k2

xyα

β2 , (18)

in which β =
√

1 − M2
∞. The axial wavenumber kzα of a given mode α can be real (propagative mode) or purely

imaginary (evanescent mode).

Modal representation for the acoustic excitation by the fan and the reflected sound field. The acoustic velocity
potential field ϕ defined by Eq. (15) is rewritten by keeping only a finite number Nd of duct modes and by showing
the contribution of the given incident sound field (represented by the symbol +) that represents the acoustic excitation
induced by the fan and the contribution of the unknown associated reflected sound field (represented by the symbol -).
From Eqs. (15) and (18), function ϕ(x, y, z) can be rewritten as

ϕ(x, y, z) =
Nd∑
α=1

ϕα(x, y)
(
c+α e jk+zα z + c−α e jk−zα z

)
, (19)

in which k+zα is the axial wavenumber of the wave propagating in the upstream direction and k−zα is the axial wavenumber
of the wave propagating in the downstream direction, which are expressed using Eq. (18) as

k±zα =
k M∞ ± γα

β2 , (20)

where γα =
√

k2 − β2k2
xyα .

It should be noted that the acoustic excitation induced by the fan, which is associated with the incident sound field, is
defined by giving the complex vector c+ = (c+1 , . . . , c

+
Nd
), while the unknown reflected sound field depends on the vector

c− = (c−1 , . . . , c
−
Nd
) and will be included with all the unknown variables of the acoustic problem. For describing the

acoustic excitation of the fan, c+ can be chosen as dependent on ω and will then be denoted as c+(ω). On the other hand,
whether or not c+ depends on ω, as c− is an unknown of the problem, c− always depends on ω, which we will denote by
c−(ω).

E. Finite/Infinite Element discretization of the weak formulation
The weak formulation of the boundary value problem defined by Eqs. (1) to (11) with ϕ given by (19) is discretized by the
Finite/Infinite Element Method (FEM/IEM). For all ω fixed in R, let ψi(ω) be the complex vector in CNi corresponding
to the finite element discretization of field ψi(ω) in which Ni is the number of degrees of freedom (dofs). Let ψo(ω) be
the complex vector in CNo corresponding to the finite/infinite element discretization of field ψo(ω) in which No is the
number of dofs. We then obtain the computational model in terms of ψi(ω), ψo(ω), and c−(ω), which is written as

[Ai(ω)] + [Zi(ω)] [H(ω)] −[Eif] [F−(ω)]
−[H(ω)]T [Ao(ω)] [0]
[E] [0] −[R−(ω)]



ψi(ω)
ψo(ω)
c−(ω)

 =

[Eif] [F+(ω)]
[0]

[R+(ω)]

 c+(ω) , (21)

in which,
• the (Ni × Ni) complex matrix [Ai(ω)], the (No × No) complex matrix [Ao(ω)], and the (Ni × No) complex matrix
[H(ω)] correspond to the block decomposition of the aeroacoustic impedance matrix.

• the diagonal (Nd × Nd) complex matrices [R+(ω)] and [R−(ω)] correspond to the incident and to the reflected
modal participations in the duct domain Ωduct.

• the (Nd × Ni) constant real matrix [E] corresponds to the finite element discretization of the inner product in the
space of all the square integrable functions on boundary Γf.

• the (Ni × Nf) real matrix [Eif] constituted of ones and zeros, allows for selecting the dofs related to boundary Γf.
• the (Nf × Nd) complex matrices [F+(ω)] and [F−(ω)] represent the discretization of the incident and the reflected
modal participations in the inner domain Ωi.

8



III. Computational reduced-order model

A. Frequency by frequency static condensation with respect to the liner dofs and expression of the fan acoustic
excitation

In Section IV, we will present the probabilistic modeling of uncertainties in the computational model defined by Eq. (21).
These uncertainties will be taken into account for both the parametric uncertainties and the model uncertainties induced
by the modeling errors for the aeroacoustic and for the liner. Consequently, we need to reorganize the algebraic structure
of the complex matrix equation defined by Eq. (21) in order to exhibit the complex vector ψ`(ω) belonging to CN`

of the N` dofs of the liner and the complex vector ψa belonging to CNa of the Na other dofs of (ψi(ω),ψo(ω),c−(ω)).
This means that Na = Ni + No + Nd − N` and that,

ψi(ω)
ψo(ω)
c−(ω)

 is rewritten as
[
ψ`(ω)
ψa(ω)

]
, Ni + No + Nd = N` + Na . (22)

Since Γ ∩ Γf = {∅}, we have
[Eif] [F+(ω)]
[0]

[R+(ω)]

 c+(ω) is rewritten as
[

0
fa(ω)

]
, Ni + No + Nd = N` + Na , (23)

in which the CNa -vector fa(ω) can be written as

fa(ω) = [Ba(ω)] c+(ω) , (24)

where [Ba(ω)] is a known complex (Na × Nd) matrix. Using Eqs. (22) and (23), the computational model defined by
Eq. (21) can be rewritten in a block form as[

[A``(ω)] [A`a(ω)]
[Aa`(ω)] [Aaa(ω)]

] [
ψ`(ω)
ψa(ω)

]
+

[
[Z`(ω)] 0

0 0

] [
ψ`(ω)
ψa(ω)

]
=

[
0

fa(ω)

]
. (25)

For solving Eq. (25), the following ω by ω static condensation (Schur complement) is performed. It consists in
eliminating the vector xa in the following matrix equation,[

[A``(ω)] [A`a(ω)]
[Aa`(ω)] [Aaa(ω)]

] [
x`
xa

]
=

[
0

fa(ω)

]
, (26)

which yields [A`(ω)] x` = F`(ω), in which the (N` × N`) complex matrix [A`(ω)] is defined by

[A`(ω)] = [A``(ω)] − [A`a(ω)][Aaa(ω)]
−1[Aa`(ω)] , (27)

and where the N` complex vector F`(ω) is written as F`(ω) = −[A`a(ω)][Aaa(ω)]
−1fa(ω), which can be rewritten,

using Eq. (24), as F`(ω) = [B`(ω)] c+(ω) in which the (N` × Nd) complex matrix [B`(ω)] is defined by

[B`(ω)] = −[A`a(ω)] [Aaa(ω)]
−1 [Ba(ω)] . (28)

Using this ω by ω static condensation, the elimination of ψa(ω) in Eq. (25) yields,

([A`(ω)] + [Z`(ω)])ψ`(ω) = [B`(ω)] c+(ω) . (29)

B. Computational reduced-order model
Following the explanations given at the beginning of Section III.A, the uncertainties will be taken into account by using
the nonparametric probabilistic approach [50]. Such an approach requires the introduction of a reduced-order model
associated with Eq (29). For such a construction we need to introduce a reduced-order basis that is chosen as a pellicular
basis (see [52, 56]) whose construction is summarized hereinafter.
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1. Construction of the pellicular basis

This pellicular basis is associated with the acoustic radiation of the liner delimited by its boundary Γ on which a thin
acoustic layer (the pellicular domain) is introduced. Considering that the acoustic layer thickness is infinitely thin
regarding to the acoustic wavelength, a set of acoustic modes related to the pellicular domain is computed solving
the eigenvalue problem derived from the computational model, [KL]φα = λα[ML]φα, in which the symmetric
(N` × N`) real matrices [KL] and [ML] are positive definite and represent, respectively, the acoustic stiffness matrix
and the associated mass matrix. The eigenvector φα belonging to RN` is called a pellicular eigenvector and λα is its
corresponding eigenvalue. These pellicular eigenvectors verify the following orthogonal properties, φTα [KL]φβ = λαδαβ
and φTα [ML]φβ = δαβ in which δαβ is the Kronecker symbol. Let n` < N` be the number of pellicular eigenvectors
φ1, . . . ,φn` that are retained for the construction of the reduced-order model. We then introduce the (N` × n`) real
matrix [Φ] whose columns are φ1, . . . ,φn` .

2. Construction of the computational reduced-order model

The computational reduced-order model is obtained by projecting Eq. (29) on the subspace spanned by [Φ] and is
thus written as

ψ`(ω) = [Φ]q(ω) , (30)

([A(ω)] + [Z(ω)])q(ω) = [B(ω)] c+(ω) , (31)

in which q(ω), which belongs to Cn` , is a complex vector of the generalized coordinates, and where the (n` × n`)
complex matrix [A(ω)], the (n` × n`) complex matrix [Z(ω)], and the (n` × Nd) complex matrix [B(ω)] are such that

[A(ω)] = [Φ]T [A`(ω)][Φ] , (32)
[Z(ω)] = [Φ]T [Z`(ω)][Φ] , (33)
[B(ω)] = [Φ]T [B`(ω)] . (34)

Once ψ`(ω) is known, ψa(ω) is computed by using the second line of Eq. (25) in which fa(ω) is substituted by its
expression given by Eq. (24),

[Aaa(ω)]ψa(ω) = [Ba(ω)] c+(ω) − [Aa`(ω)]ψ`(ω) . (35)

We introduce a vector qoI(ω) of quantities of interest related to the far-field acoustic pressure at several given spatial
points. This vector can always be written as

qoI(ω) = [Oobs(ω)]ψa(ω) , (36)

in which [Oobs(ω)] is a given observation matrix. Combining Eqs. (30) and (35) shows that Eq. (36) can be rewritten as

qoI(ω) = [FqoI(ω)] c+(ω) − [AqoI(ω)]q(ω) , (37)

in which the matrices [FqoI(ω)] and [AqoI(ω)] are formally given by [FqoI(ω)] = [Oobs(ω)] [Aaa(ω)]
−1 [Ba(ω)] and

[AqoI(ω)] = [Oobs(ω)][Aaa(ω)]
−1[Aa`(ω)] [Φ].

In the framework of the nonparametric probabilistic approach, the uncertainties in the computational model are
implemented by substituting complex matrices [A(ω)] and [Z(ω)] by random complex matrices [A(ω)] and [Z(ω)] in
Eq. (31). The uncertainties on vector c+(ω) are taken into account by the parametric probabilistic, which consists in
modeling c+(ω) by a random vector C+(ω). In order to implement the nonparametric probabilistic approach, we need to
introduce the algebraic properties of matrices [A(ω)] and [Z(ω)], which are defined in Sections III.C and III.D

C. Algebraic properties of complex matrix [Z(ω)] related to the liner impedance
The complex matrix [Z(ω)] defined by Eq. (33) is written as [Z(ω)] = [ZR(ω)]+ j [ZI (ω)], where [ZR(ω)] = Re{[Z(ω)]}
and [ZI (ω)] = Im{[Z(ω)]} are nonsymmetric real matrices (the symmetry only appears for v0 = 0, that is to say without
flow). The analysis of the formulation presented shows that the imaginary part of matrix [Z(ω)], that is to say the real
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matrix [ZI (ω)], corresponds to a dissipative term due to the liner. As [Z(ω)] , [Z(ω)]T (nonsymmetric matrix for
v0 , 0), the dissipative part is generated by the symmetric part [ZS

I (ω)] of [ZI (ω)], the skew-symmetric part [ZSS
I (ω)] of

[ZI (ω)] does not dissipate energy. Consequently, the real matrix [ZI (ω)] is written as [ZI (ω)] = [ZS
I (ω)] + [Z

SS
I (ω)], in

which
[ZS

I (ω)] =
1
2
( [ZI (ω)] + [ZI (ω)]

T ) , (38)

and where [ZSS
I (ω)] = ([ZI (ω)] − [ZI (ω)]

T )/2. It can be viewed that the positive-definite symmetric real matrix [ZS
I (ω)]

is associated with the bilinear form in ψi and δψi ,∫
Γ

ρ2
0ZR(r,ω)

ω
(
Z2
R(r,ω) + Z2

I (r,ω)
) (
ω2ψi δψi + (v0 · ∇ψi)(v0 · ∇δψi)

)
ds(r) ,

which is effectively a positive-definite symmetric bilinear form because ω > 0 and the local resistance ZR(r,ω) is
positive (by convention). Finally, matrix [Z(ω)] defined by Eq. (33) can be rewritten as

[Z(ω)] = [ZNS(ω)] + j [ZS
I (ω)] , (39)

in which [ZS
I (ω)] is a positive-definite symmetric real matrix corresponding to a dissipative term due to the liner in

the coupled equation defined by Eq. (31) and where [ZNS(ω)] is a complex matrix that is not symmetric (and not
skew-symmetric), which is written as

[ZNS(ω)] = [ZR(ω)] + j [ZSS
I (ω)] . (40)

D. Algebraic properties of complex matrix [A(ω)] related to the aeroacoustic impedance
In Eq. (31), the reduced complex matrix [A(ω)], related to aeroacoustics, is defined by Eq. (32) and could be written
as [A(ω)] = [AR(ω)] + j [AI (ω)], in which [AR(ω)] = Re{[A(ω)]} and [AI (ω)] = Im{[A(ω)]} are nonsymmetric
real matrices (due to the flow v0 , 0). For the inlet case, there is an acoustic radiation of the outgoing acoustic
fields at infinity (Sommerfeld condition in the outer domain Ωrmo and in the duct domain Ωduct), which induces an
apparent dissipation. Unfortunately, due to the presence of the flow, the method presented in Section III.C for extracting
the dissipation part in the complex matrix [Z(ω)] cannot be used for the aeroacoustic complex matrix [A(ω)] in the
framework of the generalized formulation available in Actran/TM. Consequently, because the dissipation part cannot be
extracted, the stochastic modeling of the aeroacoustic matrix will globally be carried out as presented in Section IV,
without separating the real part and the imaginary part.

IV. Probabilistic model for uncertainty quantification
As previously explained, three sources of uncertainties are taken into account. The first one is related to uncertainties
induced by modeling errors in the impedance matrix of the liner appearing in the computational reduced-order model.
The second one corresponds to model uncertainties in the aeroacoustic part of the computational model including
the mean-flow computation (CFD), the acoustic equations in moving fluids, and the duct acoustic related to the fan
excitation. The third one is related to uncertainties in the acoustic excitation induced by the fan. The stochastic solver of
the random equation is presented. For each value of the frequency, the Stochastic Reduced-Order Model (SROM) is
solved by the Monte Carlo numerical simulation method [57]. The convergence analysis is carried out with respect
to the number of realizations. For the first two sources of uncertainties, the nonparametric probabilistic approach is
used, in particular the construction of the probabilistic model of the random matrices (see [50]). For the third one, the
parametric probabilistic approach is used.

A. Brief summary of the nonparametric probabilistic approach of uncertainties
For a given flight condition and given environment, the boundary value problem considered is that of aeroacoustics
whose equations are those of the linearized convected acoustic wave equations formulated in the frequency domain.
This aeroacoustic boundary problem depends on (i) the geometry of the very complex and unbounded domain, (ii)
the boundary conditions, in particular those related to the impedance of the liner that is an elastoacoustic system,
(iii) the use of the linearized convected Helmholtz equation instead of the Navier-Stokes equations, (iv) the physical
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system parameters, (v) the velocity field of the flow, which is calculated by the CFD for a given flight condition, and
(vi) the acoustic excitation induced by the fan. The development of the aeroacoustic computational model for this
boundary value problem requires the introduction of simplifications and approximations: simplification of the geometry,
simplification of the model describing the acoustic excitation of the fan, simplification of the internal geometry of the
reactor, introduction of two vector bases for constructing the reduced-order computational model, and simplification of
the elastoacoustic model used for building the impedance of the liner. In this aeroacoustic problem, there are therefore
many model uncertainties induced by modeling errors. It is known for a long time that model uncertainties cannot be
taken into account by parametric probabilistic approaches. It is for this reason that the nonparametric probabilistic
approach of model uncertainties was proposed in 2000 [49, 58, 59] and has given rise to numerous developments and
validation works over the past 20 years. This approach has now become a standard method, which is, for example,
implemented in commercial software such as MSC Nastran software.
Concepts, mathematical developments, and experimental validations can be found in [50, 60, 61] and also in
[50, 56, 62, 63] for elastoacoustic problems, and for more recent advances, for instance, in [64, 65]. Because of model
uncertainties induced by modeling errors, the boundary value problem that is constructed, from which the computational
model is derived, does not correspond to the physical reality that is modeled. It is therefore necessary to generate
a stochastic family of boundary value problems whose solution space is large enough to contain the targets such as
experimental results. We recall that the family generated by a parametric approach does not allow the construction of
such a family (see for example [50]). The so-called nonparametric probabilistic approach consists in generating this
stochastic family by modeling operators of the boundary problems by random operators whose levels of statistical
fluctuations, that is to say, the levels of uncertainty, are controlled by hyperparameters. The mathematical properties of
the considered operators are preserved during the construction of the associated random operators. One thus generates
a family of stochastic solutions, which obviously do not satisfy the initial boundary value problem by construction.
If all the mathematical concepts and developments associated with the nonparametric probabilistic approach can be
used for the aeroacoustic problem considered in this work, it is necessary to specify the algebraic properties of each
random operator considered in order to use the appropriate subsets of random matrices and to build their probabilistic
models. It should be noted that two types of nonparametric probabilistic approach can be used to model matrix-valued
random impedances. The first allows causality to be taken into account explicitly, as proposed in [66] and in [50, 67, 68].
However, the implementation of this type of model is relatively complex and generates significant calculation costs
for large dimensions (which is the case here). We have therefore preferred to use an approach a little less refined but
simpler to implement and not generating significant numerical costs. These are the developments that are presented in
this section.

B. Construction of the probabilistic model of the reduced liner impedance matrix

1. Construction of the probabilistic model of random complex matrix [ZNS(ω)].

For this construction, we use the polar decomposition (see Appendix) of deterministic complex matrix [ZNS(ω)] defined
by Eq (40) and then, we construct the complex random matrix [ZNS(ω)]. The positive frequency ω is assumed to be
fixed.

(i) - Polar decomposition of complex matrix [ZNS(ω)]. It is assumed that the (n` × n`) complex matrix [ZNS(ω)] is
invertible. Therefore, matrix [ZNS(ω)] can be written as

[ZNS(ω)] = [UZ(ω)] [TZ(ω)] , (41)

in which [TZ(ω)] is a positive-definite Hermitian (n` × n`) complex matrix and where [UZ(ω)] is a unitary (n` × n`)
complex matrix such that [UZ(ω)]∗ [UZ(ω)] = [In` ] .

(ii) - Probabilistic model of random complex matrix [ZNS(ω)]. Let [ZNS(ω)] be the invertible complex matrix for which
its polar decomposition is defined by Eq. (41). The construction of the (n` × n`) complex random matrix [ZNS(ω)],
defined on a probability space (Θ,T ,P), associated with [ZNS(ω)], is written as

[ZNS(ω)] = [UZ(ω)] [TZ(ω)] , (42)
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in which [TZ(ω)] is a positive-definite Hermitian (n` × n`) complex random matrix, defined on (Θ,T ,P), such that,

E{‖TZ(ω)‖2F } =
∫
Θ

‖TZ(ω; θ)‖2F dP(θ) < +∞ , (43)

in which E is the mathematical expectation. The probabilistic construction of random matrix [TZ(ω)] is performed as
follows. The Cholesky factorization of the positive-definite Hermitian matrix [TZ(ω)] is written as

[TZ(ω)] = [LZT (ω)]
∗ [LZT (ω)] , (44)

in which [LZT (ω)] is an upper triangular (n` × n`) complex matrix with positive diagonal. The random matrix [TZ(ω)] is
then constructed as

[TZ(ω)] = [LZT (ω)]
∗ [GNS

Z ] [L
Z
T (ω)] , (45)

in which the random (n` × n`) real matrix [GNS
Z ] belongs to the set SG+ε of random matrices defined in Appendix. The

probability distribution of random matrix [GNS
Z ] depends on a hyperparameter δ, denoted by δNS

G,Z, which allows the
level of uncertainties to be controlled.

2. Construction of the probabilistic model of positive-definite symmetric real random matrix [ZS
I (ω)].

The positive-definite symmetric (n` × n`) real matrix [ZS
I (ω)], defined by Eq. (38), is modeled by a random matrix

[ZS
I (ω)] defined on a probability space (Θ,T ,P), which is assumed to be statistically independent of random matrix

[ZNS(ω)]. The Cholesky factorization of [ZS
I (ω)] is written as

[ZS
I (ω)] = [L

S
Z(ω)]

T [LS
Z(ω)] , (46)

in which [LS
Z(ω)] is an upper triangular (n` × n`) real matrix with positive diagonal. The random (n` × n`) complex

matrix [ZS
I (ω)] is then constructed as

[ZS
I (ω)] = [L

S
Z(ω)]

T [GS
Z] [L

S
Z(ω)] , (47)

in which [GS
Z] is a random (n` × n`) real matrix that belongs to the ensemble SG+ε defined in Appendix. The probability

distribution of random matrix [GS
Z] depends on a hyperparameter δ, denoted by δS

G,Z, which allows the level of
uncertainties to be controlled.

3. Probabilistic model of random matrix [Z(ω)]

In the framework of the nonparametric approach of uncertainties, complex matrix [Z(ω)], defined by Eq. (33) and which
is written as in Eq. (39), is then replaced by the random matrix,

[Z(ω)] = [ZNS(ω)] + j [ZS
I (ω)] , (48)

whose probability distribution depends on two hyperparameters δNS
G,Z and δ

S
G,Z, which allow for controlling the level of

uncertainties. In the application, we have chosen to define only one frequency-independent hyperparameter, δZ , for
controlling the level of uncertainties in the liner model, which is such that δNS

G,Z = δ
S
G,Z = δZ .

C. Construction of the probabilistic model of the reduced aeroacoustic matrix
For ω fixed, the deterministic (n` × n`) complex matrix [A(ω)], defined by Eq. (32), is modeled by a random ma-
trix [A(ω)], defined on probability space (Θ,T ,P), which is assumed to be statistical independent of randommatrixZ(ω).

(i) - Polar decomposition of complex matrix [A(ω)]. The polar decomposition (see Appendix) of the (n` × n`) complex
matrix [A(ω)] is written as

[A(ω)] = [UA(ω)] [TA(ω)] , (49)

in which [UA(ω)] is a unitary (n` × n`) complex matrix, such that [UA(ω)]∗ [UA(ω)] = [In` ] , and where [TA(ω)] is a
positive-definite Hermitian (n` × n`) complex matrix.
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(ii) - Probabilistic model of random complex matrix [A(ω)]. Matrix [A(ω)] is modeled by the random matrix [A(ω)]
using the representation defined by Eq. (49), in which matrix [TA(ω)] is modeled by a random matrix [TA(ω)] (as it has
been performed in Section IV.B.1-(ii)). The Cholesky factorization of matrix [TA(ω)] is written as

[TA(ω)] = [LAT (ω)]
∗ [LAT (ω)] , (50)

in which [LAT (ω)] is an upper triangular (n` × n`) complex matrix with positive diagonal. The random complex matrix
[TA(ω)], is then constructed as

[TA(ω)] = [LAT (ω)]
∗ [GA] [LAT (ω)] , (51)

in which the random (n` × n`) real matrix [GA] belongs to ensemble SG+ε defined in Appendix. The probability
distribution of [GA] depends on a hyperparameter δ that is denoted by δA that allows the level of uncertainties to be
controlled. Consequently, random matrix [A(ω)] is written as

[A(ω)] = [UA(ω)] [TA(ω)] , (52)

for which the hyperparameter is δA that is independent of ω.

D. Parametric probabilistic modeling of the fan acoustic excitation
There are two possible approaches for constructing the parametric probabilistic model of the fan excitation. The first one
consists in directly considering the modal components {c+α(ω), α = 1, . . . ,Nd} of the duct modes, while the second one
consists in describing the probabilistic model for the modal intensity {I+α (ω), α = 1, . . . ,Nd} and using the expression of
c+α(ω) as a function of I+α (ω). In the present paper, we only present the latter. In addition, the reader will find the relation
between c+α(ω) and I+α (ω) in Appendix B of the Dangla thesis [69] (this relation is not given because the required
explanations are long enough and relatively fastidious).

Probabilistic model of I+α (ω). For civil aircraft applications, a deterministic mean model, I+α(ω), of the modal
intensity is often used by the manufacturers and this mean model has to be accounted for in the construction of the
probabilistic model of I+α (ω). Consequently, I+α(ω) is chosen as the statistical mean value of the random variable I+α (ω).
For the construction of the probability distribution of the modal intensity, the available information are the following:
I+α (ω) is a positive-valued random variable, its mean value is I+α(ω), and the support of its probability distribution is
the given positive interval Jα(ω) = [I+α(ω)(1 − σα(ω)) , I+α(ω)(1 + σα(ω))] ⊂ R

+ depending on α and on a positive
hyperparameter 0 < σα(ω) < 1. It should be noted that no information is assumed to be available concerning the
statistical dependence of the random variables I+1 (ω), . . . , I

+
Nd
(ω). Using the MaxEnt principle of Information Theory, it

is concluded that the random variables I+1 (ω), . . . , I
+
Nd
(ω) are statistically independent and the probability distribution

of each I+α (ω) is uniform with support Jα(ω) and with mean value I+α(ω). Therefore, the random variable I+α (ω) can be
written as

I+α (ω) = I+α(ω)(1 + σα(ω)Uα(ω)) , 0 < σα(ω) < 1 , (53)

in which Uα(ω) is a centered uniform random variable on the interval [−1 ,1].

E. Construction of the SROM by using the nonparametric probabilistic approach of uncertainties
As previously explained, the nonparametric probabilistic approach of both the parametric uncertainties and the model
uncertainties induced by modeling errors in the computational model of the acoustic radiation of an inlet consists in
modeling matrix [Z(ω)] defined by Eq. (33) by the random complex matrix [Z(ω)] defined by Eq. (48) and [A(ω)]
defined by Eq. (32) by the random complex matrix [A(ω)] defined by Eq. (52). The introduction of uncertainties
on the fan acoustic excitation consists in modeling c+(ω) = (c+1 (ω), . . . , c

+
Nd
(ω)) by the random complex vector

C+(ω) = (C+1 (ω), . . . ,C
+
Nd
(ω)) that is expressed as a function of I+(ω) = (I+1 (ω), . . . , I

+
Nd
(ω)) (see Section IV.D). From

Eqs. (37) and (31), it can be deduced that the random vector QoI(ω) depending on ω is such that

QoI(ω) = [FqoI(ω)]C+(ω) − [AqoI(ω)]Q(ω) , (54)

in which the random vector Q(ω) is such that

([A(ω)] + [Z(ω)])Q(ω) = [B(ω)]C+(ω) . (55)
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F. Solving the stochastic matrix equation and constructing the confidence regions
The frequency band of analysis [ωmin,ωmax] is sampled in nω points {ω1, . . . ωnω }. For each ω = ωj , the Monte Carlo
method is used for solving the SROM. It consists in computing a set of νs independent realizations, with νs sufficiently
large, of the random quantities of interest by using Eqs. (54) and (55). From this set of independent realizations,
estimates of the statistics for the quantities of interest are computed, such as probability density functions, moments
(means, standard deviations), confidence intervals. The convergence of the estimates are analyzed with respect to νs .

Appendix

Polar decomposition of a complex matrix
An invertible (n` × n`) complex matrix [Q(ω)] can be written (polar decomposition) as

[Q(ω)] = [UQ(ω)] [TQ(ω)] , (56)

in which [UQ(ω)] is a unitary (n` × n`) complex matrix such that [UQ(ω)]∗ [UQ(ω)] = [In` ] (with [In` ] the (n` × n`)
identity matrix) and where the matrix [TQ(ω)] belongs to the setM+n` (C) of all the positive-definite Hermitian (n` × n`)
complex matrices.
The construction of the polar decomposition defined by Eq. (56) can be done as follows. Let [HQ(ω)] be the matrix
defined by [HQ(ω)] = [Q(ω)]∗ [Q(ω)]. Since [Q(ω)] is assumed to be invertible, then the matrix [HQ(ω)] belongs
toM+n` (C). The spectral decomposition of [HQ(ω)] is [HQ(ω)] = [ΦQ(ω)] [SQ(ω)] [ΦQ(ω)]∗, in which [SQ(ω)] is the
diagonal (n` × n`) real matrix of the positive eigenvalues of [H(ω)] and where [ΦQ(ω)] is the (n` × n`) complex matrix
of the eigenvectors such that [ΦQ(ω)]∗ [Φ(ω)] = [ΦQ(ω)] [ΦQ(ω)]∗ = [In` ]. Note that diagonal matrix [SQ(ω)] can also
be viewed as the diagonal matrix of the singular values of complex matrix [Q(ω)]. The matrix [TQ(ω)] in Eq. (56) is
calculated by [TQ(ω)] = [ΦQ(ω)] [SQ(ω)]1/2 [ΦQ(ω)]∗. It can be seen that [TQ(ω)] is in M+n` (C). Finally, the matrix
[UQ(ω)] in in Eq. (56) is calculated by [UQ(ω)] = [Q(ω)] [TQ(ω)]−1. It can be verified that [UQ(ω)]∗ [UQ(ω)] = [In` ].

Definition and construction of the set SG+ε of random matrices [50]
All the matrices are independent of the frequency parameter ω. Let ε > 0 be a fixed positive small parameter

(ε � 1). A random (n` × n`) real matrix [G], defined on a probability space (Θ,T ,P), belongs to ensemble SG+ε , if it is
a random matrix with values inM+n` (R), which is written as

[G] = 1
1 + ε

{[G0] + ε[In` ]} , (57)

in which [G0] is a random (n` × n`) real matrix with values in M+n` (R), defined on (Θ,T ,P), which belongs to the
set SG+0 of random matrices defined in [50]. Random matrix [G0] has been constructed using the Maximum Entropy
principle under the constraints defined by the following available information,

E{[G0]} = [In` ] , E{log(det[G0])} = νG0 . (58)

in which νG0 is any constant such that |νG0 | < +∞. The obtained probability distribution of [G0] is not Gaussian,
depends on constant νG0 , and is reparameterized using the dispersion parameter δ, defined by,

δ =

{
E{| | [G0] − E{[G0]} | |

2
F }

| |E{[G0]}| |
2
F

}1/2

=

{
1
n`

E{| | [G0] − [In` ] | |
2
F

}1/2
. (59)

Consequently, the probability distribution of the non-Gaussian random matrix [G0] depends only on one hyperparameter
that is δ. This hyperparameter allows for controlling the level of statistical fluctuations, that is to say, for controlling the
level of uncertainties. Using E{[G0]} = [In` ], Eq. (57) yields E{[G]} = [In` ]. For θ fixed in Θ, the realization [G0(θ)]
is computed by using the following representation of random matrix [G0],

[G0] = [L]T [L] , (60)

in which [L] is an upper triangular random matrix with values inMn` (R) such that,
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1) the random variables {[L]j j′, j ≤ j ′} are mutually independent.
2) for j < j ′, we have [L]j j′ = σGj j′ in which σ = δ (n` + 1)−1/2 and where Gj j′ is a real-valued Gaussian random

variable with zero mean and with a variance that is equal to 1.
3) for j = j ′, we have [L]j j = σ

√
2Vj whereVj is a positive-valued Gamma random variable whose probability

density function with respect to dv is written as

pV j (v) = 1R+ (v)
1

Γ

(
n`+1
2(δ)2
+

1−j
2

) v
n`+1
2(δ)2

−
1+ j

2 e−v . (61)

The random variableVj can be rewritten as the nonlinear transformation h(Gj j ; n` ; δ) of a real-valued Gaussian
random variable Gj j with zero mean and with a variance that is equal to 1.

4) The Gaussian random variables {Gj j′,1 ≤ j ≤ j ′ ≤ n`} are statistically independent.
Remarks.

1) The algebraic representation defined by Eq. (60) shows that although the entries {[L]j j′, j ≤ j ′} of [L] are
mutually independent, the entries {[G0]j j′, j ≤ j ′} of [G0] are mutually dependent.

2) The diagonal entries [L]j j, j = 1, . . . ,n` of random matrix [L] depend on j.
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