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generation from constraint decomposition
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2 Institut Mines-Télécom Atlantique, France

Abstract. The interest of Conflit-Driven Clause Learning (CDCL) [7]
in SAT solving is well established. An adaptation of CDCL to Constraint
Programming have been introduced in [14,15]. However, for the algorithm
to run on global constraints, there is still a need to specify for each of
them the explanation rules. This is a huge obstacle on its standardisation
in off-the-shelf solvers. In this paper, we propose a method to automati-
cally generate explanation rules from any constraint decomposition.

1 Introduction

Conflict analysis consists in preventing a solver from repeating the same failures
during the search. In SAT solvers, Conflict Driven Clause Learning (CDCL) [7]
showed great improvement in the solving efficiency. When a fail occurs, SAT
solvers can learn new constraints in the SAT format, i.e., clauses, which en-
capsulate the combination of literals leading to the failure. These learnt clauses
are used later in the search process to prune the search space. In Constraint
Programming (CP), conflict analysis has been an active research topic since the
90’s, with, among others, constraint explanations [9,4]. Several adaptations of
the CDCL method where proposed for CP [14,15], offering significant improve-
ments. This is also a necessary first step to provide user information, (such as
certificate checking). However, explaining constraints is still a challenge, as the
constraint format is much richer than the SAT clauses. Global constraints must
be analysed separately in order to derive fair and accurate inference rules. Our
contribution aims at reducing this burden, by deriving explanations rules auto-
matically from global constraint decompositions.

The principle of the algorithm presented in [15] is as follows. During CP
solving, constraints filtering algorithms, or propagators, remove values from the
domain of variables. These removals are called events and are stored in an im-
plication graph. When a conflict occurs, the algorithm looks for a set of events
responsible for this conflict in the implication graph. Then, a clause based
on these events is built and added to the set of constraints to prevent find-
ing back the same conflict. To do so, the algorithm needs to be able to find
how each propagator generates their events upon a conflict in order to derive
the explaining events. This knowledge is the core of an explanation rule, writ-
ten explaining events

explained event [Rrule name] in the following. Finding all these rules could
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be tedious or difficult for global constraints. This is being studied for instance
in [10,3,13]. To address this problem, we rely on global constraints decomposi-
tions. A decomposition expresses the semantic and syntax of a global constraint
with atomic constraints, namely lower arity constraints. Several such decompo-
sitions exist in the literature [8]. We assume that the inference rules of atomic
constraints are already known or easy to define. Our proposal consists in com-
bining these inference rules through the implication graph deduced from the
decomposition of a global constraint to explain the events that the latter gen-
erates. In other words, the global constraint is used to filter values from the
domain of variables and a decomposition of it is used to explain those events.

This paper is organised as follows. In Section 2 we introduce the background
material and propose a simple constraint decomposition formalism and the ex-
planation rules for these equations. Section 3 presents the algorithm that uses
these last two to generate an explanation rule for the prime constraint and we
gives an execution example in section 4. Finally, in Section 5 we present the
questions raised by the solver usage of these generated explanation rules.

2 Constraint decomposition and their explanation rules

We first briefly introduce some definitions that are necessary to the description
of our method. For a more precise introduction of CP, we refer the interested
reader to [11,6].

Definition 1. A Constraint Satisfaction Problem is a triplet < X,D,C > with
X variables, D their domains and C the set of constraints, which are logical
formulas that define their relations.

There are different types of constraints [1], some of them are global [2]. The
important point in the following is that a global constraint can be decomposed
in multiple lower arity constraints [8]. This is usually done using constraint
reification [5] (example in section 4)

Definition 2. A reified constraint c is associated to a boolean variable b such
that the truth state of b matches the satisfaction state of c. b is called a reified
variable and we have c ⇐⇒ b.

Constraint satisfaction problem solving is a two-step process. The first step is
to remove all the impossible values of the domain of variables. To do so, each
constraint has a propagator, an algorithm to detect and remove values that
cannot satisfy the constraint given the current state of the domains. This step
can result in a solution, a conflict or an incomplete state. The latter triggers the
second step: a decision is applied, i.e., a non-assigned variable is selected and
its domain is reduced to a singleton. This modification must be verified by the
application of step one. By this process, a tree called the implication graph is
built. Its leaves contain either solutions, or conflicts. A conflict happens when a
domain is emptied by a propagator. From our point of view, the inner nodes of
the graph contain events.
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Definition 3. An event is a domain reduction written (X ≤ t, X ≥ t, X 6= t,
X = t) in the following. It is caused by either propagation or decision [12].

Global constraints can often be expressed with simpler, lower arity con-
straints. To build their decompositions, some basic constraints are introduced
below, along with their explanation rules. In the following, the events b = 1 and
b = 0 on a boolean variable b are written b and ¬b. Rules 3 (1)(2) are purely
technical, they express the equivalence between the events of the global con-
straint and their corresponding reified variable.
(1) Equality: Xi = t ⇐⇒ bit ∀i ∈ J1, nK ∀t ∈ J1,mK

Xi = t

bit
[R=]

Xi 6= t

¬bit
[R 6=]

bit
Xi = t

[R=]
¬bit

Xi 6= t
[R6=]

(2) Inequality: Xi ≥ t ⇐⇒ bit ∀i ∈ J1, nK ∀t ∈ J1,mK

Xi ≥ t

bit
[R≥]

Xi < t

¬bit
[R<]

bit
Xi ≥ t

[R≥]
¬bit

Xi < t
[R<]

Conjunction (3) and disjunction (4) are needed to build decompositions, their
rules are deduced from the truth tables of their reified formulas.
(3) Conjunction: (

∧
i∈J1,nK bi) ⇐⇒ b

b

bi
[R1
∧]

¬b bj ∀j 6= i

¬bi
[R2
∧]

bi ∀i
b

[R3
∧]

¬bi ∃i
¬b

[R4
∧]

(4) Disjunction: (
∨

i∈J1,nK bi) ⇐⇒ b

b ¬bj ∀j 6= i

bi
[R1
∨]

¬b
¬bi

[R2
∨]

bi ∃i
b

[R3
∨]

¬bi ∀i
¬b

[R4
∨]

To decompose cardinality constraints, sums of booleans variables (5)(6)(7) are
added to the formalism. The sum rules are deduced from their saturated cases.
For example, in the sum (5), when the sum reaches its limit, the other variables
will be set to false so the explanation for a false variable is the fact that the
others are true. The reasoning is inverted when the reified variable is false.
(5) Sum≤:

∑
i∈J1,nK bi ≤ c ⇐⇒ b

¬b ¬bj ∀j 6= i

bi
[Rinf1

sum ]
b bj ∀j 6= i

¬bi
[Rinf2

sum ]
¬bi ∀i

b
[Rinf3

sum ]
bi ∀i
¬b

[Rinf4
sum ]

(6) Sum≥:
∑

i∈J1,nK bi ≥ c ⇐⇒ b

b ¬bj ∀j 6= i

bi
[Rsup1

sum ]
¬b bj ∀j 6= i

¬bi
[Rsup2

sum ]
bi ∀i
b

[Rsup3
sum ]

¬bi ∀i
¬b

[Rsup4
sum ]

3 Recall that an explanation rule is defined as explaining events
explained event

[Rrule name].
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(7) Sum=:
∑

i∈J1,nK bi = c ⇐⇒ b

b ¬bj ∀j 6= i

bi
[Rsup1

sum ]
b bj ∀j 6= i

¬bi
[Rinf2

sum ]
bi ¬bj ∀i 6= j

b
[R=1

sum]
bi ∀i
¬b

[R=2
sum]

¬bi ∀i
¬b

[R=3
sum]

3 Generation of explanations

To generate the explanation rule of an event for a global constraint, we build
the implication graph of its decomposition until we find the explaining events
of the global constraint. This is used once and for all for each constraint, as a
preprocessing step. In the following algorithms (Algorithm 1 and Algorithm 2),
the term constraint refers to decomposition constraint and Ctrs(e) is the set of
the decomposition constraints that contains the event e.

The generation starts by calling the find function (Algorithm 1) with the
event to explain, no previous constraint and an empty path. First, it checks if the
event to explain, or its negation, has not been processed before, in which case the
explanation is void. Then it looks for the event to explain in the decomposition,
and calls the corresponding explanation rule function on each of its appearances.
Finally, it adds a node in the explanation graph, labelled with an OR, to state the
multiplicity of possible explanations. In Algorithm 2, an example of explanation
rule function is depicted, here, the four rules of equation (3). The purpose of
such a function is to apply the rules presented in Section 2. First, the rule that
matches the input event is applied. If the explaining event belongs to the global
constraint, it is added as a leaf of the explanation tree. Otherwise, i.e., if the
event is internal to the decomposition, the find function is called on it. If the
rule states multiples explaining events, the node is labelled with an AND.

Algorithm 1: find(e=event,
ctr=previous ctr, p=path)

1 if e or ¬e not already in path p
then

2 for c ∈ Ctrs(e), c 6= pre do
3 Add e in path p
4 c.rule(e, p)

5 end
6 Label node(OR)

7 end

Algorithm 2: rule3
(e=event, p=path)

1 slf : current ctr
2 if e = bi then
3 find(b, slf , p)// [R1

∧]
4 else if e = ¬bi then
5 find(¬b, slf , p)
6 find(bj ∀j 6= i, slf , p)
7 Label node(AND)// [R2

∧]

8 else if e = b then
9 find(bi ∀i, slf , p)// [R3

∧]
10 else if e = ¬b then
11 find(¬bi ∃i, slf , p)// [R4

∧]

In addition to these two main mechanism, our system also features an index
propagation system. In practice, many constraint decompositions are written
using either operations on the variables indexes (e.g., Xi+1, Xi−1...), or even
sets of variables indexes (e.g., ∀j 6= i...).
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To properly propagate the indexes appearing in a decomposition, we add to
each event in the decomposition two index propagation functions (index propagate

and index update). The first one implements the modification written in the
decomposition equation, for example bi+1 will add one to the index i. The second
one synchronises the current event index with the corresponding decomposition
event index before any propagation. In the end, our system is capable of dealing
with equalities and inequalities between indexes, addition or substraction by a
given integer, and ∃ and ∀ quantifiers over a given integer set. This is, in prac-
tice, sufficient to deal with most of the decompositions, but the formalism is also
expandable.

4 An example: the cumulative constraint

Consider the Cumulative({X1, . . . , Xn}, {d1, . . . , dn}, c) constraint4. This con-
straint expresses a capacity constraint in a scheduling problem. We use here the
Cumulative’s variant with fixed durations, and a fixed task height of 1. Start-
ing time variables are written X, the durations d and the capacity c. For this
constraint we have the following decomposition [13]:

Xi ≥ t ⇐⇒ bit ∀i ∈ J1, nK∀t ∈ J1,mK (1)

(bi(t−di) ∧ ¬bit) ⇐⇒ b2it ∀i ∈ J1, nK∀t ∈ J1,mK (2)∑
i∈J1,nK

b2it ≤ c ∀t ∈ J1,mK (3)

The first constraint (1) reifies a domain modification of the cumulative variables.
The second constraint (2) and its reified variable b2 encodes the overlap of the
ith task on time t. The last equation (3) constrains the number of overlapping
tasks not to exceed the integer c.

Xi ≥ t bit OR

AND

bi(t−di) Xi ≥ t− di

¬b2it b2i′t AND

bi′(t−di′ )

¬bi′t

Xi′ ≥ t− di′

Xi′ < t
b2i(t+di) ?

R≥

R
2
∧

R 2
∧

R 1
∧

R≥

Rinf2
sum

?

R
3∧

R 3∧

R≥

R<

Fig. 1. Lower bound event explanation generation

4 http://sofdem.github.io/gccat/gccat/Ccumulative.html

http://sofdem.github.io/gccat/gccat/Ccumulative.html


6 A. GONTIER et al.

The explanation rule generation is started on a chosen event, for example
Xi ≥ t. It is found only in the first equation (1), thus the node bit is generated.
The rule that has been used is written on the arrow and the first algorithm is
then applied on bit. It appears three times in the decomposition, one in (1) and
two in (2), therefore, there are three possible explanations. The first constraint is
forbidden because it was used to get bit. The two other possibilities are labelled
by an OR node. The explanation by the negative variant of bit will generate
an AND node as explained by R2

∧. The generation will continue until we have
no inner decomposition events in the leafs. At the end of this example, there is
three leaves in the upper branch and none in the lower one because in this case,
there are no rules for a positive variable in a sum less than an constant c with a
reified variable set to true (a non reified constraint is implicitly reified to true).

We implemented the generator5 in the OCaml language. With the decomposi-
tion formalism we defined, we can parse the OCaml explanation rule in LATEX for
them to be read. For example the following generated explanation rules for the
Cumulative constraint has been produced by our tool:

Xi ≥ t′ t′ = t− ci, Xi′ ≥ t′ t′ = t− ci′ , ∀i′, i′ ∈ D, i′ 6= i, i ∈ D,

Xi′ < t ∀i′, i′ ∈ D, i′ 6= i, i ∈ D,

Xi ≥ t

Xi < t′ t′ = t+ci, Xi′ ≥ t′′ t′′ = t′−ci′ , t′ = t+ci, ∀i′, i′ ∈ D, i′ 6= i, i ∈ D,

Xi′ < t′ t′ = t + ci, ∀i′, i′ ∈ D, i′ 6= i, i ∈ D,

Xi < t

5 Conclusion

We have presented a generation method for explanations of global constraints,
that takes advantage of the constraint decomposition. This method automati-
cally expands an implication graph that is run to generate an explanation of an
event triggered by the global constraint. The resulting rules can then be encoded
within any event-based CDCL-like CP solver. This is still a work in progress,
and we plan to explore several questions which are still open. First, we have to
extend our implementation to more global constraints, in particular cardinal-
ity constraints for which several decompositions exist. We also plan to compare
both the expressiveness and the practical efficiency of our generated explanation,
compared to the state of the art. The fact that we use a decomposition, which
may filter less than the global constraint, may lead to weak explanations, and we
will investigate this case. Finally, we already propose a LaTeX generated expres-
sion of the explanation in order to help the user refine his/her model. Yet, we
have to improve the presentation of this output to obtain a more concise, user-
friendly explanations. Since our method is generic, we plan to build a catalog
of global constraints explanations as a way to systematically compare different
explanations frameworks.
5 https://github.com/ArthurGontierPro/Explanations-by-constraint-decomposition.

git

https://github.com/ArthurGontierPro/Explanations-by-constraint-decomposition.git
https://github.com/ArthurGontierPro/Explanations-by-constraint-decomposition.git
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