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Abstract

This paper deals with an event-triggered boundary control of constant-parameters reaction-diffusion PDE systems. The approach relies on
the emulation of backstepping control along with a suitable triggering condition which establishes the time instants at which the control
value needs to be updated. In this paper, it is shown that under the proposed event-triggered boundary control, there exists a minimal
dwell-time (independent of the initial condition) between two triggering times and furthermore the well-posedness and global exponential
stability are guaranteed. The analysis follows small-gain arguments and builds on recent papers on sampled-data control for this kind of
PDE. A simulation example is presented to validate the theoretical results.
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1 Introduction

Control and estimation strategies must be implemented and
validated into digital platforms. It is important to study
carefully the issues concerning digital control such as sam-
pling. This is because, if sampling is not addressed prop-
erly, the stability and estimation properties may be lost. For
finite-dimensional systems, namely networked control sys-
tems modeled by ordinary differential equations (ODEs),
digital control has been extensively developed and sev-
eral schemes for discretization and for sampling in time
continuous-time controllers have been investigated, e.g., by
sampled-data control [14] and event-triggered control strate-
gies [36,13,30,26,12,32,16,27]. The latter has become pop-
ular and promising due to not only its efficient way of using
communication and computational resources by updating the
control value aperiodically (only when needed) but also due
to its rigorous way of implementing continuous-time con-
trollers into digital platforms.

In general, event-triggered control includes two main com-
ponents: a feedback control law which stabilizes the system
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and an event-triggered mechanism which contains a trigger-
ing condition that determines the time instants at which the
control needs to be updated. Two general approaches ex-
ist for the design: Emulation from which the controller is
a priori predesigned and only the event-triggered algorithm
has to be designed (as in e.g. [36]) and Co-design, where
the joint design of the control law and the event-triggering
mechanism is performed simultaneously (see e.g. [34]).

Nevertheless, for partial differential equations (PDEs)
sampled-data and event-triggered control strategies with-
out model reduction have not achieved a sufficient level
of maturity as in the finite-dimensional case. It has not
been sufficiently clear (from theoretical and practical point
of view) how fast sampling the in-domain or the bound-
ary continuous-time controllers should be for preserving
both stability and convergence properties of PDE sys-
tems. Few approaches on sampled-data and event-triggered
control of parabolic PDEs are considered in [11,18] and
[15,33,39,22,23]. To the best of our knowledge, [22,23]
are the first contributions to come up with sampled-data
and observer-based event triggered boundary control for 1D
reaction-diffusion systems in the presence of time-varying
input delays. The approach relies on modal decomposition
and proposes an observer-based event-triggered strategy that
includes a novel switching-based dynamic triggering condi-
tion depending on the finite modes of the estimated state.
The triggering policy, in turn, includes a suitable waiting-
time parameter (for time regularization) allowing the avoid-
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ance of the so-called Zeno phenomena.

In the context of abstract formulation of distributed parame-
ter systems, sampled-data control is investigated in [29] and
[37]. For hyperbolic PDEs, sampled-data control is studied
in [4] and [17]. Some recent works have introduced event-
triggered control strategies for linear hyperbolic PDEs un-
der an emulation approach [6,7,8],[10]. In [6], for instance,
event-triggered boundary controllers for linear conservation
laws using output feedback are studied by following Lya-
punov techniques (inspired by [1]). The study has been ex-
tended in [10] while using static and dynamic output con-
trollers (with measured output subject to event-triggered
sampling and quantization) and establishing stability in dif-
ferent norms. In [8], the approach relies on the backstep-
ping method for coupled system of balance laws (inspired by
[38,24]) which leads to a full-state feedback control which
is sampled according to a dynamic triggering condition. Un-
der such a triggering policy, it has been possible to prove the
existence of a minimal dwell-time between triggering time
instants and therefore avoiding the Zeno phenomena.

In sampled-data control as well as in event-triggered con-
trol scenarios for PDEs, the effect of sampling (and there-
fore, the underlying actuation error) has to be carefully han-
dled. In particular, for reaction-diffusion parabolic PDEs the
situation of having such errors at the boundaries has been
challenging and has become a central issue; especially when
having Dirichlet boundary conditions due to the lack of an
ISS-Lyapunov function for the stability analysis. In [18] this
problem has been overcome by studying ISS properties di-
rectly from the nature of the PDE system (see also e.g.
[20,19]) while using modal decomposition and Fourier series
analysis. Lyapunov-based approach has not been necessary
to perform the stability analysis and to be able to come up
with ISS properties and small-gain arguments. Thus, it has
been possible to establish the robustness with respect to the
actuation error. This approach has allowed the derivation of
an estimate of the diameter of the sampling period on which
the control is updated in a sampled-and-hold fashion. The
drawback, however, is that such a period turns out to be truly
small, rendering the approach very conservative. With peri-
odic implementation, one may produce unnecessary updates
of the sampled controllers, which cause over utilization of
computational and communication resources, as well as ac-
tuator changes that are more frequent than necessary.

This issue strongly motivates the study of event-triggered
control for diffusion-reaction PDE systems. Event-triggered
control may show benefits with respect to periodic schemes
as the actuation updating is done only when needed. In over-
all, event-triggered may represent a more realistic approach
for the actuation on the PDE system. Therefore, in this pa-
per we propose an event-triggered boundary control based
on the emulation of the backstepping boundary control. An
event-triggering condition is derived and the stability analy-
sis is performed by using small-gain arguments.

The main contributions are summed up as follows:

e We prove that under the event-triggered control no Zeno
solutions can appear. A uniform minimal dwell-time (in-
dependent of the initial condition) between two consecu-
tive triggering time instants has been obtained.

e Consequently, we guarantee the existence and uniqueness
of solutions to the closed-loop system.

e We prove that under the event-triggered boundary control,
the closed-loop system is globally exponentially stable in
the L2- norm sense.

The paper is organized as follows. In Section 2, we intro-
duce the class of reaction-diffusion parabolic systems, some
preliminaries on stability and backstepping boundary control
and the preliminary notion of existence and uniqueness of
solutions. Section 3 provides the event-triggered boundary
control and the main results. Section 4 provides a numerical
example to illustrate the main results. Finally, conclusions
and perspectives are given in Section 5.

Notation R_ will denote the set of nonnegative real num-
bers. Let S C R" be an open set and let A C R” be a set
that satisfies S CA C §. By CO(A;Q), we denote the class of
continuous functions on A, which take values in Q C R. By
C"(A;Q), where k > 1 is an integer, we denote the class of
functions on A, which takes values in Q and has continuous
derivatives of order k. In other words, the functions of class
C*(A;Q) are the functions which have continuous deriva-
tives of order k in § = int(A) that can be continued continu-
ously to all points in dSNA. L*(0, 1) denotes the equivalence
class of Lebesgue measurable functions f : [0,1] — R such

that |11 = (Jg |f(x)|2dx)1/2 <oo Letu: Ry x[0,1] R
be given. ult] denotes the profile of u at certain 7 > 0, i.e.
(u[f])(x) = u(t,x), for all x € [0,1]. For an interval 7 C R,
the space C?(I;1%(0,1)) is the space of continuous mappings
1>t ult] € L*(0,1). H*(0,1) denotes the Sobolev space of
functions f € L?(0, 1) with square integrable (weak) first and
second-order derivatives f (-), f (-) € L2(0,1). Ln(-), J(-)

with m € 7Z, denote the modified Bessel and (nonmodified)
Bessel functions of the first kind.

2 Preliminaries and problem description

Let us consider the following scalar reaction-diffusion sys-
tem with constant coefficients:

u (,%) = Eupy(t,x) + Au(t,x), (1)
u(t,0)=0, )
Lt(l‘,l):U(l), 3)

and initial condition:
M(O,X) = MO(X)v (4)

where € >0 and A € R. u:[0,%0) x [0,1] — R is the system
state and U(¢) € R is the control input. The control design
relies on the Backstepping approach [35,25] under which
the following continuous-time controller (nominal boundary
feedback) has been obtained:

U= [ KOyt ®



It has then been proved that the under continuous-time con-
troller (5) with control gain K satisfying:

n (VId+ o766 =)
V(A +o)/e) (-2
evolving in a triangular domain given by .7 = {(x,y) : 0 <
y <x <1} where ¢ >0 is a design parameter that can be

chosen arbitrary, the closed-loop system (1)-(4) is globally
exponentially stable in L?- norm sense [35].

(6)

)

K(x,y) = —y((A+c)/e)

2.1  Event-triggered control and emulation of the back-
stepping design

We aim at stabilizing the closed-loop system (1)-(4) in an
event-triggered fashion. We follow the emulation approach
which means that the boundary controller is perfectly known
(i.e. (5)-(6)). This approach includes stabilizing on events
while sampling the continuous-time controller (5) at a certain
time instants that form an increasing sequence (7;) jen With
to = 0 that will be characterized later on. The control value
is held constant between two successive time instants and it
is updated when some state-dependent condition is verified.
In this scenario, we need to suitably modify the boundary
condition in (1)-(3). The boundary value of the state is going
to be given by:

u(tvl):Ud(t)v @)

with 1
Uy(t) = /0 K(1,y)u(t;,y)dy, (®)

forallz € [tj,tj41), j > 0. Note that U, (t) = U(t) +d(r) with
U (t) given by (5) and d given by:

d(t)=/OIK(l,y)u(tjay)dy—/olK(l,y)u(t,y)dy- Q)

Here, d (which will be fully characterized along with (¢;) jen
in the next section) can be viewed as an actuation devia-
tion between the nominal boundary feedback and the event-
triggered boundary control [1].

Hence, the control problem we aim at handling can be refor-
mulated by considering the following linear scalar reaction-
diffusion PDE:

u (t,%) = Eupx(t,x) + Au(t,x), (10)
u(t,0)=0, a1
u(t, 1) =Uy(2), (12)

forall t € (t,¢j41), j > 0, and initial condition:

u(0,x) = up(x). (13)

The emulation of the backstepping boundary control is per-
formed by transforming (10)-(13) into a target system which

' In sampled-data control as in [18], such a deviation is called
input holding error.

will reflect the influence of the deviation d(¢). Indeed, the
following invertible Volterra transformation

w(t,x) :u(t,x)—./O‘xK(x,y)u(t,y)dy, (14)

with kernel K (x,y) satisfying (6) maps the system (10)-(13)
into the following target system:

wy(t,x) = Ewy (t,%) — cw(t,x) (15)
w(t,0) =0 (16)
w(t,1)=d(t) (17)

with initial condition:
X
w00 =uo() - [ Keywb)dy, (18

where ¢ > 0 (which is involved in (6)) can be chosen ar-
bitrary. Notice that when d(¢) = 0, one has that the target
system is globally exponential stable. Moreover, the larger
¢, the faster the convergence rate.

It is worth recalling that the Volterra backstepping transfor-
mation (14) is invertible whose inverse is given as follows:

u(t,x) = w(t,x)+ /OXL(x,y)w(t,y)dy, (19)

where L satisfies:

n (V+a/e =)

L(xay) = _Y((A’ +C)/8) \/((l —|—C)/8)(x2 _yZ)

(20)

2.2 Well-posedness issues

The notion of solution for 1-D linear parabolic systems
under boundary sampled-data control has been rigorously
analyzed in [18, Theorem 2.1]. In this paper, we follow the
same framework and construct the solution by means of the
following proposition:

Proposition 1 (Special case of [18, Theorem 2.1]). For every
initial data u[t;] € L*(0, 1) there exists a unique function u €
EO([tjstj1:L*(0,1)) satisfying u € C'((tj,t;11) x [0,1]),
ult] € C*([0,1]) for all t € (t;,tj+1] and satisfying (10)-(12)
fort e (tj,tj+|).

Proposition 1 allows us to construct a solution in
the sense described in [18] ie. a solution u €
0 (10,1imjee(2;);L*(0,1))  with u[r] € C*([0,1]) for
t € (0,limjw(t;)) and u € C'(I x [0,1]) where [ =
[0,1imje(2;)) \{2; : j=0,1,2,...} which also satisfies (10)-

(12) fort € 1.

In what follows we assume that in open loop, the system
(10)-(13) is unstable or neutrally stable, i.e., A > en? ( see
e.g. [25, Section 3.1] for details). We focus on this case as
it constitutes a more challenging problem than considering
open-loop asymptotically stable systems (i.e. A < 7).



3 Event-triggered boundary control and main results

In this section we introduce the event-triggered boundary
control and the main results: the existence of a minimal
dwell-time which is independent of the initial condition, the
well-posedness and the exponential stability of the closed-
loop system under the event-triggered boundary control.
By building on the emulation approach, let us first define the
event-triggered boundary control considered in this paper.
It encloses both a triggering condition (which determines
the time instant at which the controller needs to be updated)
and the backstepping boundary feedback (8). The proposed
event-triggering condition is based on the evolution of the
magnitude of the actuation deviation (9) and the evolution
of the L2- norm of the state.

Definition 1 (Definition of the event-triggered boundary con-
trol). Let B > 0 be a design parameter and define

k(y) :==K(1,y), 1)

with K being the kernel given in (6). We define the following
set:

E(tj):={teRy|t >t;A|d(t)| >ﬁHkHH”[I]H+ﬁ”k|‘””[tj(]2||2})v
where ult] denotes the solution of (1), (2), (7) and (8) for all
t > tj and d(t) is defined by (9).

The event-triggered boundary control is defined by consid-
ering the following components:

I) (The event-trigger) The times of the events t; > 0 with
to = 0 form a finite or countable set of times which is deter-
mined by the following rules for some j > 0:

a) if E(t;) = 0 then the set of the times of the events is
{t(),...,tj}.

b) if E(tj) # 0, then the next event time is given by:

tj1 i=infE(t)). (23)

II) (the control action) The boundary feedback law,

1
Uat) = [ kuleyy)dy, Ve lan). @4

Remark 1. Since A > en? and the open loop system is not
asymptotically stable, it follows that ||k|| > 0. As already
pointed out, B is a design parameter that will be suitably
selected in the sequel.

3.1 Avoidance of the Zeno phenomena

It is worth mentioning that guaranteeing the existence of a
minimal dwell-time between two triggering times avoids
the so-called Zeno phenomena that means infinite trigger-
ing times in a finite-time interval. It represents infeasible
practical implementations into digital platforms because

it would be required to sample infinitely fast. Before we
tackle the result on existence of minimal dwell-time, let us
first introduce the following intermediate result.

Lemma 1. For the closed-loop system (10)-(12), the follow-
ing estimate holds, for all t € [tj,tj, 1], j > 0:

sup  ([luls][l) < Qjllule;]]l; (25

IjSSSIj+1

k
where Q; = exp (p(tj1—17)/2) (142 k] + 151) + 22 ||
and p > 0 is given by p = —2emn* +2A + %/’iz.
Proof. We consider U, given by (24) and define
v(t,x) = u(t,x) — xUy. (26)

It is straightforward to verify that v satisfies the following
PDE for all ¢ € (t,¢j41), j > 0,

ve(t,x) = €vix (2, %) + Av(2,x) + AxUy, 27
v(t,0) =0, (28)
vz, 1) =0. (29)

Well-posedness issues for (27)-(29) readily follows while

being a particular case of the PDE considered in [21, Lemma

5.2]. Now, by considering the function V (r) = %||v[¢]||> and

taking its time derivative along the solutions of (27)- (29) and
using the Wirtinger’s inequality, we obtain, for € (¢;,7;11):

1
V< —gn2||v[t]||2+7L||v[z]||2+ud/0 (Ax)v(1,x)dx.

In addition, using the Young’s inequality on the last term
along with the Cauchy-Schwarz inequality, we get

. 1, 2
V(e) < —em [V |? + AV + S U7 + SA% VA

Then, for 1 € (tj,2j41):

. 1
V) < pV i)+ 303
where p = —2em? + 24 + %QLZ. Note that p > 0 since we

have assumed that A > e7>. Using the Comparison principle
on an interval [a,b] where a > t; and b < tj, one gets, for
all z € [a,b]:

V() <ep(plr—a) (Via)+ 5 U3).

Due to the continuity of V(¢) on [t;,7;41] and the fact that
a,b are arbitrary, we can conclude that

V(1) <exp(p(tjr1—1))) (V(tf) + ﬁU‘%) G0



for all ¢ € [tj,¢;11]. Using the Cauchy-Schwarz inequality,
we have that |Uy| < ||k||||u[t;]||. Using this fact in (30), we
get, in addition:

VI < exp (ptj1 = 13)) (V)17 + 211l ]2
Using the above estimate in conjunction with (26) and the
triangle inequalities, we obtain the following inequalities:

el < Vi)l + 21Ul
V{611 < ]|+ Ul

together with |U,| < ||k||||u[t;]||, we finally obtain, for all
L€ [ty

sup  ([[uls]l]) < Qjlluell,

thSSt.i+|
. k
with ;= exp (p(tj+1 —17)/2) (1 + [k + 1) + 22 .
This concludes the proof. |

Theorem 1. Let B > 0 be given. Under the event-triggered
boundary control (23)-(24), there exists a minimal dwell-
time between two triggering times, i.e. there exists a constant
T > 0 (independent of the initial condition uy) such that
tiy1 —1j > ‘L’,foralljz 0.

Proof. Define g € C*([0,1]) by the following equation:

N
=Y kutn(x), (1)
n=1
where N > 1 is an integer, k, := fol k(y)on(y)dy, k(y) =
K(1,y) with K satisfying (6) and ¢,(x) = v/2sin(n7mx),n =

1,2... are the eigenfunctions of the Sturm-Liouville operator
A:D — L%(0,1) defined by

d’f
(A9)(0) = ~e 55 (0 - )

for all f € D and x € (0,1) and D C H?([0,1]) is the set of

functions f : [0,1] — R for which f(0) = f(1) =0.
Let us also define
. 1
a0 = [ 0) (i) —uey)dy. ()

for t € [tj,tj41), for j > 0 and g given by (31). Taking the
time derivative of d(t) along the solutions of (10)-(12) yields,
forall r € [tj,tj41):
dt)=¢| —=(Du(t,1)—g(1)=(z,1
0= (F ) - e300
du dg
0)=(¢,0) — —=(0)u(s,0
+e (205100~ FOur0))

+ [ gty

Note that g(1)5% Ju “(¢,1) = 0 by virtue of the function g eval-
vated at x =1 as ¢,(1) = 0. In addition, by the eigenvalue
problem A¢, = A,¢, where A, = n>7’e — A are real eigen-
values and using the boundary conditions (12), we get

¢n

J(t) zs/olk(y) u(tj,y dka
+ an)m /O Gn(y)u(t,y)dy

Using the Cauchy-Schwarz inequality and ||@,|| = 1 for n =
1,2, ... the following estimate holds for ¢ € (z;,2;,1), j > 0:

(1)

d ()| < e[kl lule) ||+ [ule] | G, (33)

where Fy := ):”N:] kn%(l)’ and Gy := Z”N:] |knAy|. There-
fore, we obtain from (33) and the fact that d| (tj) =0, the
following estimate:

d(e)] < (¢ 1)kl lult] [ Fy + (c — 1) sup ([luls][)Gn

1j<s<t

(34)
Note that from (9),(24) and (32), the deviation d(¢) can be
expressed as follows:

0 =di)+ [ o) -

Hence, combining (34) and (35) we can obtain an estimate
of d as follows:

@) < (= 1))elkllllufes]l1Fv + (= 1)), e (l[ulsl)Gn

<s<t

+ [l — gl llulejll| + IIk—gHHM[t]II-

(u(tj,y) —u(t,y))dy. (35)

(36)

Notice that if u[t;] =0, then Lemma 1 guarantees that ut]
remains zero. In this case, by Definition 1, one would not
need to trigger anymore and thus Zeno phenomenon is im-
mediately excluded.

Let us consider now the case u[t;] # 0. Using (36) and as-
suming that an event is triggered at ¢ = ¢;,1, we have

|d(tj )| < (101 — 1)K [[|ulzj] || Fv

+ (i —1;) sup ([[uls]])Gn

tj§5'§1j+l

+ 1k = gl lfult]ll + [k = gllflulzj]l,
37

and by Definition 1, we have that, at r =,

d(tj1)] = Bllkll[ult] | + BlI&[ lultja]l]. - (38)
Combining (37) and (38), we get
BII&[[[|aalt]1] + Bl [[ee]t 1]

< (tj1— 1)) Kl Eullufts)l| + (1701~ )Gy sup
[jgsglﬂ,]

+ 1k = gllflule]ll + 11k = gll{laele sl

(fJuls]l1)



therefore,

(BIIKI = & = gl et 1111 + (BIIKI = [l = gl [aele]]

< (1741 — )€Kl Fn||ultj]]| + (541 —17)Gn  sup
tjgxgtjﬂ

We select N > 1 in (31) sufficiently large so that ||k — g|| <
B|k||. Notice that we can always find N sufficiently large
so that the condition ||k — g|| < B||k||, since g is simply the
N-mode truncation of k (which implies that ||k — g|| tends
to zero as N tends to infinity). In addition, using the fact
that ||u[tj41]|| > 0 and by (25) in Lemma 1, we obtain the
following estimate:

(Bl = 1l = g1 el
< (1 = 1))kl Fw[lulej)l] + (21 — ) Gn Qj|[ult ],

k
where Q; = exp (p(tj1 —1;)/2) (1+ %2 |lk] + 15) + 3 ||
and p = —2em? +2A + %Az strictly positive (as we have
assumed that A > £72). Denoting

o ag:= BIlk]| — [k — gl

o ar:=g|[kl|Fy+ Gy K]

o ay:=Gy(1+ 3 kl| + L)

we obtain an inequality of the form:

ao < ai(tjp1 —1;) +ax(tjrr — ;) exp (p(tjr1 —1)/2) . (39)

from which we aim at finding a lower bound for (¢;.1 —1;).
Note that the right hand side of (39) is a %, function of
(tj+1—1t;). Let us denote it as a(s) := ais +axsexp(ps/2)
with s = (tj;.1 — ;). The solution of inequality (39) is then
s > o '(ag) where a~! is the inverse of a. Since aq is
strictly positive, then there exists 7 > 0 such that s = (41 —
tj) > © > 0. This concludes the proof. u

Remark 2. For the proof of Theorem 1, we have used the
approximation (31) which is instrumental to find an estimate

of the actuation deviation d(t) through d(t) (and d(t)). No-
tice that we have not used directly the time-derivative of d(r)
in our analysis. It can be proved that it is given as follows:

d(r) = & (£ (0)u( 1)~ k(1) 8(1,1))
+e (K0)34(,0) — & (0)u(r,0)) + /Ol(Ak)(s)u(t,s)ds,

for all t € (tj,tj+1). The main problem is that the above
differential equation does not allow a derivation of an upper

bound of the magnitude of d(t) since it contains terms (such
as k(l)%(t, 1)) which cannot be estimated. Actually, this
specific issue constitutes one of the major challenges in the
framework of ISS for reaction diffusion PDEs with linear
boundary control (designed by backstepping). Having such a

deviation d(t) at one of the boundaries and the incapability
of finding upper bounds of terms like k(l)%(t, 1) does not
allow to perform directly a Lyapunov-based analysis. This

is one of the reasons why, modal decomposition and small-
gain analysis are the main tools in our approach.

(l[ulsll)-

3.1.1 Explicit dwell-time

A solution 7 from (39) can be found numerically. Neverthe-
less, we can upper bound the right-hand side of (39) such
that

apg < (a1+a2)(l‘j+1 —tj)exp(p(tjﬂ—tj)/Z), (40)

which turns out to be more conservative (thus, one can expect
solutions of (40) to take smaller values). Furthermore, by
rewriting (40) yields,

pao
< B(tjs1—tj B(tjs1—t; 41
2(a1+az) ~ St —tj)exp (St —1)), (4D

so that the right-hand side corresponds to a transcendental
function whose solution can be found using the so-called
Lambert W function[?] (see e.g. [2] for more details).
Hence, we have

2 pag
(1) 2 2W <—2(m HZ)) . “2)

P4 __ of the Lambert W function
2(ar+az)

is strictly positive yielding W(-) to take a strictly positive

2 pa ;
value. We denote then 7 := W (2(a|+0a2)) > 0 being 7
the minimal dwell-time between two triggering times, i.e.
tit1—tj >t forall j>0.

Note that the argument

Remark 3. It is worth remarking that if a periodic sampling
scheme - where the control value is updated periodically on
a sampled-and-hold manner - is intended to be applied to
stabilize the system (10)-(13), then a period can be chosen
according to [18]. However, an alternative way of choos-
ing a suitable period while meeting the theoretical guaran-
tees, is precisely by using the minimal dwell-time T that was
obtained from (39) and its explicit form by the Lambert W
function as in (42). Unfortunately, as one may expect, such
a dwell-time may be very small and conservative (similar to
the sampling period obtained in [18] since the derivation
was done using conservative estimates).This issue, however,
supports the main motivation highlighted throughout the pa-
per: stabilize on events only when is required and in an more
efficient way. Event-triggered control offers advantages with
respect periodic schemes as it reduces execution times while
meeting theoretical guarantees.

Since there is a minimal dwell-time (which is uniform and
does not depend on either the initial condition or on the
state of the system), no Zeno solution can appear. Conse-
quently, the following result on the existence of solutions
of the closed-loop system (10)-(13) with (23)-(24) holds.

Corollary 1. For every ug € L*(0,1), there exist a unique so-
Iutionu € €°(R ;L?(0, 1)) to the system (10)-(13), (23),(24)
satisfying u € C'(I x [0,1]), ut] € C*([0,1]) for all t € 1
where | =R, \{t;>0,;=0,1,2,...}

2 To the best of our knowledge, in control theory, Lambert W
functions have been used within the framework of time-delay sys-
tems (see e.g. [40]).



Proof. 1t is an immediate consequence of Proposition 1 and
Theorem 1. Indeed, the solution is constructed (by the step
method) iteratively between successive triggering times. W

3.2 Stability result

In this subsection, we are going to follow small-gain argu-
ments and seek for an Input-to-State stability property with
respect to the deviation d(z).

Lemma 2 (ISS of the target system). The target system (15)-
(18) is ISS with respect to d(t); more precisely, the following
estimate holds:

Wl < Gexp(=o1) [[wlO]]| + sup (|d(s)[exp(=o(r=5))),

(43)
for any © € (0,1y) with gy = t°€ +¢, G:= /(1 +b1), for

arbitrary b > 0 and the gain 7y is given as follows:

e O C) )
Y= \/(1+b) (”fgicZU) 251nh(£>(%)1/4 ’ lf C#O
% (nziz:fc) ’ lf c=0
(44)
Proof. See [18, Appendix]. [
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Theorem 2. Let L:=1+ (fol (JFIL(x,y) Pdy) dx) <o
with L satisfying (20) and k(y) be defined by (21). Let ¢ €
(0,11) with py = € +c and b > 0 be given constants.

Let B > 0 be a design parameter (involved in the trigger-
ing condition (23)) that is selected in such a way that the
following condition is fulfilled:

@, :=2By|k||L < 1 (45)

where 7y is defined by (44). Then, the closed-loop system
(10)-(13) with event-triggered boundary control (23)-(24) is
globally exponentially stable. More specifically, there exists
a constant M > 0 such that:

luft]| < Mexp(—ot) [uf0], forall t>0.  (46)

Proof. 1t follows from (23) that events are triggered to guar-
antee that the following inequality holds for all # € [t;,7j41) :

|d ()] < BIIK[[[[alej] 1l + B[ e[| ale] 1 (47)

For every t > 0 define, ¢(¢r) = max{z;: j > 0,r >t;}. Then,
inequality (47) implies for all > 0

d(@)] < BlIk|l|ulg(@)][] + Bl l[ule][] 48)

Notice that g(r) < r. Consequently, the inequality (48) gives
fort >0

|d(t)|exp(0t)SZﬁHkHoiugl(llu[S]lleXP(GS))- (49)

Pick any ¢* > 0. Inequality (49) implies the following esti-
mate for all 7 € [0,7%]

|d(t)|exp(0t)S2ﬁ||k||03ugt*(||M[S]||6XP(GS))- (50)

Since (50) holds for all # € [0,¢*], we obtain:

sup (|d(s)|exp(os)) < 2B|[[k|| sup (||uls]|[exp(os)).
0<s<t* 0<s<t*
(5D
Since t* is arbitrary, we obtain from (51):
sup (|d(s)[exp(os)) <2B|lk[| sup ([u[s]||exp(os)).
0<s<t 0<s<t
(52)
On the other hand, by Lemma 2, we have

[wltlllexp (o) < GIlw[0]]| +Vos<ligl(ld(S)leXP(0S))- (53)

Let us pick any * > 0. Then the following estimate for
t € [0,#*] is a direct consequence of (53).

[wtlllexp (o) < Gl|w[0]]| + v sup (ld(s)lexp(as)) .

s<t*
(54)
Since the above estimate holds for all 7 € [0,7*], we obtain
the following estimate:

sup (||W[f]||exp(m))SG|\W[0]||+70212*(|d(t)|exp(<7t))-

0<r<r*

(55)
Since t* is arbitrary, it follows that the following estimate
holds for all ¢t > 0O:

sup ([[wls]||exp(as)) < Glw[0]]| T sup (ld(s)lexp(as)).

0<s<t
(56)
Hence, combining (52) with (56), we obtain

sup ([wlslllexp (o)) <Glwlo]l

+2B7k] sup ([l exp(os)).

and using the fact ||u[t]|| < L||wlt]||, we get

sup ([[wls][|exp(as)) < GllW[O]H+<1>e08<l112t(||W[S]Hexp(GS)),

0<s<t
(57
where ~
@, :=2B||k|L. (58)

Notice that, by virtue of (45), it holds that &, <
1. Thereby, using the estimate of the backstepping
transformation, ie. |w[f]|| < K|uft]|] with K := 1+

1/2
(fol (Jo'IK (x,y)|*dy) dx) < oo[¥] and K satisfying (6), we

3 Both K and L are finite due to the properties of the modified
and non modified Bessel functions. A suitable characterization of
upper bounds for K and L can also be established by using e.g.
the results in [35, Theorem 2 and 3] or [3].



obtain from (57) and (58) the following estimate for the solu-
tion to the closed-loop system (10)-(13) with event-triggered
control (23)-(24):

sup (|lufslllexp(os)) < G(1 — @) KL u[0]

)

which leads to (46):
[[ult]]| < Mexp(—ot) [[u[0]],

with M := G(1 — ®,)~'KL. This concludes the proof. M

Remark 4. It is worth remarking a trade-off between the
convergence rate and the sampling speed. As it can be no-
ticed, o affects the decay rate. The closer to Wy (fast decay
rate), the higher 7. This requires, in light of (45), that B has
to be selected small and therefore we have to trigger more
frequently.

In addition, notice that b affects the overshoot. If b is large,
one has less overshoot. However, (44) shows that y increases
and consequently, B has to be small (recall (45); fast trig-
gering sampling).

In the context of a co-design approach where the boundary
control parameters as well as B have to be designed simulta-
neously, one could even formulate an optimization problem
aiming at e.g. maximizing the decay rate ¢ while minimiz-
ing the gain . As event-triggered control with co-design is
out of the scope of the paper, we leave these aspects for a
future work.

4 Numerical simulations

We consider the reaction-diffusion system with € =c =1,

A = 7% and initial condition uo(x) = Y3_, ¥ sin(n7x) +
3(x* —x%), x € [0, 1]. For numerical simulations, the state of
the system has been discretized by divided differences on a
uniform grid with the step 4 = 0.01 for the space variable.
The discretization with respect to time was done using the

implicit Euler scheme with step size At = h?.

We stabilize the system on events under the event-triggered
boundary control (23)-(24) where the parameter 3 is selected
such that condition (45) in Theorem 2 is verified. In addition,
L =1.8407, ||k|| = 5.61 and y = 0.574 which is computed
according to the information provided in Lemma 2. There-
fore, two cases are pointing out: we choose e.g. f = 0.07
and 8 =0.02 yielding ¥, = 0.83 < 1 and ®, =0.23 < 1, re-
spectively. In the former case, 12 events (updating times of
the control) are obtained whereas in the later case, 47 events
are obtained; on a frame of 157].

Figure 1 shows the numerical solution of the closed-loop sys-
tem (10)-(13) with event-triggered control (23)-(24) (on the
left B = 0.07 and on the right when 8 = 0.02, which results in
slow and fast sampling, respectively). The time-evolution of
control functions under the event-triggered case is shown in
Figure 2 (orange line with black circle marker for slow sam-
pling and blue line with red circle marker for fast sampling).
In addition, Figure 3 shows the time evolution of the func-

tions appearing in the triggering condition (23) (on the left
with B = 0.07 and on the right with 8 = 0.02). Once the tra-
jectory |d| reaches the trajectory B||k||||u[t]|| + B||k||||ult;]]|.
an event is generated, the control value is updated and d
is reset to zero. It can be observed that the lower f3 is, the
faster the sampling and control updating which in turn im-
plies smaller inter-executions times. This case turns out to be
more conservative and the control function gets closer to the
one in continuous case or even when considering a periodic
scheme with a very small period.

As a matter of fact, it is worth remarking that a sampling
period can be computed from [18, Section 3.3]. Indeed, for
the reaction-diffusion system with a boundary control whose
actuation is done in a sampled-and-hold fashion, such a pe-
riod would be T = 9.96 x 10~". For the sake of compar-
ison according to Remark 3 and using (42), we compute
T=4.43x 1077 (with B =0.02) and 7 = 1.55 x 1076 (with
B =0.07). Notice that both T and 7’s are very small (even
smaller than the time step discretization for the current sim-
ulations); consequently the periodic scheme turns out not be
practically implementable. This is one of the reasons why
event-triggered boundary control offers advantages with re-
spect to periodic schemes. In our framework, the control
value is updated aperiodically and only when needed.

Finally, we run simulations for 100 different initial condi-
tions given by ug(x) = Y!,_, n>v/2sin(nzx) + 1(x*> — x*) for
I=1,..,10 and up(x) = Y _, nv/2sin(n’x) +1(x*> — x°), for
[=11,...,100 on a frame of 1s. We have computed the inter-
execution times between two triggering times. We compared
the cases for slow and fast sampling, i.e. when f§ = 0.07
and 3 = 0.02, respectively. Figure 4 shows the density of
the inter-execution times plotted in logarithmic scale where
it can be observed that, the larger  the less often is the
sampling and control updating which in turn implies larger
inter-executions times.

It is interesting to notice that when choosing 8 small (re-
sulting in fast sampling, as aforementioned), there are sev-
eral inter-execution times of the order of 10~!7 as depicted
in blue bars in Figure 4 where the density predominates. It
might suggest that a possible period (whenever one intends
to sample periodically in a sampled-and-hold fashion) might
be chosen with a length of the order 107, This issue is left
for further tests and investigation with possible theoretical
connections with periodic schemes as in [18]. This issue may
give some hints on how to suitably choose sampling periods
in order to reduce conservatism on periodic schemes.

5 Conclusion

In this paper, we have proposed an event-triggered bound-
ary control to stabilize (on events) a reaction-diffusion PDE
system with Dirichlet boundary condition. A suitable state-
dependent event-triggering condition is considered. It deter-
mines when the control has to be updated. It has been proved
the existence of a minimal dwell-time which is independent
of the initial condition. Thus, it has been proved that there is

4 For an infinite time horizon, one would expect infinite number
of triggering times.
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Figure 2. Time-evolution of the event-triggered boundary control
(23)-(24) (orange line with black circle marker for slow control
updating, i.e. B = 0.07 in (23) and blue line with red circle marker
for fast control updating, i.e. B = 0.02 in (23)).

no Zeno behavior and thus the well-posedness and the sta-
bility of the closed-loop system are guaranteed.

In future work, we may consider extending the approach to
output-feedback of coupled parabolic PDEs with spatially-
varying coefficients (following e.g. [31,5]). In addition, ro-
bust event-triggered control with respect to external distur-
bances or dynamic uncertainties is of great interest as well
and can be studied by extending some existing results from
finite-dimensional systems [28]. Finally, another interest-
ing direction is to combine event-triggered control strategies
with finite/fixed-time boundary control for parabolic PDEs
(see e.g. [9]) which makes use of time-varying kernels. It
would imply event-triggered sampling the time-varying ker-
nel. Of course, one will not achieve perfect finite-time stabi-
lization to the origin but to a residual set that may be char-

solutions of the closed-loop system

condition

A = 7%, initial
up(x) = Y3 _, 4 sin(nx) +3(x> —x3), x € [0,1] and under the event-triggered control (23)-(24). With B = 0.07 in (23) the control up-

dating is slower (closed-loop solution depicted on the left). With = 0.02 in (23), the control updating is faster (closed-loop solution
depicted on the right).

(10)(13) with &€ = ¢ = 1,

acterized in terms of the size of initial condition and the
parameters of the event-triggered scheme.
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