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Abstract

Low-Power Wide Area Networks (LPWANs) are wireless networks with very low power consumption and
wide area coverage. They are capable of supporting the traffic of nearly a thousand nodes with a duty cycle
of less than 1%. However, the gradual densification of nodes increases the number of collisions and makes
it more difficult to manage the upstream traffic. To mitigate this problem, we propose a new distributed and
probabilistic traffic control algorithm, DiPTC, which allows nodes to adapt their traffic according to the needs
of the application (e.g., receiving K measurements over a time period) while being agnostic to the number of
nodes and to the network topology. A control message is broadcast by the gateway to all nodes each period
when the objective is not reached, so that nodes can re-adapt their traffic. We evaluate the proposed solution
in simulation and we compare it with the LoRaWAN protocol. The results show that our algorithm is able to
reach the objective while keeping a low number of collisions, with a longer network lifetime. Compared to
LoRaWAN, our solution shows a three times increase in the success rate and a decrease by a factor of 10 in
the collision rate. 1

1 Introduction
Data collection is one of the main applications used to deploy sensors in smart buildings and smart cities. To
rapidly provide a data collection infrastructure at reasonable costs, while covering several kilometers, Low
Power Wide Area Networks (LPWANs) are a very good solution [7].

Despite their attractiveness, these networks suffer from limitations due to the used frequencies (free ISM
band, e.g. 868MHz in Europe) and medium access protocol (pure Aloha). In order to achieve long running
networks and to support scalable deployments, traffic control is mandatory, especially in two different sce-
narios. First, in applications where the objective is to get a sampling of a given situation in an area (e.g.
environmental monitoring), only a fixed number of measurements per time unit is necessary. On one hand,
to receive more information does not bring any added-value and it only leads to network overload, increased
collisions and energy consumption. On the other hand, to receive less information leads to a non efficient ap-
plication. The second scenario is given when an LPWAN is operated by a given telecommunication operator.
The operator provides coverage and connectivity for its clients. A service-level agreement (SLA) is defined
to specify the capacity provided by the network provider, and the traffic model of the client. Unfortunately,
there is no mechanism in LPWAN to manage the traffic sent by a user and the number of nodes connected
to the network. Thus, a client can send more data and can connect more end devices, leading to network
congestion. We claim that these scenarios supported in LPWANs will be more and more common. Note that
mechanisms such as the adaptive data rate (ADR) implemented in LoRaWAN are not able to cope with this
challenge. The objective of ADR is to minimize the energy consumption and to adapt the data rate according
to the radio link budget and environmental conditions, but it is not the answer to congested networks. ADR
is a local mechanism for each end device, without any capabilities to adapt the traffic of a group of nodes.

1This research was partially supported by CAMPUS FRANCE (PHC TOUBKAL 2019, French-Morocoo bilateral program), Grant
Number: 41562UA.
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In this paper, we propose DiPTC, a new distributed, probabilistic and network topology agnostic algorithm
for traffic control in LPWANs that allows the network manager and the applications to better steer the data
collection. In a nutshell, DiPTC works as follows: (i) A central server (i.e., the network server in LoRaWAN,
or the core network server in Sigfox) acts as traffic policy enforcer by running a control loop. If the amount
of received data does not correspond to the expected value the server schedules a control message to be sent
by a gateway to the end devices. (ii) A local node mechanism adapts the traffic intensity taking into account
the information received in the control message. It is important to notice that the end devices do not have any
neighborhood knowledge and do not use any inter-node communication.

The rest of the paper is organized as follows: after discussing the state of the art for traffic control in
wireless sensor networks and LPWANs in Section 2, we introduce and explain our proposed solution in
Section 3. Section 4 describes the simulation setup and the scenarios that are used to validate, discuss and
compare our results to the baseline LoRaWAN solution in Section 5. We conclude and present our future
work in Section 6.

2 Related work
In wireless sensor networks, spatial and temporal data aggregation are presented by many researchers as a
solution for traffic reduction, and thus collision reduction. Spatial data aggregation is based on the organisa-
tion of nodes in the network and is done by choosing a messenger or a group of messenger device(s) that are
responsible to send the gathered data to the gateway [4, 6]. To gather the data, a communication between the
messenger(s) and the nodes is essential. A temporal data aggregation based on data prediction is described
in [5, 12], where the authors focus on the temporal aggregation functions using ARIMA and LMS-PCA pre-
diction models. Given an error of exceeded threshold, the nodes adapt their prediction model and send their
new model coefficients to the gateway. Those coefficients are used by the gateway to predict data. In order
to use data aggregation methods to solve the stated problem, nodes must have a large memory capacity, a
neighborhood knowledge and the possibility to communicate between them. Unfortunately these constraints
cannot be satisfied in LPWANs, therefore it is not possible to apply temporal aggregation techniques to our
problem.

In LoRaWAN, researchers try to reduce the number of collisions and improve scalability by optimizing the
allocation of resources, such as spreading factor and transmission power [1], [11], [13]. Ta et al. present LoRa-
MAB, a flexible decentralized learning resource allocation algorithm based on the reinforcement learning
problem Multi-Armed-Bandit [11]. Their approach far exceeds the results of the classic Adaptive Data Rate
(ADR) algorithm implemented in LoRaWAN networks. Besides looking at the spreading factor, Luo et al.
take into account the periodicity characteristics of traffic usually present in LPWAN applications, to propose
a transmission scheduler (S-MAC) [13]. However these approaches only adapt the physical layer parameters
of the existing traffic to the environmental conditions. They do not control the amount of traffic sent by the
nodes, and they do not ensure that the traffic respects the constraints of the application. To the best of our
knowledge no such traffic control mechanism exists today for LPWANs.

3 Towards a distributed and probabilistic approach
We propose to control the uplink traffic through a distributed and probabilistic selection of a set of nodes,
denoted as active nodes, which will be responsible to send the required data to the gateway, instead of all the
nodes in the network.

3.1 Assumptions
Without loss of generality, we consider the case of a single gateway covering a given area. We also consider
that the number of nodes in the network, denoted as N, is unknown. This number can evolve over time
depending on successive deployments, hardware failures, or depleted batteries. This approach may target
monitoring applications of a physical quantity varying over time, such as pollution [3], where the application
needs K measurements over a given area periodically, every ∆T , whatever the number of nodes in the network.

In LPWANs, the downlink is mainly used to acknowledge correctly received packets at the gateway [9].
In this study, we propose to use a broadcast downlink as a source of feedback information, which can indicate,
for example, the number of packets actually received during the previous period ∆T as well as the number of
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the K packets needed by the application. It is possible to consider any other type of message in order to notify
if the objective has been reached. Thus, depending on the received information and the local regulations, each
node can adapt its traffic to meet the needs of the application. The implementation of the broadcast downlink
in an LPWAN is out of the scope of this paper.

3.2 The DiPTC algorithm
We propose DiTC, an algorithm for controlling the traffic in the network based on the additive increase
multiplicative decrease mechanism. When too much data is sent by the nodes, we apply a decreasing policy
using the decrease factor xD. Contrary, when not enough data is sent by the nodes, we apply an increasing
policy using the increase factor xI . This mechanism provides a rapid response by adjusting the traffic intensity
with respect to the information transmitted by the gateway at each time period ∆T . To reduce the payload of
the downlink message, we consider the feedback information sent by the gateway as a binary value. In other
words, the gateway sends 0 when the number of received packets exceeds the needed ones, and 1 when the
nodes do not send enough packets. When the objective is reached, no downlink is sent by the gateway, and the
nodes continue their current traffic rate. As long as the gateway does not receive the K packets needed by the
application per time period ∆T , each node increases its traffic intensity linearly (coefficient xI). Otherwise,
when the gateway receives more than K packets, exceeding the threshold, the nodes reduce exponentially
their traffic intensity (coefficient xD).

Figure 1: Finite state machine of the DiPTC algorithm.

The finite state machine in Fig. 1 describes the DiPTC algorithm adopted by each node in the network.
At first, each node awaits the reception of the broadcast message (MB) to decide on the number of messages,
mn(t +∆T ), to transmit in the next period ∆T . The broadcast message MB is sent by the gateway only if the
number of received messages is different from the needed one, therefore reducing the downlink traffic. Then,
each node decides to increase or to decrease its previous traffic intensity αn(t) according to the binary value
of the broadcast message received from the gateway. In other words, if the value of MB is equal to 1, the
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number of messages that the node will transmit is increased by xI , xI ∈ ]0,1]. Otherwise, the node decreases
its traffic intensity exponentially using the multiplication factor xD, xD ∈ ]0,1]. The additive factor xI and
the multiplicative factor xD are constant over time and equal for all nodes. They represent respectively, the
proportion of traffic to increase or to decrease from the previous period. The larger xI is, the faster is the
increase, and the larger xD is, the slower is the decrease. Next, the node transmits its mn(t +∆T ) messages,
which are the integer portion of αn(t +∆T ). We consider a node active when mn(t +∆T ) > 0. Finally, in
order to avoid the synchronization of traffic intensities for all the nodes we introduced a local variable that
works as an adaptation probability. More specifically, each node uses a random variable Vn(t +∆T ) that
follows a Bernoulli distribution of parameter p, to decide if it should take into account (p = 1) or not (p = 0)
the broadcast message.

4 Simulation Model
While DiPTC can be applied to any LPWAN technology, we chose LoRaWAN as our testing protocol, which
we also use as baseline for comparison. We implemented and evaluated our solution in LoRaSim [2], a
well know discrete event simulator based on SimPy that allows simulating collisions, the capture effect and
interference in LoRaWAN. We enhanced this simulator with a downlink model and a battery depletion model,
which we present next.

4.1 Wireless environment
LoRaSim does not implement downlink communication in LoRaWAN, so we enhanced the simulator by:

1. Adding a downlink model. For the LoRaWAN protocol used as baseline, the downlink is implemented
in a unicast mode, to acknowledge the received packets. For DiPTC, the downlink is implemented in a
broadcast mode, from the gateway to all the nodes.

2. Modeling the reliability of the downlink through a random variable that follows a Bernoulli distribution
of parameter pDL for both solutions.

To model the collisions and the interference on the uplink, we kept the ones used by Roedig et al. [2] for
both approaches:

Prx = Ptx +GL−Lpl(d) (1)

Lpl(d) = L̄pl(d0)+10γ log(d/d0)+Xσ (2)

where Prx is the power of the received signal, Ptx the transmission power, GL the accumulated general gains
losses along the communication path, Lpl(d) the log-distance path loss model determined by the nature of the
communication environment, Lpl(d) the path loss in dB at the communication distance d, L̄pl(d0) the mean
path loss at the reference distance d0, γ the path loss exponent, and Xσ ∼ N(0,σ2) the normal distribution
with zero mean, and σ2 the variance to account for shadowing.

4.2 Energy consumption
LoRaSim does not implement any energy consumption model for the nodes. We extended the simulator
by adding the energy consumption model described in [8]. The energy consumed Ec after transmitting m
messages for each node n, depends on the time on air TOA, the power consumed in the receiver mode PwRx

and the power consumed in the transmitter mode PwT x .

Ec = TOA∗ (PwT x ∗m+PwRx) for DiPTC (3)

Ec = TOA∗m∗ (PwT x +PwRx) for LoRaWAN (4)

The values used for the parameters in these models are presented in Table 3.

5 Performance evaluation
This section presents the evaluation of our proposed algorithm DiPTC. We start by first presenting the setup
used in our simulations then we comment on the results.
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5.1 Scenarios and network parameters
We consider the case of one centered gateway surrounded by N nodes distributed randomly with LoRa pa-
rameters chosen randomly. We consider the two simulation scenarios described in Table 2 in order to evaluate
the performance of our proposed solution DiPTC, and to compare it against the baseline LoRaWAN. For each
scenario, we specify the number of nodes N in the network, the number of measurements K needed by the
application, the time period ∆T , the increasing and decreasing parameters (xI ,xD), the adaptation probability
and the simulation time Simtime. The adaptation parameters xI , xD and p depend on the number of nodes in
the network and the traffic intensity, and were chosen accordingly. Given the limited number of pages we
will not detail here how they were chosen, their optimization in function of different network conditions is
the subject of future work.

In the first scenario, denoted as BASIC, we aim to evaluate DiPTC in the case of a normal traffic, while in
the second scenario, denoted as INTENSIVE, we consider a significantly higher traffic load (×10) to test the
scalability of our proposed solution. While in DiPTC the traffic intensity of each node evolves dynamically
according to the feedback information received from the gateway, in baseline LoRaWAN, the traffic intensity
is constant. To propose a fair comparison and to respect the application constraints, i.e., receiving K measure-
ments every time period ∆T , in baseline LoRaWAN nodes send their packet following a Poisson distribution
with the rate: AVG= ∆T

K ×N.

Table 1: Simulation scenarios.

Scenario BASIC INTENSIVE

DiPTC
N 150 150
K 1 10

∆T 10 min 1 min
xI 0.5 0.2
xD 0.5 0.5
p 0.5 0.06

Simtime 1 year 1 year
LoRaWAN

AV G 1500 min 15 min
Table 2: Simulation scenarios.

Table 3: LoRa and network parameters.

Parameters Values
Payload (PL) 20 bytes
Header (H) 0
Preamble symbols 8
Downlink reception probability pDL 0.99
Transmission power PT x 14dBm
Gain and Loss GL 0
Path Loss exponent γ 2.08
Reference distance d0 40m
Max. distance to the gateway 300m
Path Loss at the reference distance Lpl(d0) -127.41dB
Variance Xσ N(0,3.57)
Current drawn during the receive mode IRx 11.2mA
Current drawn during the Transmission mode IT x 90mA
Current drawn during the sleep mode ISleep 1µA
Supply voltage 3V
Battery capacity 30J

In baseline LoRaWAN we configured a lost packet to be re-transmitted a maximum of 8 times before
being dropped, a value commonly used in different implementations, considering that the standard specifies a
maximum number of 15 re-transmissions. In DiPTC there are no re-transmissions, as the nodes do not receive
unicast acknowledgments from the gateway.

The values of the propagation model are determined empirically in [2], and those of the energy consump-
tion model can be found in Semtech SX1272 LoRa transceiver Datasheet [10]. Table 3, summarizes these
values.

5.2 Performance evaluation in the BASIC scenario
We first evaluate the performance of DiPTC in the BASIC scenario by looking at the evolution of the number
of packets sent and received, the number of collisions, the number of dead nodes, and the downlink and
uplink losses throughout the whole lifetime of the network (Fig. 2). This type of detailed analysis allows us
to dissect the behavior of DiPTC and better showcase its performance.

The first thing that we can notice in Fig. 2a is an alternation of transient and stationary states. Transient
states of very short duration (due to the death of a node or a packet loss) are followed by long stationary states.
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Figure 2: Traffic evolution in the BASIC scenario for DiPTC.
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Figure 3: Traffic evolution in the BASIC scenario for LoRaWAN.

This shows that our DiPTC algorithm is able to converge quickly to the desired number of measurements K,
despite environmental challenges, and to remain stable for a significant time. Fig. 2b shows that the transient
states are either caused by the death of a node or an uplink loss or both events. The loss of a downlink
does not impact the convergence of our algorithm, as the node continues with the same traffic intensity until
it receives a feedback from the gateway telling it otherwise. The frequency of the long duration stationary
states is induced by the stability property of our mechanism and by the lack of collisions. The low collision
rate is due to a low traffic intensity, consequence of a low number of expected measurements in this scenario
(K=1). This low traffic also has a positive effect on the lifetime of a node as it reduces the battery depletion
process.

In fact, as shown in the zoom part in Fig. 2a, the death of node 45 (time: 1794.0) generates a new transient
state that lasts for 1h : 10min before a new stationary state takes place with a new active node with ID 108.
Note that the downlink loss in 1795h delays the convergence because the feedback information is missing.
Thus, we lost ∆T = 10min but the convergence is not affected. However the uplink losses in 1794.8h and
1794.3h extend the transient regime.

If we compare the performance of DiPTC with that of baseline LoRaWAN from Fig. 3a, the first thing
that we notice is that the traffic in LoRaWAN appears to be lower than in DiPTC. Indeed, the maximum
number of received messages is 9 messages per period (∆T =10 minutes), while in DiPTC is 43. However,
the oscillations in baseline LoRaWAN are more frequent than in DiPTC. This behaviour is due to the fact
that the packet generation in baseline LoRaWAN follows a Poisson distribution of rate 0.0006, meaning
that, in average, one packet is sent every 1500 minutes, leading the nodes to traffic less but more often,
more regularly. In DiPTC, the traffic intensity is controlled by the additive increase multiplicative decrease
mechanism that adapts the node activity when the goal of having 1 measure per 10 minutes is not met, and
stabilizes it otherwise.

When the goal of the application is to receive a specific amount of messages per period of time, an
important metric that allows us to evaluate the performance of different solutions is the absolute error. Con-
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Figure 5: Nodes traffic evolution in the BASIC scenario.

sequently, we plotted in Fig. 4 the application error frequency for both baseline LoRaWAN and DiPTC. We
can see that for DiPTC the application error is 0 most of the time, with some cases when it is slightly under.
Contrary, LoRaWAN under-performs most of the time.

Finally, Fig. 5 shows the node traffic evolution in the BASIC scenario for baseline LoRaWAN and DiPTC.
Note that the active node traffic average corresponds to the traffic of the nodes when αn(t)> 0, and the nodes
traffic average correspond to those when mn(t) > 0. These figures illustrate the need to have a data flow
control in LoRaWAN. Note that the maximum number of packets that a node can send in DiPTC is 3 times
smaller than the baseline LoRaWAN and the network traffic average is smoother than baseline LoRaWAN.

5.3 Impact of the traffic intensity
Fig. 6 illustrates the evolution of the number of collisions, the number of sent and received packets, the
number of dead nodes, and the number of downlink and uplink losses, in the case of the INTENSIVE scenario
for DiPTC. Unlike the BASIC scenario, the INTENSIVE presents several alternations between long duration
transient states and short duration stationary states. These alternations are the result of destabilization pro-
duced by several factors: frequent and successive uplink and downlink losses, active node deaths and a high
collision probability. The collision probability is higher in this scenario, since we increase the number of
needed measurements by the gateway (K=10), while reducing the time period (∆T = 1 min). We observe in
Fig. (6a) that even with death nodes and downlink losses, the received measurements are close to the ob-
jective of 10 measurements per time period. The convergence of our proposal depends mainly on the uplink
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Figure 6: Traffic evolution in the INTENSIVE scenario for DiPTC.
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Figure 7: Traffic evolution in the INTENSIVE scenario for Baseline LoRaWAN

losses. Moreover, the maximum absolute error in this case is 3, which means that the worst case is to receive
13 messages at the gateway. Considering the network density, this error is acceptable.

5.4 Overall performance evaluation
We finally make and overall performance evaluation of the baseline LoRaWAN and DiPTC using the follow-
ing metrics:

• Success rate µc: measures the number of times that the base station receives the K needed measure-
ments per period ∆T .

• Collisions rate τc: measures the number of packet collisions in the network.

• Network lifetime tl : measures the duration the network is able to support the application requirements,
i.e., the nodes are able to send the K needed measurements per period ∆T before the exhaustion of their
battery.

We consider the same simulation scenarios and network parameters as above with longer simulation
time, Simtime = 15 months. Table 4 presents the simulation results of both scenarios. For each metric, we
calculated the mean and the standard deviation over 10 simulations.

We note that in the BASIC scenario DiPTC has a success rate of almost 100%, which is 3 times greater
than LoRaWAN. This has an obvious positive effect on the network lifetime, which is longer for DiPTC.

In the INTENSIVE scenario DiPTC has a success rate of 29.64%, which is 20 times greater than
LoRaWAN. This shows that DiPTC can meet the needs of the application more often than baseline LoRaWAN,
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even in the case of intensive traffic. Note that the collision rate in DiPTC is 8 time less than in LoRaWAN.
Moreover, the network lifetime in DiPTC is considerably longer.

Table 4: Baseline and DiPTC performances.

Sc. Measures baseline LoRaWAN DiPTC

Basic

(µc,√σµc ) (32.45%,0.12) (99.18%,0.24)
(τc,
√

στc ) (0%,0) (0.0%,0.0)
(tl ,
√

σtl ) (51823.5h,14.84) (53024h,54.29)
(Ec,
√

σEc ) (1044.97J,2.82) (3469.76J,140.05)

Intensive

(µc,√σµc ) (1.47%,1.23) (29.64%,0.513)
(τc,
√

στc ) (0.96%,0.20) (0.12%,0.02)
(tl ,
√

σtl ) (22563.0min,1082.64) (34102.0min,50.00)
(Ec,
√

σEc ) (7081.54J,80.9) (10696.34J,24.99)

5.5 Insights
The DiPTC algorithm that we propose shows very good results regarding the convergence time, not only for
basic networks, but also for those with an intensive traffic. Thanks to the stability property of the adapting
mechanism, our approach manages to converge towards the needed measurements K with a reasonable ab-
solute error. Indeed, DiPTC is able to control the traffic in LPWANs, especially in LoRaWAN, with a low
collision probability and only a small overhead. After considering different traffic intensities in our evalua-
tion, we can sum-up the following findings:

1. The reliability of the downlink does not affect the convergence of DiPTC even for low downlink recep-
tion probabilities.

2. The death of an active node due to its battery depletion generates a new transient mode of a short
duration.

3. The reliability of the uplink has a negative impact on the convergence of DiPTC as it introduces long-
term transient states and short-term stationary states.

4. In the BASIC scenario, DiPTC converges exactly towards K measurements per time period. We observe
quite long duration for the stationary states compared to the INTENSIVE scenario.

5. In the INTENSIVE scenario, DiPTC converges towards the needed measurements (K) with a reasonable
absolute error, but with more frequent and longer transient states.

6. The loss of a transmission during a collision has the same effect as its loss due to the propagation model.

7. Compared to baseline LoRaWAN, DiPTC is able to reach the objective within reasonable deadlines,
while keeping a low number of collisions and a low energy cost with a longer network lifetime.

6 Conclusion
In this work, we propose a new distributed and probabilistic algorithm for traffic control in LPWANs. This
simple idea, yet powerful, of controlling the traffic using an additive increase multiplicative decrease mecha-
nism and a binary broadcast message sent by the gateway as a feedback information shows very good results.
Indeed, DiPTC reduces collision probability and insures convergence to the needs of the application (K mea-
surements per period), within reasonable delays. We also found that compared to the baseline LoRaWAN,
DiPTC shows a three times increase in the success rate.

In our future work, we plan to investigate and analyze closely the impact of the traffic adaptation factors
xI and xD on the equity, the absolute error and the responsiveness of the network, for different traffic and
topology scenarios. In fact these parameters affect the duration of the transient states and their oscillation
domains, which impact the energy network consumption. Therefore, the values of xI and xD introduce a
trade-off between the network energy consumption and its responsiveness.
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