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# MULTI-POPULATION MINIMAL-TIME MEAN FIELD GAMES 

SAEED SADEGHI ARJMAND AND GUILHERME MAZANTI


#### Abstract

In this paper, we consider a mean field game model inspired by crowd motion in which several interacting populations evolving in $\mathbb{R}^{d}$ aim at reaching given target sets in minimal time. The movement of each agent is described by a control system depending on their position, the distribution of other agents in the same population, and the distribution of agents on other populations. Thus, interactions between agents occur through their dynamics. We consider in this paper the existence of Lagrangian equilibria to this mean field game, their asymptotic behavior, and their characterization as solutions of a mean field game system, under few regularity assumptions on agents' dynamics. In particular, the mean field game system is established without relying on semiconcavity properties of the value function.
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## 1. Introduction

Mean field games (MFGs for short) are differential games with a continuum of agents assumed to be rational, indistinguishable, and influenced only by an averaged behavior of other agents through a mean-field type interaction. Following previous works in the economics literature on games with infinitely many agents [3, 4, 37], the theory of mean field games has been introduced in 2006 by the simultaneous works of Jean-Michel Lasry and Pierre-Louis Lions [39-41], and of Peter E. Caines, Minyi Huang, and Roland P. Malhamé [34-36], motivated by problems in economics and engineering and with the goal of approximating Nash equilibria of games with a large number of symmetric agents. Since their introduction, mean field games have been extensively studied in the literature and several research topics have been addressed, both from theoretical and applied perspectives. The main goal is typically to study equilibria of such games, which are usually characterized as solutions of a system of PDEs, called MFG system. We refer to $[16,18,21,22,28]$ for more details and further references on mean field games.

[^0]In this paper, we consider a mean field game model inspired by crowd motion in which a multi-population crowd wishes to arrive at given target sets in minimal time. Motivated by modeling, control, and optimization objectives, the mathematical analysis of crowd motion is the subject of a very large number of works from diverse perspectives [24, 27, 31-33, 42, 44, 45, 47]. Among other points of view commonly adopted in the literature, the macroscopic modeling of crowds consists in approximating the location of the finitely many agents in the crowd by a continuous distribution, which is usually assumed to evolve according to some conservation law, and is the natural framework for a mean field game model of crowd motion.
Some previous works on mean field games, such as $[6,10,19,25,26,38,43]$, have considered mean field games for, or related to, crowd motion. For instance, [38] proposes an MFG model for a two-population crowd with trajectories perturbed by additive Brownian motion and considers both their stationary distributions and their evolution on a prescribed time interval. The work [10] considers the fast exit of a crowd, whose agents are again perturbed by additive Brownian motion, and proposes a mean field game model, which is studied numerically. Even though [19] is not originally motivated by the modeling of crowd motion, the MFG model studied in that reference presents a density constraint, preventing high concentration of agents, which is a natural assumption in some crowd motion models. Numerical simulations for some variational mean field games related to crowd motion are presented in [6].

The present work is more closely related to [25,26,43], which present some particular characteristics with respect to most of the MFG literature. Firstly, contrarily to a large part of the MFG literature but similarly to [10] and some other works with motivation unrelated to crowd motion, such as [29], references [25,26,43] consider mean field games in which agents do not necessarily stop all at the same time, but may instead have different stopping times, which are actually the main part of the optimization criterion. Secondly, most of MFG models consider that agents are free to choose their speed, with high speeds penalized in the optimization criterion of each agent, but $[25,26,43]$ assume instead that agents may move only up to a certain maximal speed, which depends on the average distribution of agents around their position. As detailed in [43], this assumption is intended to model crowd motion situations in which an agent may not be able to move faster by simply paying some additional cost, since the congestion provoked by other agents may work as a physical barrier for the agent to increase their speed. We refer to $[25,26,43]$ for more details on the motivation of the model and its relation to other crowd motion models.

Similarly to [25, 26, 43], the MFG studied in this work assumes that agents want to minimize their time to reach a certain target set, their optimal control problem being thus with a free final time, and that their maximal speed is bounded in terms of the density of agents around their position. Several novelties are considered in the MFG from the present paper. Firstly, we assume that the agents taking part in the game are not all identical, but are instead subdivided in $N$ populations. Each population $i \in\{1, \ldots, N\}$ may present different dynamics and different target sets. This additional assumption brings no major difficulty in the analysis of the MFG but allows for the representation of more realistic situations, such as two populations in a corridor starting at opposite sides, each one wanting to reach the other side in minimal time. We also allow for the interaction of an agent with other agents of the same population to be different than their interaction with agents of other populations, in order to model the fact that it may be easier to move with other agents that want to reach the same target, and hence move in the same general direction, than to move in a crowd of people going on different directions.

Another novelty from the present paper with respect to $[25,26,43]$ is to consider that agents move on $\mathbb{R}^{d}$, instead of on a compact subset of $\mathbb{R}^{d}$. Lack of compactness of the state space brings additional difficulties in the analysis of the MFG, in particular since
we are interested in situations in which the initial distribution of agents is not necessarily compactly supported, but these difficulties can be overcome by exploiting suitable properties of optimal trajectories. In particular, the time for an agent to reach their target set is no longer uniformly bounded, but we are able to provide sharp bounds on the convergence rate of the distribution of agents towards their limit distribution concentrated in the target set. We also remark that, contrarily to $[25,26,43]$, the target sets are not assumed to be the boundary of a compact domain, but can be arbitrary nonempty closed subsets of $\mathbb{R}^{d}$.

Finally, we also relax the regularity assumptions on the dynamics of agents from [26,43], requiring only continuity with respect to the distributions of other agents and Lipschitz continuity with respect to the space variable. In those references, similar assumptions were used to prove existence of Lagrangian equilibria, but additional regularity assumptions were required to characterize such equilibria as solutions of an MFG system. These additional assumptions were used in $[26,43]$ to obtain semiconcavity of the value function of the optimal control problem solved by each agent, which is a key step to obtain differentiability of the value function along optimal trajectories and hence deduce that the velocity field in the continuity equation of the MFG system is well-defined and continuous on the support of the distribution of agents. By not requiring these additional regularity assumptions, the present paper uses instead different techniques to study the velocity field appearing in the continuity equation, based on a detailed study of some properties of optimal trajectories, which allows us to obtain the MFG system without relying on the semiconcavity of the value function. This is probably one of the main contributions of the present paper and brings several interesting perspectives, in particular since these techniques might be adapted to other MFG models in which semiconcavity of the value function is known not to hold, such as in some MFGs with state constraints. We also refer the interested reader to $[11-13]$ for other approaches for dealing with MFGs with state constraints.

The notion of MFG equilibrium is formulated in this paper in a Lagrangian setting, which describes the motion of agents by a measure on the set of all possible trajectories, instead of the more classical approach consisting in describing the evolution of agents through a time-dependent measure on the space state. The Lagrangian approach is classical in optimal transport problems (see, e.g., $[2,7,9,20,48,49]$ ) and has also recently been used in several works on mean field games $[6,11,17,19,26,43]$.

This paper is organized as follows. Section 2 settles the main notations used in the paper, while Section 3 describes the mean field game model considered here together with its associated optimal control problem solved by each agent, and presents the main tools used in the sequel. Section 4 presents the major results on the optimal control problem needed for the sequel of the paper. The main results on our MFG model are provided in Section 5, which proves the existence of an equilibrium, studies its asymptotic behavior at large times, and shows that the distribution of the agents and the value function of the optimal control problem solved by each agent can be characterized by the system of partial differential equations known as MFG system.

## 2. Notation and preliminary definitions

In this paper, $N$ and $d$ are fixed positive integers. The set of nonnegative real numbers is denoted by $\mathbb{R}_{+}$. We denote the usual Euclidean norm in $\mathbb{R}^{d}$ by $|\cdot|$ and the unit sphere in $\mathbb{R}^{d}$ by $\mathbb{S}^{d-1}$. Given $x \in \mathbb{R}^{d}$ and $R \geq 0$, we write $B(x, R)$ for the closed ball centered at $x$ and of radius $R$. When $x=0$, this ball is denoted simply by $B_{R}$. We use $\mathcal{P}\left(\mathbb{R}^{d}\right)$ to denote the set of all Borel probability measures on $\mathbb{R}^{d}$, which is assumed to be endowed with the topology of weak convergence of measures.

Given two sets $A, B$, a set-valued map $F: A \rightrightarrows B$ is a map that, to each $a \in A$, associates a (possibly empty) set $F(a) \subset B$.

Recall that, for two metric spaces $X$ and $Y$ endowed with their Borel $\sigma$-algebras and a Borel map $f: X \rightarrow Y$, the pushforward of a measure $\mu$ on $X$ through $f$ is the measure $f_{\#} \mu$ on $Y$ defined by

$$
f_{\#} \mu(B)=\mu\left(f^{-1}(B)\right)
$$

for every Borel subset $B$ of $Y$. We extend the pushforward notation componentwise to vectors of measures: if $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{N}\right)$ with $\mu_{i}$ a measure on $X$ for every $i \in\{1, \ldots, N\}$, then we set $f_{\#} \boldsymbol{\mu}=\left(f_{\#} \mu_{1}, \ldots, f_{\#} \mu_{N}\right)$.

We define, for $p \in[1,+\infty)$, the set

$$
\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)=\left\{\left.\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)\left|\int_{\mathbb{R}^{d}}\right| x\right|^{p} \mathrm{~d} \mu(x)<+\infty\right\} .
$$

We endow $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$ with the usual Wasserstein distance $\mathbf{W}_{p}$, defined by

$$
\begin{equation*}
\mathbf{W}_{p}(\mu, \nu)=\inf \left\{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x-y|^{p} \mathrm{~d} \lambda(x, y) \mid \lambda \in \Pi(\mu, \nu)\right\}^{1 / p}, \tag{1}
\end{equation*}
$$

where $\Pi(\mu, \nu)=\left\{\lambda \in \mathcal{P}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \mid \pi_{1 \#} \lambda=\mu, \pi_{2 \#} \lambda=\nu\right\}$ and $\pi_{1}, \pi_{2}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ denote the canonical projections onto the first and second factors of the product $\mathbb{R}^{d} \times \mathbb{R}^{d}$, respectively.

Given two metric spaces $X$ and $Y$ and $M>0, \mathbf{C}(X ; Y), \operatorname{Lip}(X ; Y)$, and $\operatorname{Lip}_{M}(X ; Y)$ denote, respectively, the set of all continuous functions from $X$ to $Y$, the set of all Lipschitz continuous functions from $X$ to $Y$, and the subset of $\operatorname{Lip}(X ; Y)$ containing only those functions whose Lipschitz constant is at most $M$. When $X=\mathbb{R}_{+}$, we omit it from the previous notations and write simply $\mathbf{C}(Y), \operatorname{Lip}(Y)$, and $\operatorname{Lip}_{M}(Y)$, respectively.

For $t \in \mathbb{R}_{+}$, we denote by $e_{t}: \mathbf{C}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$ the evaluation map at time $t$, defined by $e_{t}(\gamma)=\gamma(t)$ for every $\gamma \in \mathbf{C}\left(\mathbb{R}^{d}\right)$. We remark that $\mathbf{C}\left(\mathbb{R}^{d}\right)$, endowed with the topology of uniform convergence on compact sets, is a Polish space, which is complete when endowed, for instance, with the metric $\mathbf{d}$ given by

$$
\begin{equation*}
\mathbf{d}\left(\gamma_{1}, \gamma_{2}\right)=\sum_{n>0} \frac{1}{2^{n}} \frac{\sup _{t \in[0, n]}\left|\gamma_{1}(t)-\gamma_{2}(t)\right|}{1+\sup _{t \in[0, n]}\left|\gamma_{1}(t)-\gamma_{2}(t)\right|} \tag{2}
\end{equation*}
$$

for $\gamma_{1}, \gamma_{2} \in \mathbf{C}\left(\mathbb{R}^{d}\right)$. Whenever needed, we assume in the sequel that $\mathbf{C}\left(\mathbb{R}^{d}\right)$ is endowed with this metric.

## 3. The MFG Model

For $i \in\{1, \ldots, N\}$, let $\Gamma_{i} \subset \mathbb{R}^{d}$ be a closed nonempty set, $K_{i}: \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d} \rightarrow$ $\mathbb{R}_{+}, m_{0}^{i} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, and denote for simplicity $\boldsymbol{\Gamma}=\left(\Gamma_{1}, \ldots, \Gamma_{N}\right), \mathbf{K}=\left(K_{1}, \ldots, K_{N}\right)$, and $\mathbf{m}_{\mathbf{0}}=\left(m_{0}^{1}, \ldots, m_{0}^{N}\right)$. We consider in this paper the following mean field game, denoted by $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right): N$ populations evolve in the space $\mathbb{R}^{d}$ and, for $i \in\{1, \ldots, N\}$, the distribution of the $i$-th population at time $t \geq 0$ is described by a probability measure $m_{t}^{i} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$. The aim of each agent of population $i$ is to minimize their time to reach their target set $\Gamma_{i}$ and, in order to model congestion, we assume that the speed of an agent of population $i$ at a position $x$ in time $t$ is bounded by $K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right)$, where $\hat{m}_{t}^{i} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ describes the distribution of agents in the other populations and is defined by

$$
\begin{equation*}
\hat{m}_{t}^{i}=\frac{1}{N-1} \sum_{\substack{j=1 \\ j \neq i}}^{N} m_{t}^{j} \tag{3}
\end{equation*}
$$

More precisely, we assume that the movement of a representative agent of population $i$ is described by the control system

$$
\dot{\gamma}(t)=K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, \gamma(t)\right) u(t), \quad u(t) \in B_{1},
$$

where $\gamma(t) \in \mathbb{R}^{d}$ is the state of the agent and $u(t)$ is their control at time $t$, the control being constrained to remain in the closed unit ball $B_{1}$.

The trajectory $\gamma$ of an agent in population $i$ depends on the distribution of agents of population $i$ and also on that of agents of other populations, since the speed of $\gamma$ should not exceed $K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, \gamma(t)\right)$. On the other hand, the distributions $m_{t}^{i}$ depend on how agents choose their trajectories. We are interested here in equilibrium situations, i.e., situations in which, starting from time evolutions of the distributions of agents $m^{i}: \mathbb{R}_{+} \rightarrow \mathcal{P}\left(\mathbb{R}^{d}\right)$, the trajectories chosen by agents induce evolutions of the initial distribution of agents $m_{0}^{i}$ that are precisely given by $m_{t}^{i}$.

To provide a more precise description of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, we now introduce an auxiliary optimal control problem. Given $\Gamma \subset \mathbb{R}^{d}$ nonempty and closed and $k: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$, we consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ in which an agent evolving in $\mathbb{R}^{d}$ wants to reach $\Gamma$ in minimal time, their speed at position $x$ and time $t$ being bounded by $k(t, x)$. For this optimal control problem, $k$ does not depend on the density of the agents and is considered as a given function. The relation between the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ is that, for every population $i \in\{1, \ldots, N\}$, an agent of population $i$ solves $\operatorname{OCP}\left(\Gamma_{i}, k_{i}\right)$, where $k_{i}$ is defined by $k_{i}(t, x)=$ $K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right)$ for $t \geq 0$ and $x \in \mathbb{R}^{d}$.

Definition 3.1. Let $\Gamma \subset \mathbb{R}^{d}$ be nonempty and closed and $k: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$.
(a) A curve $\gamma \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)$ is said to be admissible for $\operatorname{OCP}(\Gamma, k)$ if it satisfies $|\dot{\gamma}(t)| \leq$ $k(t, \gamma(t))$ for almost every $t \in \mathbb{R}_{+}$. The set of all admissible curves is denoted by $\operatorname{Adm}(k)$.
(b) Let $t_{0} \in \mathbb{R}_{+}$. The first exit time after $t_{0}$ of a curve $\gamma \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)$ is the number $\tau_{\Gamma}\left(t_{0}, \gamma\right) \in[0,+\infty]$ defined by

$$
\tau_{\Gamma}\left(t_{0}, \gamma\right)=\inf \left\{t \geq 0 \mid \gamma\left(t+t_{0}\right) \in \Gamma\right\}
$$

(c) Let $t_{0} \in \mathbb{R}_{+}$and $x_{0} \in \mathbb{R}^{d}$. A curve $\gamma \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)$ is said to be an optimal trajectory for $\left(\Gamma, k, t_{0}, x_{0}\right)$ if $\gamma \in \operatorname{Adm}(k), \gamma(t)=x_{0}$ for every $t \in\left[0, t_{0}\right], \tau_{\Gamma}\left(t_{0}, \gamma\right)<+\infty, \gamma(t)=$ $\gamma\left(t_{0}+\tau_{\Gamma}\left(t_{0}, \gamma\right)\right) \in \Gamma$ for every $t \in\left[t_{0}+\tau_{\Gamma}\left(t_{0}, \gamma\right),+\infty\right)$, and

$$
\begin{equation*}
\tau_{\Gamma}\left(t_{0}, \gamma\right)=\inf _{\substack{\beta \in A d m(k) \\ \beta\left(t_{0}\right)=x_{0}}} \tau_{\Gamma}\left(t_{0}, \beta\right) \tag{4}
\end{equation*}
$$

The set of all optimal trajectories for $\left(\Gamma, k, t_{0}, x_{0}\right)$ is denoted by $\operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$.
Note that admissible curves $\gamma$ for $\operatorname{OCP}(\Gamma, k)$ are trajectories of the control system

$$
\begin{equation*}
\dot{\gamma}(t)=k(t, \gamma(t)) u(t) \tag{5}
\end{equation*}
$$

where the measurable function $u: \mathbb{R}_{+} \rightarrow B_{1}$ is the control associated with $\gamma$. The control system (5) is nonautonomous, since $k$ explicitly depends on $t$.

We now provide the definition of Lagrangian equilibrium (which we refer to simply as equilibrium in this paper for simplicity) of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$.
Definition 3.2. Let $\mathbf{m}_{\mathbf{0}}=\left(m_{0}^{1}, \ldots, m_{0}^{N}\right) \in\left(\mathcal{P}\left(\mathbb{R}^{d}\right)\right)^{N}, \boldsymbol{\Gamma}=\left(\Gamma_{1}, \ldots, \Gamma_{N}\right)$, and $\mathbf{K}=$ $\left(K_{1}, \ldots, K_{N}\right)$ with $\Gamma_{i} \subset \mathbb{R}^{d}$ nonempty and closed and $K_{i}: \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$for every $i \in\{1, \ldots, N\}$. A vector of measures $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ is called a (Lagrangian) equilibrium for $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ if $e_{0 \#} \mathbf{Q}=\mathbf{m}_{0}$ and, for every $i \in\{1, \ldots, N\}$, $Q_{i}$-almost every $\gamma$ is optimal for $\left(\Gamma_{i}, k_{i}, 0, \gamma(0)\right)$, where $k_{i}: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is defined for $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ by $k_{i}(t, x)=K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right), m_{t}^{i}=e_{t \#} Q_{i}$, and $\hat{m}_{t}^{i}$ is given by (3).

Let us now state the base assumptions on the data of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ and $\mathrm{OCP}(\Gamma, k)$ used throughout this paper. Concerning $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, we shall always assume the following hypotheses to be satisfied.
(H1) For $i \in\{1, \ldots, N\}, \Gamma_{i}$ is a nonempty closed subset of $\mathbb{R}^{d}$.
(H2) There exist positive constants $K_{\min }, K_{\max }$ such that, for every $i \in\{1, \ldots, N\}, K_{i}$ : $\mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is continuous and $K_{i}(\mu, \nu, x) \in\left[K_{\min }, K_{\text {max }}\right]$ for every $(\mu, \nu, x) \in \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d}$.
(H3) The functions $K_{i}$ are Lipschitz continuous with respect to their third variable, uniformly with respect to the first two variables, i.e., there exists $L>0$ such that, for every $i \in\{1, \ldots, N\}, \mu, \nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, and $x_{1}, x_{2} \in \mathbb{R}^{d}$, we have

$$
\left|K_{i}\left(\mu, \nu, x_{1}\right)-K_{i}\left(\mu, \nu, x_{2}\right)\right| \leq L\left|x_{1}-x_{2}\right|
$$

(H4) There exists a nondecreasing function $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $\lim _{R \rightarrow+\infty} \phi(R)=1$ and $m_{0}^{i}\left(B_{R}\right) \geq \phi(R)$ for every $i \in\{1, \ldots, N\}$ and $R>0$.
Notice that hypothesis (H4) is not restrictive since, given $m_{0}^{1}, \ldots, m_{0}^{N} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, the function $\phi(R)=\min _{i \in\{1, \ldots, N\}} m_{0}^{i}\left(B_{R}\right)$ satisfies the required properties in (H4).

As for $\operatorname{OCP}(\Gamma, k)$, we always assume the following hypotheses to be satisfied.
(H5) The set $\Gamma$ is a nonempty closed subset of $\mathbb{R}^{d}$.
(H6) There exist positive constants $K_{\min }, K_{\max }$ such that $k: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is continuous and $k(t, x) \in\left[K_{\min }, K_{\max }\right]$ for every $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$.
(H7) The function $k$ is locally Lipschitz continuous with respect to its second variable, uniformly with respect to the first variable, i.e., for every $R>0$, there exists $L>0$ such that, for every $t \in \mathbb{R}_{+}$and $x_{1}, x_{2} \in B_{R}$, we have

$$
\left|k\left(t, x_{1}\right)-k\left(t, x_{2}\right)\right| \leq L\left|x_{1}-x_{2}\right| .
$$

## 4. Preliminary results on the optimal control problem

In this section, we collect the main properties of the optimal control problem $\mathrm{OCP}(\Gamma, k)$ that will be of use in the sequel of the paper. Note that $\operatorname{OCP}(\Gamma, k)$ is a minimal-time optimal control problem, which is a classic subject in the optimal control literature (see, e.g., $[5,15,23,46])$, but the assumptions (H5)-(H7) on $\operatorname{OCP}(\Gamma, k)$ allow for less smooth $\Gamma$ and $k$ than those typically considered in the literature. Minimal-time optimal control problems have also been studied in connection with mean field games, for instance in $[26,43]$, the main difference with respect to the present paper being that those references consider optimal control problems in a compact state space, whereas the state space in the present paper is $\mathbb{R}^{d}$.

The first property of $\operatorname{OCP}(\Gamma, k)$ that we consider is the existence of optimal trajectories, stated in the proposition below. Its proof can be carried out by standard techniques based on minimizing sequences and using the relative compactness of bounded subsets of $\operatorname{Lip}_{K_{\max }}\left(\mathbb{R}^{d}\right)$ in the topology of $\mathbf{C}\left(\mathbb{R}^{d}\right)$ and is omitted here for simplicity (see, e.g., [15, Theorem 8.1.4] for a similar proof in the case of a more general optimal exit time problem for an autonomous control system).

Proposition 4.1. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and assume that (H5) and (H6) are satisfied. Then, for every $t_{0} \in \mathbb{R}_{+}$and $x_{0} \in \mathbb{R}^{d}$, there exists an optimal trajectory $\gamma$ for $\left(\Gamma, k, t_{0}, x_{0}\right)$.

Another property of $\operatorname{OCP}(\Gamma, k)$ than can be obtained by a straightforward argument is the following, which states that restrictions of optimal trajectories are still optimal.

Proposition 4.2. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and let $\left(t_{0}, x_{0}\right) \in$ $\mathbb{R}_{+} \times \mathbb{R}^{d}$ and $\gamma_{0} \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$. Then, for every $t_{1} \in\left[t_{0},+\infty\right)$, denoting $x_{1}=\gamma_{0}\left(t_{1}\right)$, the function $\gamma_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ defined by $\gamma_{1}(t)=x_{1}$ for $t \leq t_{1}$ and $\gamma_{1}(t)=\gamma_{0}(t)$ for $t \geq t_{1}$ satisfies $\gamma_{1} \in \operatorname{Opt}\left(\Gamma, k, t_{1}, x_{1}\right)$.
4.1. The value function. We consider in this section properties of the value function corresponding to the optimal control problem $\operatorname{OCP}(\Gamma, k)$, whose definition is given next.

Definition 4.3. Let $\Gamma \subset \mathbb{R}^{d}$ be a nonempty closed set and $k: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$. The value function of the optimal control problem $\operatorname{OCP}(\Gamma, k)$ is the function $\varphi: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$ defined for $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ by

$$
\begin{equation*}
\varphi\left(t_{0}, x_{0}\right)=\inf _{\substack{\gamma \in \operatorname{Adm}(k) \\ \gamma\left(t_{0}\right)=x_{0}}} \tau_{\Gamma}\left(t_{0}, \gamma\right) . \tag{6}
\end{equation*}
$$

Our next preliminary result provides local bounds on the value function and on the norm of optimal trajectories.

Proposition 4.4. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5) and (H6) are satisfied. Then there exist two nondecreasing maps with linear growth $\psi, T: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$depending only on $\Gamma, K_{\min }$, and $K_{\max }$ such that, for every $R>0, t_{0} \in \mathbb{R}_{+}, x_{0} \in B_{R}$, we have $\varphi\left(t_{0}, x_{0}\right) \leq T(R)$ and, for every $\gamma \in$ $\operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$, we have $\gamma(t) \in B_{\psi(R)}$ for every $t \geq 0$.

The bound $T(R)$ on the value function can be obtained, for instance, by remarking that a particular admissible trajectory is the one that moves with speed $K_{\text {min }}$ along the segment from $x_{0}$ to 0 and then along the segment from 0 to the closest point of $\Gamma$ from 0 . Since any optimal trajectory $\gamma$ is $K_{\max }$-Lipschitz and arrives at the target set in time at most $T(R)$, one can easily bound $|\gamma(t)|$ by $\left|x_{0}\right|+K_{\max } T(R)$, yielding the bound on optimal trajectories.

In the next result we recall the dynamic programming principle, which can be proved by standard techniques in optimal control (see, e.g., [5, Proposition 2.1] and [15, (8.4)] for the corresponding result in the autonomous case).
Proposition 4.5. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5) and (H6) are satisfied. Then, for every $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ and $\gamma \in \operatorname{Adm}(k)$ with $\gamma\left(t_{0}\right)=x_{0}$, we have

$$
\begin{equation*}
\varphi\left(t_{0}+h, \gamma\left(t_{0}+h\right)\right)+h \geq \varphi\left(t_{0}, x_{0}\right), \quad \text { for every } h \geq 0 \tag{7}
\end{equation*}
$$

with equality for every $h \in\left[0, \tau_{\Gamma}\left(t_{0}, \gamma\right)\right]$ if $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$. Moreover, if $\gamma$ is constant on $\left[0, t_{0}\right]$ and on $\left[t_{0}+\tau_{\Gamma}\left(t_{0}, \gamma\right),+\infty\right)$ and if equality holds in (7) for every $h \in\left[0, \tau_{\Gamma}\left(t_{0}, \gamma\right)\right]$, then $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$.

A classical consequence of the dynamic programming principle is that the value function $\varphi$ satisfies a Hamilton-Jacobi equation in the viscosity sense, which is the topic of the next proposition, whose proof is omitted here since it can be obtained by classical arguments (see, e.g., [5, Chapter IV, Proposition 2.3] and [15, Theorem 8.1.8]).
Proposition 4.6. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5) and (H6) are satisfied. Consider the Hamilton-Jacobi equation

$$
\begin{equation*}
-\partial_{t} \varphi(t, x)+k(t, x)|\nabla \varphi(t, x)|-1=0 \tag{8}
\end{equation*}
$$

Then $\varphi$ is a viscosity solution of (8) on $\mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma\right)$ and satisfies $\varphi(t, x)=0$ for $(t, x) \in \mathbb{R}_{+} \times \Gamma$.

Our next preliminary result on $\operatorname{OCP}(\Gamma, k)$ deals with the Lipschitz continuity of the value function. Lipschitz continuity of the value function is a classical result in optimal exit time problems (see, e.g., [15, Theorem 8.2.5]), but most of the literature deals only with autonomous control systems, in which case the value function is a function of the space variable $x$ only. A classical state augmentation technique of (5) would be sufficient to obtain Lipschitz continuity of $\varphi$ on both time and space, but this would require the assumption that $k$ is locally Lipschitz continuous in the pair $(t, x)$, which is stronger than
(H7). In order to highlight the fact that such an assumption is not necessary, we provide below a detailed proof of the Lipschitz continuity of $\varphi$, based on that of [15, Theorem 8.2.5] but contains some simplifications due to the particular structure of the problem at hand. We start with a preliminary result stating Lipschitz continuity of $x \mapsto \varphi(t, x)$ for fixed $t \in \mathbb{R}_{+}$.

Lemma 4.7. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5)-(H7) are satisfied. Then, for every $R>0$, there exists $C_{R}>0$ such that, for every $t_{0} \in \mathbb{R}_{+}$and $x_{0}, x_{1} \in B_{R}$, we have

$$
\left|\varphi\left(t_{0}, x_{0}\right)-\varphi\left(t_{0}, x_{1}\right)\right| \leq C_{R}\left|x_{0}-x_{1}\right| .
$$

Proof. Let $T: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be as in the statement of Proposition 4.4, $R>0, t_{0} \in \mathbb{R}_{+}$, and $x_{0}, x_{1} \in B_{R}$. Let $\gamma_{0} \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ and denote by $u_{0}$ the corresponding optimal control, i.e., $\dot{\gamma}_{0}(t)=k\left(t, \gamma_{0}(t)\right) u_{0}(t)$ for a.e. $t \in \mathbb{R}_{+}$. Let $t_{0}^{*}=t_{0}+\varphi\left(t_{0}, x_{0}\right)$ be the time at which $\gamma_{0}$ arrives at the target set $\Gamma$ and $x_{0}^{*}=\gamma_{0}\left(t_{0}^{*}\right) \in \Gamma$ be the arrival position of $\gamma_{0}$ at $\Gamma$. We define $\gamma_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ as follows: for $t \in\left[0, t_{0}\right]$, we set $\gamma_{1}(t)=x_{1}$; for $t \in\left[t_{0}, t_{0}^{*}\right]$, $\gamma_{1}$ is the unique solution of the differential equation $\dot{\gamma}_{1}(t)=k\left(t, \gamma_{1}(t)\right) u_{0}(t)$ with initial condition $\gamma_{1}\left(t_{0}\right)=x_{1}$; for $t \in\left(t_{0}^{*}, t_{1}^{*}\right]$, we set $\gamma_{1}(t)=\left(1-\frac{t-t_{0}^{*}}{t_{1}^{*}-t_{0}^{*}}\right) x_{1}^{*}+\frac{t-t_{0}^{*}}{t_{1}^{*}-t_{0}^{*}} x_{0}^{*}$, where $x_{1}^{*}=\gamma_{1}\left(t_{0}^{*}\right)$ and $t_{1}^{*}=t_{0}^{*}+\frac{\left|x_{1}^{*}-x_{0}^{*}\right|}{K_{\min }}$; and, for $t>t_{1}^{*}$, we set $\gamma_{1}(t)=\gamma_{1}\left(t_{1}^{*}\right)=x_{0}^{*} \in \Gamma$. In other words, $\gamma_{1}$ remains at $x_{1}$ until time $t_{0}$, then it is defined as the solution of the control system (5) with control $u_{0}$ until time $t_{0}^{*}$, and finally $\gamma_{1}$ moves from its position $x_{1}^{*}$ at time $t_{0}^{*}$ to the final position $x_{0}^{*}$ of $\gamma_{0}$ along the segment connecting these two points and with constant speed $K_{\text {min }}$, remaining at $x_{0}^{*}$ afterward. By construction, we have $\gamma_{1} \in \operatorname{Adm}(k)$ and $\tau_{\Gamma}\left(t_{0}, \gamma_{1}\right) \leq t_{1}^{*}-t_{0}=\varphi\left(t_{0}, x_{0}\right)+\frac{\left|x_{1}^{*}-x_{0}^{*}\right|}{K_{\min }}$, and hence

$$
\begin{equation*}
\varphi\left(t_{0}, x_{1}\right) \leq \varphi\left(t_{0}, x_{0}\right)+\frac{\left|x_{1}^{*}-x_{0}^{*}\right|}{K_{\min }} . \tag{9}
\end{equation*}
$$

Let us estimate $\left|x_{1}^{*}-x_{0}^{*}\right|$. Notice first that, since $\gamma_{0}$ and $\gamma_{1}$ are $K_{\max }$-Lipschitz, we have, for every $t \in\left[t_{0}, t_{0}^{*}\right]$ and $i \in\{0,1\}$,

$$
\left|\gamma_{i}(t)\right| \leq\left|x_{i}\right|+K_{\max }\left(t_{0}^{*}-t_{0}\right) \leq R+K_{\max } T(R) .
$$

Let $L>0$ be the Lipschitz constant of $k$ with respect to its second variable on $\mathbb{R}_{+} \times$ $B_{R+K_{\max } T(R)}$. We then have, for every $t \in\left[t_{0}, t_{0}^{*}\right]$,

$$
\gamma_{1}(t)-\gamma_{0}(t)=x_{1}-x_{0}+\int_{t_{0}}^{t}\left[k\left(s, \gamma_{1}(s)\right)-k\left(s, \gamma_{0}(s)\right)\right] u_{0}(s) \mathrm{d} s
$$

and thus

$$
\left|\gamma_{1}(t)-\gamma_{0}(t)\right| \leq\left|x_{1}-x_{0}\right|+L \int_{t_{0}}^{t}\left|\gamma_{1}(s)-\gamma_{0}(s)\right| \mathrm{d} s
$$

Hence, by Grönwall's inequality, we deduce that

$$
\left|x_{1}^{*}-x_{0}^{*}\right| \leq e^{L T(R)}\left|x_{1}-x_{0}\right| .
$$

Combining with (9), we obtain that

$$
\varphi\left(t_{0}, x_{1}\right) \leq \varphi\left(t_{0}, x_{0}\right)+\frac{e^{L T(R)}}{K_{\min }}\left|x_{1}-x_{0}\right| .
$$

The conclusion follows with $C_{R}=\frac{e^{L T(R)}}{K_{\min }}$ by exchanging the role of $x_{0}$ and $x_{1}$ in the above argument.

We can now deduce Lipschitz continuity of $\varphi$ by using Lemma 4.7 and the dynamic programming principle from Proposition 4.5.

Proposition 4.8. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5)-(H7) are satisfied. Then, for every $R>0$, there exists $M_{R}>0$ such that, for every $\left(t_{0}, x_{0}\right),\left(t_{1}, x_{1}\right) \in \mathbb{R}_{+} \times B_{R}$, we have

$$
\left|\varphi\left(t_{0}, x_{0}\right)-\varphi\left(t_{1}, x_{1}\right)\right| \leq M_{R}\left(\left|t_{0}-t_{1}\right|+\left|x_{0}-x_{1}\right|\right) .
$$

Proof. Let $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be as in the statement of Proposition 4.4, $R>0$, and $\left(t_{0}, x_{0}\right),\left(t_{1}, x_{1}\right) \in \mathbb{R}_{+} \times B_{R}$ and assume, with no loss of generality, that $t_{0}<t_{1}$. Let $\gamma_{0} \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ and $x_{0}^{*}=\gamma_{0}\left(t_{1}\right)$. By Proposition 4.4, we have $\left|x_{0}^{*}\right| \leq \psi(R)$ and, by Lemma 4.7, we have

$$
\begin{equation*}
\left|\varphi\left(t_{1}, x_{0}^{*}\right)-\varphi\left(t_{1}, x_{1}\right)\right| \leq C_{\psi(R)}\left|x_{0}^{*}-x_{1}\right|, \tag{10}
\end{equation*}
$$

where $C_{\psi(R)}$ denotes the Lipschitz constant of $x \mapsto \varphi(t, x)$ on $B_{\psi(R)}$ for all $t \geq 0$. By Proposition 4.5, since $\gamma_{0} \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$, we have $\varphi\left(t_{1}, x_{0}^{*}\right)=\varphi\left(t_{0}, x_{0}\right)-\left(t_{1}-t_{0}\right)$. On the other hand, since $\gamma_{0}$ is $K_{\max }$-Lipschitz, we have $\left|x_{0}-x_{0}^{*}\right| \leq K_{\max }\left|t_{1}-t_{0}\right|$. Hence, combining with (10), we deduce that

$$
\left|\varphi\left(t_{0}, x_{0}\right)-\varphi\left(t_{1}, x_{1}\right)\right| \leq\left(C_{\psi(R)} K_{\max }+1\right)\left|t_{1}-t_{0}\right|+C_{\psi(R)}\left|x_{0}-x_{1}\right|,
$$

yielding the conclusion.
We next provide the following property of $\varphi$, whose proof can be found in [26, Proposition 3.9 and Corollary 3.11].
Proposition 4.9. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5)-(H7) are satisfied. Then, for every $R>0$, there exists $c>0$ such that, for every $t_{0}, t_{1} \in \mathbb{R}_{+}$with $t_{0} \neq t_{1}$ and $x \in B_{R}$, we have

$$
\frac{\varphi\left(t_{1}, x\right)-\varphi\left(t_{0}, x\right)}{t_{1}-t_{0}} \geq c-1
$$

In particular, if $\varphi$ is differentiable at $\left(t_{0}, x\right)$, then $\partial_{t} \varphi\left(t_{0}, x\right) \geq c-1$ and $\left|\nabla \varphi\left(t_{0}, x\right)\right| \geq c$.
4.2. Characterization of optimal controls. Now that we have established elementary properties of the value function in Section 4.1, we turn to the problem of characterizing the optimal control $u: \mathbb{R}_{+} \rightarrow B_{1}$ associated with an optimal trajectory $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$. Formally, by differentiating with respect to $h$ the equality of the dynamic programming principle in Proposition 4.5 for optimal trajectories and using the Hamilton-Jacobi equation (8), one obtains that the optimal control $u$ should satisfy $u(t)=-\frac{\nabla \varphi(t, \gamma(t))}{\mid \nabla \varphi(t, \gamma(t)\rangle}$, an argument that can be made precise when $\varphi$ is differentiable at $(t, \gamma(t))$ (see, e.g., [43, Corollary 4.1]). Under the additional assumption that $k \in \mathbf{C}^{1,1}\left(\mathbb{R}_{+} \times \mathbb{R}^{d} ; \mathbb{R}\right)$ (i.e., $k$ is $\mathbf{C}^{1}$ and its differential is locally Lipschitz continuous), one may prove that $\varphi$ is semiconcave and hence differentiable along optimal trajectories, yielding the above characterization of $u$ for every $t \in\left(t_{0}, t_{0}+\varphi\left(t_{0}, x_{0}\right)\right)$ (see, e.g., [26, Section 3.4]).

The goal of this section is to provide an alternative characterization of $u$ when $k$ is not necessarily more regular than locally Lipschitz continuous. This is done mainly for two reasons. Firstly, regularity assumptions on $k$ for $\operatorname{OCP}(\Gamma, k)$ correspond to regularity assumptions on $K_{i}, i \in\{1, \ldots, N\}$, for $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, and hence avoiding additional regularity assumptions on $k$ allow to obtain more general results for mean field games. Secondly, even when $k$ is smooth, the value function $\varphi$ may fail to be semiconcave in some situations, such as in the presence of state constraints (see, e.g., [14, Example 4.4]), and semiconcavity of $\varphi$ is a key step in proving its differentiability along optimal trajectories and hence in characterizing $u$ as above. This motivates the search for techniques for characterizing of optimal controls without relying on the semiconcavity of $\varphi$.
We shall need in this section the following additional assumption on $k$.
(H8) The function $k: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is Lipschitz continuous with respect to both variables and locally in the second variable, i.e., for every $R>0$, there exists $L>0$ such that, for every $\left(t_{1}, x_{1}\right),\left(t_{2}, x_{2}\right) \in \mathbb{R}_{+} \times B_{R}$, we have

$$
\left|k\left(t_{1}, x_{1}\right)-k\left(t_{2}, x_{2}\right)\right| \leq L\left(\left|t_{1}-t_{2}\right|+\left|x_{1}-x_{2}\right|\right) .
$$

The first result we present is the following, which provides additional regularity assumptions on the optimal control $u$. It can be obtained by applying Pontryagin Maximum Principle to $\operatorname{OCP}(\Gamma, k)$ and using the maximization condition to deduce a relation between the optimal control $u$ and the costate variable in Pontryagin Maximum Principle. We refer the reader to [43, Proposition 4.6 and Corollary 4.2] for the details of the proof.

Proposition 4.10. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and assume that (H5), (H6), and (H8) hold. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}, \gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$, and $u$ be the optimal control corresponding to $\gamma$. Then $u \in \operatorname{Lip}\left(\left[t_{0}, t_{0}+\varphi\left(t_{0}, x_{0}\right)\right] ; \mathbb{S}^{d-1}\right)$. Moreover, its Lipschitz constant is bounded by the Lipschitz constant of $k$ on the set $\left[t_{0}, t_{0}+\varphi\left(t_{0}, x_{0}\right)\right] \times$ $B_{R}$, where $R>0$ is such that $\gamma(t) \in B_{R}$ for every $t \geq 0$.

We now introduce the two main objects that we will use to characterize optimal controls.
Definition 4.11. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5), (H6), and (H8) hold. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$.
(a) We define the set $\mathcal{U}\left(t_{0}, x_{0}\right)$ of optimal directions at $\left(t_{0}, x_{0}\right)$ as the set of all $u_{0} \in \mathbb{S}^{d-1}$ for which there exists $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ such that the corresponding optimal control $u$ satisfies $u\left(t_{0}\right)=u_{0}$.
(b) We define the set $\mathcal{W}\left(t_{0}, x_{0}\right)$ of directions of maximal descent of $\varphi$ at $\left(t_{0}, x_{0}\right)$ as the set of all $u_{0} \in \mathbb{S}^{d-1}$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} \frac{\varphi\left(t_{0}+h, x_{0}+h k\left(t_{0}, x_{0}\right) u_{0}\right)-\varphi\left(t_{0}, x_{0}\right)}{h}=-1 . \tag{11}
\end{equation*}
$$

Thanks to Proposition 4.10, optimal controls are continuous and take values in $\mathbb{S}^{d-1}$, and in particular the pointwise value $u\left(t_{0}\right)$ is well-defined. Together with Proposition 4.1, we immediately deduce that $\mathcal{U}\left(t_{0}, x_{0}\right) \neq \varnothing$ for every $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma\right)$. Note also that, if $u_{0} \in \mathbb{S}^{d-1}$ and $\gamma \in \operatorname{Adm}(k)$ is the trajectory obtained by taking a constant control $u(t)=u_{0}$ in (5), then, by Proposition 4.5, $\varphi\left(t_{0}+h, \gamma\left(t_{0}+h\right)\right)-\varphi\left(t_{0}, x_{0}\right) \geq-h$, yielding, using also Proposition 4.8, that, as $h \rightarrow 0^{+}$,

$$
\frac{\varphi\left(t_{0}+h, x_{0}+h k\left(t_{0}, x_{0}\right) u_{0}\right)-\varphi\left(t_{0}, x_{0}\right)}{h} \geq-1+o(1) .
$$

Hence, an element $u_{0} \in \mathcal{W}\left(t_{0}, x_{0}\right)$ can be interpreted as a direction in which the above ratio attains its infinitesimal lower bound -1 at the limit $h \rightarrow 0^{+}$, and corresponds thus to directions in which $\varphi$ decreases with maximal rate.

Before turning to the main result of this section, Theorem 4.14, asserting the equality between $\mathcal{U}\left(t_{0}, x_{0}\right)$ and $\mathcal{W}\left(t_{0}, x_{0}\right)$, let us first present some elementary properties of these set-valued maps. The first one is that, along an optimal trajectory $\gamma, \mathcal{U}(t, \gamma(t))$ is singleton, except possibly at its initial and final points. Its proof is the same as that of [43, Proposition 4.11] and is thus omitted here.
Proposition 4.12. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5), (H6), and (H8) hold. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ and $\gamma \in$ $\operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$. Then, for every $t \in\left(t_{0}, t_{0}+\varphi\left(t_{0}, x_{0}\right)\right), \mathcal{U}(t, \gamma(t))$ contains exactly one element.

Our next result shows, on the other hand, that, at the points $\left(t_{0}, x_{0}\right)$ where $\varphi$ is differentiable, $\mathcal{W}\left(t_{0}, x_{0}\right)$ contains a unique direction of maximal descent which, as one might expect, is equal to $-\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\nabla \varphi \varphi\left(t_{0}, x_{0}\right)}$.

Proposition 4.13. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5), (H6), and (H8) hold. Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma\right)$ be such that $\varphi$ is differentiable at $\left(t_{0}, x_{0}\right)$. Then

$$
\mathcal{W}\left(t_{0}, x_{0}\right)=\left\{-\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|}\right\} .
$$

Proof. Since $\varphi$ is differentiable at $\left(t_{0}, x_{0}\right)$ and using Proposition 4.6, we have, for every $u_{0} \in \mathbb{S}^{d-1}$,

$$
\begin{aligned}
& \lim _{h \rightarrow 0^{+}} \frac{\varphi\left(t_{0}+h, x_{0}+h k\left(t_{0}, x_{0}\right) u_{0}\right)-\varphi\left(t_{0}, x_{0}\right)}{h} \\
= & \partial_{t} \varphi\left(t_{0}, x_{0}\right)+k\left(t_{0}, x_{0}\right) \nabla \varphi\left(t_{0}, x_{0}\right) \cdot u_{0}=-1+k\left(t_{0}, x_{0}\right)\left[\nabla \varphi\left(t_{0}, x_{0}\right) \cdot u_{0}+\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|\right] .
\end{aligned}
$$

Hence (11) holds if and only if $\nabla \varphi\left(t_{0}, x_{0}\right) \cdot u_{0}=-\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|$ and, since $\nabla \varphi\left(t_{0}, x_{0}\right) \neq 0$ by Proposition 4.9, it follows that (11) holds if and only if $u_{0}=-\frac{\nabla \varphi\left(t_{0}, x_{0}\right)}{\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|}$, yielding the conclusion.

The main result of this section is the following.
Theorem 4.14. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ and assume that (H5), (H6), and (H8) hold. Then, for every $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$, we have $\mathfrak{U}\left(t_{0}, x_{0}\right)=\mathcal{W}\left(t_{0}, x_{0}\right)$.
Proof. We first remark that, if $x_{0} \in \Gamma$, then $\mathcal{U}\left(t_{0}, x_{0}\right)=\mathcal{W}\left(t_{0}, x_{0}\right)=\varnothing$, and so we are only left to consider the case $x_{0} \in \mathbb{R}^{d} \backslash \Gamma$.

The inclusion $\mathcal{U}\left(t_{0}, x_{0}\right) \subset \mathcal{W}\left(t_{0}, x_{0}\right)$ follows from the fact that, if $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ and $u$ is the corresponding optimal control, then, by Proposition 4.5, we have, for every $h \in\left(0, \varphi\left(t_{0}, x_{0}\right)\right]$, that

$$
\frac{\varphi\left(t_{0}+h, \gamma\left(t_{0}+h\right)\right)-\varphi\left(t_{0}, x_{0}\right)}{h}=-1
$$

and, using the facts that $\gamma\left(t_{0}+h\right)=x_{0}+h k\left(t_{0}, x_{0}\right) u\left(t_{0}\right)+o(h)$ and that $\varphi$ is locally Lipschitz continuous (Proposition 4.8), we deduce, letting $h \rightarrow 0^{+}$, that $u\left(t_{0}\right) \in \mathcal{W}\left(t_{0}, x_{0}\right)$.

Let us now show that $\mathcal{W}\left(t_{0}, x_{0}\right) \subset \mathcal{U}\left(t_{0}, x_{0}\right)$. Let $u_{0} \in \mathcal{W}\left(t_{0}, x_{0}\right)$ and $h>0$, which is implicitly always assumed to be small enough. Then, as $h \rightarrow 0^{+}$,

$$
\begin{equation*}
\varphi\left(t_{0}+h, x_{0}+h k\left(t_{0}, x_{0}\right) u_{0}\right)=\varphi\left(t_{0}, x_{0}\right)-h+o(h) . \tag{12}
\end{equation*}
$$

Define $\gamma_{0}:\left[t_{0}, t_{0}+h\right] \rightarrow \mathbb{R}^{d}$ by

$$
\left\{\begin{align*}
\dot{\gamma}_{0}(t) & =k\left(t, \gamma_{0}(t)\right) u_{0},  \tag{13}\\
\gamma_{0}\left(t_{0}\right) & =x_{0} .
\end{align*}\right.
$$

Let $x_{1}^{h}=\gamma_{0}\left(t_{0}+h\right)$ and $t_{1}^{h}=t_{0}+h$. Since $\mathbb{R}^{d} \backslash \Gamma$ is open, one has $x_{1}^{h} \in \mathbb{R}^{d} \backslash \Gamma$ for $h>0$ small enough. Let $\gamma_{1}^{h} \in \operatorname{Opt}\left(\Gamma, k, t_{1}^{h}, x_{1}^{h}\right)$ and $u_{1}^{h}$ be the optimal control associated with $\gamma_{1}^{h}$. Set $\bar{u}_{1}^{h}=u_{1}^{h}\left(t_{1}^{h}\right) \in \mathbb{S}^{d-1}$ and define $\bar{\gamma}_{1}^{h}:\left[t_{1}^{h}, t_{1}^{h}+h\right] \rightarrow \mathbb{R}^{d}$ by

$$
\left\{\begin{align*}
\dot{\bar{\gamma}}_{1}^{h}(t) & =k\left(t, \bar{\gamma}_{1}^{h}(t)\right) \bar{u}_{1}^{h}  \tag{14}\\
\bar{\gamma}_{1}^{h}\left(t_{1}^{h}\right) & =x_{1}^{h} .
\end{align*}\right.
$$

Let us also set $t_{2}^{h}=t_{1}^{h}+h, x_{2}^{h}=\gamma_{1}^{h}\left(t_{2}^{h}\right)$ and $\bar{x}_{2}^{h}=\bar{\gamma}_{1}^{h}\left(t_{2}^{h}\right)$. We split the sequel of the proof in two cases.
Case 1. We assume in this case that $\lim _{h \rightarrow 0^{+}} \bar{u}_{1}^{h}=u_{0}$. Since $\gamma_{1}^{h}$ and $u_{1}^{h}$ are Lipschitz continuous and their Lipschitz constants do not depend on $h$ (see Proposition 4.10), one deduces from Arzelà-Ascoli Theorem that there exist a positive sequence $\left(h_{n}\right)_{n \in \mathbb{N}}$ converging to 0 as $n \rightarrow+\infty$ and elements $\gamma^{*} \in \operatorname{Lip}_{K_{\max }}\left(\mathbb{R}^{d}\right)$ and $u^{*} \in \operatorname{Lip}\left(\mathbb{S}^{d-1}\right)$ such
that $\gamma_{1}^{h_{n}} \rightarrow \gamma^{*}$ and $u_{1}^{h_{n}} \rightarrow u^{*}$ as $n \rightarrow+\infty$, uniformly on compact time intervals. Since $\gamma_{1}^{h} \in \operatorname{Opt}\left(\Gamma, k, t_{1}^{h}, x_{1}^{h}\right)$ for $h>0$ and $t_{1}^{h} \rightarrow t_{0}$ and $x_{1}^{h} \rightarrow x_{0}$ as $h \rightarrow 0^{+}$, one can easily show, using the continuity of $\varphi$, that $\gamma^{*} \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ and $u^{*}$ is its corresponding optimal control. On the other hand, we have

$$
u^{*}\left(t_{0}\right)=\lim _{n \rightarrow+\infty} u_{1}^{h_{n}}\left(t_{1}^{h_{n}}\right)=\lim _{n \rightarrow+\infty} \bar{u}_{1}^{h_{n}}=u_{0}
$$

which implies that $u_{0} \in \mathcal{U}\left(t_{0}, x_{0}\right)$, as required.
Case 2. We now consider the case where $\left(\bar{u}_{1}^{h}\right)_{h>0}$ does not converge to $u_{0}$ as $h \rightarrow 0^{+}$, and we prove that this case is not possible. Let $\epsilon>0$ and $\left(h_{n}\right)_{n \in \mathbb{N}}$ be a positive sequence such that $h_{n} \rightarrow 0$ as $n \rightarrow+\infty$ and $\left|\bar{u}_{1}^{h_{n}}-u_{0}\right| \geq \epsilon$ for every $n \in \mathbb{N}$. For simplicity, we set $t_{1}^{h_{n}}=t_{1}^{n}, x_{1}^{h_{n}}=x_{1}^{n}$, and similarly for all other variables whose upper index is $h_{n}$. In order to clarify the constructions used in this case, we illustrate them in Figure 4.1.


Figure 4.1. Illustration of the constructions used in the proof of Theorem 4.14.
Integrating (13) on $\left[t_{0}, t_{1}^{n}\right]$, we get

$$
x_{1}^{n}-x_{0}=\int_{t_{0}}^{t_{1}^{n}} k\left(s, \gamma_{0}(s)\right) \mathrm{d} s u_{0}
$$

and, proceeding similarly for (14), we get

$$
\bar{x}_{2}^{n}-x_{1}^{n}=\int_{t_{1}^{n}}^{t_{2}^{n}} k\left(s, \bar{\gamma}_{1}(s)\right) \mathrm{d} s \bar{u}_{1}^{n} .
$$

Denote the integrals in the right-hand side of the above equalities by $I_{0}^{n}$ and $I_{1}^{n}$, respectively. We have

$$
\begin{aligned}
\left|\bar{x}_{2}^{n}-x_{0}\right|^{2} & =\left(I_{0}^{n} u_{0}+I_{1}^{n} \bar{u}_{1}^{n}\right) \cdot\left(I_{0}^{n} u_{0}+I_{1}^{n} \bar{u}_{1}^{n}\right) \\
& =\left(I_{0}^{n}\right)^{2}+\left(I_{1}^{n}\right)^{2}+2 I_{0}^{n} I_{1}^{n} u_{0} \cdot \bar{u}_{1}^{n} \\
& =\left|x_{1}^{n}-x_{0}\right|^{2}+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|^{2}+2 I_{0}^{n} I_{1}^{n} u_{0} \cdot \bar{u}_{1}^{n} .
\end{aligned}
$$

We know that $\left|\bar{u}_{1}^{n}-u_{0}\right| \geq \epsilon$, which leads us to observe that there exists $\alpha \in(0,1)$ such that $u_{0} \cdot \bar{u}_{1}^{n}<\alpha$ for every $n \in \mathbb{N}$. Thus

$$
\left|\bar{x}_{2}^{n}-x_{0}\right|^{2}<\left|x_{1}^{n}-x_{0}\right|^{2}+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|^{2}+2 \alpha I_{0}^{n} I_{1}^{n} .
$$

Define

$$
\rho:=\sqrt{1-(1-\alpha) \frac{K_{\min }^{2}}{2 K_{\max }^{2}}},
$$

then obviously $\rho<1$ and

$$
\begin{align*}
\left|\bar{x}_{2}^{n}-x_{0}\right|^{2} & <\left(\left|x_{1}^{n}-x_{0}\right|+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|\right)^{2}-2(1-\alpha) I_{0}^{n} I_{1}^{n} \\
& =\left(1-(1-\alpha) \frac{2 I_{0}^{n} I_{1}^{n}}{\left(I_{0}^{n}+I_{1}^{n}\right)^{2}}\right)\left(\left|x_{1}^{n}-x_{0}\right|+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|\right)^{2} \\
& \leq \rho^{2}\left(\left|x_{1}^{n}-x_{0}\right|+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|\right)^{2}, \tag{15}
\end{align*}
$$

where we use that $I_{i}^{n} \in\left[h K_{\min }, h K_{\max }\right]$ for $i \in\{1,2\}$. Let $u_{2}^{n}=\frac{\bar{x}_{2}^{n}-x_{0}}{\left|\bar{x}_{2}^{n}-x_{0}\right|}$ (with the convention $u_{2}^{n}=0$ if $\left.\bar{x}_{2}^{n}=x_{0}\right)$ and define $\gamma_{2}^{n}:\left[t_{0}, t_{0}+\tau^{n}\right] \rightarrow \mathbb{R}^{d}$ by

$$
\left\{\begin{align*}
\dot{\gamma}_{2}^{n}(t) & =k\left(t, \gamma_{2}^{n}(t)\right) u_{2}^{n}  \tag{16}\\
\gamma_{2}^{n}\left(t_{0}\right) & =x_{0},
\end{align*}\right.
$$

where $\tau^{n} \geq 0$ is chosen so that $\gamma_{2}^{n}\left(t_{0}+\tau^{n}\right)=\bar{x}_{2}^{n}$.
Claim. As $n \rightarrow+\infty$, we have $\tau^{n} \leq 2 \rho h_{n}+O\left(h_{n}^{2}\right)$.
Proof. Note that we have nothing to prove in the case $\bar{x}_{2}^{n}=x_{0}$, and hence we assume $\bar{x}_{2}^{n} \neq x_{0}$ in the sequel. If $\left|x_{2}^{n}-x_{0}\right| \leq \rho\left|x_{1}^{n}-x_{0}\right|$, we let $x_{3}^{n}=\bar{x}_{2}^{n}$, otherwise we choose $x_{3}^{n}$ as the unique point in the segment $\left(x_{0}, \bar{x}_{2}^{n}\right)$ such that $\left|x_{3}^{n}-x_{0}\right|=\rho\left|x_{1}^{n}-x_{0}\right|$. In both cases, we have $\left|x_{3}^{n}-x_{0}\right|=\bar{\rho}\left|x_{1}^{n}-x_{0}\right|$ for some $\bar{\rho} \leq \rho$. Let $\tau_{1}^{n}$ be the time that $\gamma_{2}^{n}$ takes to reach the point $x_{3}^{n}$, i.e., $\gamma_{2}^{n}\left(t_{0}+\tau_{1}^{n}\right)=x_{3}^{n}$. (Note that $\tau_{1}^{n}=\tau^{n}$ in the case $\left|x_{2}^{n}-x_{0}\right| \leq \rho\left|x_{1}^{n}-x_{0}\right|$.) We show that $\tau_{1}^{n} \leq \rho h_{n}+O\left(h_{n}^{2}\right)$. To obtain that, we observe, by integrating (13) and (16) and doing a change of variables, that

$$
\begin{align*}
\int_{t_{0}}^{t_{0}+\tau_{1}^{n}} k\left(s, \gamma_{2}^{n}(s)\right) \mathrm{d} s= & \left|x_{3}^{n}-x_{0}\right|=\bar{\rho}\left|x_{1}^{n}-x_{0}\right|=\bar{\rho} \int_{t_{0}}^{t_{0}+h_{n}} k\left(s, \gamma_{0}(s)\right) \mathrm{d} s \\
= & \int_{t_{0}}^{t_{0}+\bar{\rho} h_{n}} k\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}, \gamma_{0}\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}\right)\right) \mathrm{d} s \\
= & \int_{t_{0}}^{t_{0}+\bar{\rho} h_{n}} k\left(s, \gamma_{2}^{n}(s)\right) \mathrm{d} s \\
& +\int_{t_{0}}^{t_{0}+\bar{\rho} h_{n}}\left[k\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}, \gamma_{0}\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}\right)\right)-k\left(s, \gamma_{2}^{n}(s)\right)\right] \mathrm{d} s \\
= & \int_{t_{0}}^{t_{0}+\bar{\rho} h_{n}} k\left(s, \gamma_{2}^{n}(s)\right) \mathrm{d} s+O\left(h_{n}^{2}\right), \tag{17}
\end{align*}
$$

in which the last equality follows from the Lipschitz continuity of $k$ and the fact that

$$
\begin{aligned}
\left|\gamma_{0}\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}\right)-\gamma_{2}^{n}(s)\right| & \leq\left|\gamma_{0}\left(t_{0}+\frac{s-t_{0}}{\bar{\rho}}\right)-x_{0}\right|+\left|x_{0}-\gamma_{2}^{n}(s)\right| \\
& \leq K_{\max }\left[\frac{s-t_{0}}{\bar{\rho}}+\left(s-t_{0}\right)\right] .
\end{aligned}
$$

Define $F:\left[0, \tau^{n}\right]: \rightarrow \mathbb{R}_{+}$by $F(t)=\int_{t_{0}}^{t_{0}+t} k\left(s, \gamma_{2}^{n}(s)\right) \mathrm{d} s$, then obviously $F$ is increasing, which implies that $F^{-1}$ is well-defined on the range of $F$. Since $F^{\prime}(t)=k\left(t, \gamma_{2}^{n}(t)\right), F$ is $K_{\text {max }}$-Lipschitz continuous and, since $\left(F^{-1}\right)^{\prime}(t)=\frac{1}{F^{\prime}\left(F^{-1}(t)\right)}$, we also deduce that $F^{-1}$ is $\frac{1}{K_{\text {min }}}$-Lipschitz continuous. Therefore, by (17), we deduce that

$$
\tau_{1}^{n}=F^{-1}\left(F\left(\bar{\rho} h_{n}\right)+O\left(h_{n}^{2}\right)\right)=\bar{\rho} h_{n}+O\left(h_{n}^{2}\right) \leq \rho h_{n}+O\left(h_{n}^{2}\right) .
$$

This concludes the proof of the claim in the case $\left|x_{2}^{n}-x_{0}\right| \leq \rho\left|x_{1}^{n}-x_{0}\right|$, since $\tau_{1}^{n}=\tau^{n}$ in that case.

Otherwise, we have $\bar{\rho}=\rho$ and $\left|x_{3}^{n}-x_{0}\right|=\rho\left|x_{1}^{n}-x_{0}\right|$, and thus, from (15), we get

$$
\left|\bar{x}_{2}^{n}-x_{0}\right|<\rho\left(\left|x_{1}^{n}-x_{0}\right|+\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|\right)=\left|x_{3}^{n}-x_{0}\right|+\rho\left|\bar{x}_{2}^{n}-x_{1}^{n}\right| .
$$

On the other hand, since $x_{3}^{n}$ belongs to the segment ( $x_{0}, \bar{x}_{2}^{n}$ ), we have $\left|\bar{x}_{2}^{n}-x_{0}\right|=\left|\bar{x}_{2}^{n}-x_{3}^{n}\right|$ $+\left|x_{3}^{n}-x_{0}\right|$, hence the inequality $\left|\bar{x}_{2}^{n}-x_{3}^{n}\right| \leq \rho\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|$ holds. Suppose $\tau_{2}^{n}$ is the time the trajectory $\gamma_{2}^{n}$ takes to go from $x_{3}^{n}$ to $\bar{x}_{2}^{n}$, i.e., $\gamma_{2}^{n}\left(t_{0}+\tau_{1}^{n}+\tau_{2}^{n}\right)=\bar{x}_{2}^{n}$, and note that $\tau^{n}=\tau_{1}^{n}+\tau_{2}^{n}$. As before, we compare the times between $\left|\bar{x}_{2}^{n}-x_{3}^{n}\right|$ and $\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|$. Let $\beta<\rho$ be such that $\left|\bar{x}_{2}^{n}-x_{3}^{n}\right|=\beta\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|$. Proceeding similarly to (17), we get

$$
\begin{aligned}
& \int_{0}^{\tau_{2}^{n}} k\left(s+t_{0}+\tau_{1}^{n}, \gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right) \mathrm{d} s=\left|\bar{x}_{2}^{n}-x_{3}^{n}\right|=\beta\left|\bar{x}_{2}^{n}-x_{1}^{n}\right|=\beta \int_{t_{1}^{n}}^{t_{2}^{n}} k\left(s, \bar{\gamma}_{1}^{n}(s)\right) \mathrm{d} s \\
&= \int_{0}^{\beta h_{n}} k\left(\frac{s}{\beta}+t_{0}+h, \bar{\gamma}_{1}^{n}\left(\frac{s}{\beta}+t_{0}+h\right)\right) \mathrm{d} s \\
&= \int_{0}^{\beta h_{n}} k\left(s+t_{0}+\tau_{1}^{n}, \gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right) \mathrm{d} s \\
& \quad+\int_{0}^{\beta h_{n}}\left[k\left(\frac{s}{\beta}+t_{0}+h_{n}, \bar{\gamma}_{1}^{n}\left(\frac{s}{\beta}+t_{0}+h_{n}\right)\right)-k\left(s+t_{0}+\tau_{1}^{n}, \gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right)\right] \mathrm{d} s \\
&= \int_{0}^{\beta h_{n}} k\left(s+t_{0}+\tau_{1}^{n}, \gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right) \mathrm{d} s+O\left(h_{n}^{2}\right),
\end{aligned}
$$

in which the last equality follows from the Lipschitz continuity of $k$ and the facts that $\tau_{1}^{n}=O\left(h_{n}\right)$ and

$$
\begin{aligned}
\left.\left\lvert\, \bar{\gamma}_{1}^{n}\left(\frac{s}{\beta}+t_{0}+h_{n}\right)-\gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right.\right) \mid & \\
\leq\left|\bar{\gamma}_{1}^{n}\left(\frac{s}{\beta}+t_{0}+h_{n}\right)-x_{1}^{n}\right|+\left|x_{1}^{n}-x_{0}\right|+\mid x_{0}- & \left.\gamma_{2}^{n}\left(s+t_{0}+\tau_{1}^{n}\right)\right) \mid \\
& \leq K_{\max }\left[\frac{s}{\beta}+h_{n}+s+\tau_{1}^{n}\right] .
\end{aligned}
$$

Arguing similarly to above, we deduce that $\tau_{2}^{n}=\beta h_{n}+O\left(h_{n}^{2}\right)$. Therefore the time $\tau^{n}$ to reach $\bar{x}_{2}^{n}$ from $x_{0}$ satisfies

$$
\tau^{n}=(\rho+\beta) h_{n}+O\left(h_{n}^{2}\right)<2 \rho h_{n}+O\left(h_{n}^{2}\right) .
$$

Let us now compare the trajectories $\bar{\gamma}_{1}^{n}$ and $\gamma_{1}^{n}$ on $\left[t_{1}^{n}, t_{2}^{n}\right]$. Let $\delta_{1}^{n}(t)=\gamma_{1}^{n}(t)-\bar{\gamma}_{1}^{n}(t)$. Hence, from the ODEs satisfied by the trajectories $\bar{\gamma}_{1}^{n}$ and $\gamma_{1}^{n}$, we have

$$
\begin{aligned}
\delta_{1}^{n}(t) & =\int_{t_{1}^{n}}^{t}\left[k\left(s, \gamma_{1}^{n}(s)\right) u_{1}^{n}(s)-k\left(s, \bar{\gamma}_{1}^{n}(s)\right) \bar{u}_{1}^{n}\right] \mathrm{d} s \\
& =\int_{t_{1}^{n}}^{t}\left[k\left(s, \gamma_{1}^{n}(s)\right)-k\left(s, \bar{\gamma}_{1}^{n}(s)\right)\right] u_{1}^{n}(s) \mathrm{d} s+\int_{t_{1}^{n}}^{t} k\left(s, \bar{\gamma}_{1}^{n}(s)\right)\left(u_{1}^{n}(s)-\bar{u}_{1}^{n}\right) \mathrm{d} s .
\end{aligned}
$$

Since $u_{1}^{n}$ is the optimal control, by Proposition 4.10, it is Lipschitz continuous. Therefore, denoting by $L>0$ the Lipschitz constant of $k$ on a bounded set containing the trajectories $\gamma_{1}^{n}$ and $\bar{\gamma}_{1}^{n}$ for every $n$, we have

$$
\left|\delta_{1}^{n}(t)\right| \leq L \int_{t_{1}^{n}}^{t}\left|\delta_{1}^{n}(s)\right| \mathrm{d} s+K_{\max } \int_{t_{1}^{n}}^{t} L\left|s-t_{1}^{n}\right| \mathrm{d} s
$$

and hence, by using Grönwall's inequality,

$$
\left|\delta_{1}^{n}(t)\right| \leq L K_{\max } \frac{\left(t-t_{1}^{n}\right)^{2}}{2} e^{L\left(t-t_{1}^{n}\right)}
$$

In particular, if we set $t=t_{1}^{n}+h_{n}$, then

$$
\left|x_{2}^{n}-\bar{x}_{2}^{n}\right| \leq L K_{\max } \frac{h_{n}^{2}}{2} e^{L h_{n}}=O\left(h_{n}^{2}\right)
$$

Let $u_{3}^{n}=\frac{x_{2}^{n}-\bar{x}_{n}^{n}}{\left|x_{2}^{n}-\bar{x}_{2}^{n}\right|}$ (with the convention $x_{3}^{n}=0$ if $x_{2}^{n}=\bar{x}_{2}^{n}$ ) and $\gamma_{3}^{n}$ be the solution of

$$
\left\{\begin{align*}
\dot{\gamma}_{3}^{n}(t) & =k\left(t, \gamma_{3}^{n}(t)\right) u_{3}^{n}  \tag{18}\\
\gamma_{3}^{n}\left(t_{0}+\tau^{n}\right) & =\bar{x}_{2}^{n} .
\end{align*}\right.
$$

Using the lower bound $K_{\min }$ on $k$ and the fact that $\left|x_{2}^{n}-\bar{x}_{2}^{n}\right|=O\left(h_{n}^{2}\right)$, one can easily deduce that the time $\sigma^{n}$ from $\bar{x}_{2}^{n}$ to $x_{2}^{n}$ along $\gamma_{3}^{n}$ (i.e., $\gamma_{3}^{n}\left(t_{0}+\tau^{n}+\sigma^{n}\right)=x_{2}^{n}$ ) satisfies $\sigma^{n}=O\left(h_{n}^{2}\right)$.

We have thus constructed two ways to go from $x_{0}$ to $x_{2}^{n}$. The first one is to choose the path containing $x_{0}, x_{1}^{n}$, and $x_{2}^{n}$, which corresponds to the concatenation of the trajectories $\gamma_{0}$ on $\left[t_{0}, t_{1}^{n}\right]$ and $\gamma_{1}^{n}$ on $\left[t_{1}^{n}, t_{2}^{n}\right]$, and the second one is the path containing $x_{0}, \bar{x}_{2}^{n}$, and $x_{2}^{n}$, which corresponds to the concatenation of the trajectories $\gamma_{2}^{n}$ on $\left[t_{0}, t_{0}+\tau^{n}\right]$ and $\gamma_{3}^{n}$ on $\left[t_{0}+\tau^{n}, t_{0}+\tau^{n}+\sigma^{n}\right]$. Letting $T_{1}^{n}$ and $T_{2}^{n}$ be the times for going from $x_{0}$ to $x_{2}^{n}$ along these two paths, respectively, we have, by construction and the claim, that $T_{1}^{n}=2 h_{n}$ and $T_{2}^{n}=\tau^{n}+\sigma^{n} \leq 2 \rho h_{n}+O\left(h_{n}^{2}\right)$. Hence, since $\rho<1$, we have, for $n$ large enough, that $T_{2}^{n}<T_{1}^{n}$.

From (12), we deduce that

$$
\varphi\left(t_{0}, x_{0}\right)=\varphi\left(t_{1}^{n}, x_{1}^{n}\right)+h_{n}+o\left(h_{n}\right)=\varphi\left(t_{2}^{n}, x_{2}^{n}\right)+T_{1}^{n}+o\left(h_{n}\right),
$$

where the last equality comes from Proposition 4.5 and the fact that $\gamma_{1} \in \operatorname{Opt}\left(\Gamma, k, t_{1}, x_{1}\right)$. On the other hand, since the path from $x_{0}$ to $x_{2}^{n}$ going through $\bar{x}_{2}^{n}$ is an admissible trajectory for $k$, we have, by Proposition 4.5, that $\varphi\left(t_{0}, x_{0}\right) \leq T_{2}^{n}+\varphi\left(t_{0}+T_{2}^{n}, x_{2}\right)$. Hence

$$
\begin{equation*}
\varphi\left(t_{2}^{n}, x_{2}^{n}\right)+T_{1}^{n}+o\left(h_{n}\right) \leq T_{2}^{n}+\varphi\left(t_{0}+T_{2}^{n}, x_{2}^{n}\right) . \tag{19}
\end{equation*}
$$

We also know that $t_{0}+T_{2}^{n}<t_{0}+T_{1}^{n}=t_{2}^{n}$ for $n$ large enough. Therefore, by Proposition 4.9, there exists a constant $c>0$ such that

$$
\varphi\left(t_{2}^{n}, x_{2}^{n}\right)>\varphi\left(t_{0}+T_{2}^{n}, x_{2}^{n}\right)+(c-1)\left(t_{2}^{n}-t_{0}-T_{2}^{n}\right)=\varphi\left(t_{0}+T_{2}^{n}, x_{2}^{n}\right)+(c-1)\left(T_{1}^{n}-T_{2}^{n}\right),
$$

and, using (19), we get $(c-1)\left(T_{1}^{n}-T_{2}^{n}\right)+T_{1}^{n}+o\left(h_{n}\right) \leq T_{2}^{n}$, which leads to

$$
2 h_{n}+o\left(h_{n}\right)=T_{1}^{n}+o\left(h_{n}\right) \leq T_{2}^{n}<2 \rho h_{n}+O\left(h_{n}^{2}\right) .
$$

Divide above inequality by $h$ to observe that

$$
2+o(1)<2 \rho+O\left(h_{n}\right) .
$$

Finally by letting $n \rightarrow+\infty$, we conclude that $\rho \geq 1$, which is a contradiction. Therefore Case 2 will never happen and this ends the proof.

Motivated by Proposition 4.13, we introduce the following definition.
Definition 4.15. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ under the assumptions (H5), (H6), and (H8) and let $\mathcal{W}$ be as in Definition 4.11. If $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ is such that $\mathcal{W}\left(t_{0}, x_{0}\right)$ contains exactly one element $-\omega_{0}$, then $\omega_{0}$ is called the normalized gradient of $\varphi$ at $\left(t_{0}, x_{0}\right)$ and denoted by $\omega_{0}=\widehat{\nabla \varphi}\left(t_{0}, x_{0}\right)$.

As an immediate consequence of Propositions 4.12 and 4.13 and Theorem 4.14, we obtain the following characterization of optimal controls.
Corollary 4.16. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ under the assumptions (H5), (H6), and (H8). Let $\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{d}, \gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$, and $u$ be the optimal control associated with $\gamma$. Then, for every $t \in\left(t_{0}, t_{0}+\varphi\left(t_{0}, x_{0}\right)\right)$, $\varphi$ admits a normalized gradient at $(t, \gamma(t))$ and $u(t)=-\widehat{\nabla \varphi}(t, \gamma(t))$, i.e.,

$$
\begin{equation*}
\dot{\gamma}(t)=-k(t, \gamma(t)) \widehat{\nabla \varphi}(t, \gamma(t)) . \tag{20}
\end{equation*}
$$

Combining Proposition 4.10 and Corollary 4.16, for every optimal trajectory $\gamma$, we obtain that $t \mapsto \widehat{\nabla \varphi}(t, \gamma(t))$ is Lipschitz continuous for $t$ between the initial and exit times of $\gamma$. However, this provides no information on the regularity of $(t, x) \mapsto \widehat{\nabla \varphi}(t, x)$, which is the topic of our next result.

Proposition 4.17. Consider the optimal control problem $\operatorname{OCP}(\Gamma, k)$ and its value function $\varphi$ under the assumptions (H5), (H6), and (H8). Then $\widehat{\nabla \varphi}$ is continuous on its domain of definition.

Proof. Let $\mathcal{U}$ be as in Definition 4.11 and $D \subset \mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma\right)$ be the domain of definition of $\widehat{\nabla \varphi}$, i.e., $D=\left\{\left(t_{0}, x_{0}\right) \in \mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma\right) \mid U\left(t_{0}, x_{0}\right)\right.$ is a singleton $\}$. Let $\left(t_{n}, x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $D$ converging as $n \rightarrow+\infty$ to some $\left(t_{0}, x_{0}\right) \in D$ and let $\bar{u}_{n}=-\widehat{\nabla \varphi}\left(t_{n}, x_{n}\right)$. We want to show that $\bar{u}_{n} \rightarrow-\widehat{\nabla \varphi}\left(t_{0}, x_{0}\right)$ as $n \rightarrow+\infty$ and, since $\left(\bar{u}_{n}\right)_{n \in \mathbb{N}}$ is a sequence in the compact set $\mathbb{S}^{d-1}$, it suffices to show that $-\widehat{\nabla \varphi}\left(t_{0}, x_{0}\right)$ is the unique adherent point of $\left(\bar{u}_{n}\right)_{n \in \mathbb{N}}$. Let $\bar{u}_{0}$ be an adherent point of $\left(\bar{u}_{n}\right)_{n \in \mathbb{N}}$ and consider a subsequence of $\left(\bar{u}_{n}\right)_{n \in \mathbb{N}}$ converging to $\bar{u}_{0}$, which we still denote by $\left(\bar{u}_{n}\right)_{n \in \mathbb{N}}$ for simplicity.

Since $\bar{u}_{n} \in \mathcal{U}\left(t_{n}, x_{n}\right)$, there exists a sequence of optimal trajectories $\left(\gamma_{n}\right)_{n \in \mathbb{N}}, \gamma_{n} \in$ $\operatorname{Opt}\left(\Gamma, k, t_{n}, x_{n}\right)$, and a corresponding sequence of optimal controls $\left(u_{n}\right)_{n \in \mathbb{N}}$ such that $u_{n}\left(t_{n}\right)=\bar{u}_{n}$. From Proposition 4.10 and Arzelà-Ascoli Theorem, there exist elements $\gamma^{*}$ and $u^{*}$ such that, up to extracting a subsequence, $\gamma_{n} \rightarrow \gamma^{*}$ and $u_{n} \rightarrow u^{*}$ uniformly on compact time intervals. One immediately verifies that $u^{*}\left(t_{0}\right)=\bar{u}_{0}, \gamma^{*}\left(t_{0}\right)=x_{0}$, and that $\gamma \in \operatorname{Opt}\left(\Gamma, k, t_{0}, x_{0}\right)$ and $u$ is its associated optimal control, which shows that $\bar{u}_{0} \in \mathcal{U}\left(t_{0}, x_{0}\right)=\left\{-\widehat{\nabla \varphi}\left(t_{0}, x_{0}\right)\right\}$, as required.

## 5. Minimal-Time mean field games

After having collected in Section 4 several preliminary results on the optimal control problem $\operatorname{OCP}(\Gamma, k)$, we now turn to the study of the main problem considered in the paper, the multi-population minimal-time mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$. We address existence of equilibria in Section 5.1, study their asymptotic behavior for large time in Section 5.2, and characterize equilibria as solutions of a system of PDEs in Section 5.3.

Recall that, according to the presentation provided in Section 3, equilibria of $\operatorname{MFG}(\boldsymbol{\Gamma}, \mathbf{K}$, $\left.\mathbf{m}_{\mathbf{0}}\right)$ are described in terms of vectors of measures $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$. Given such a vector of measures, we shall consider the $N$ optimal control problems $\operatorname{OCP}\left(\Gamma_{i}, k_{\mathbf{Q}, i}\right)$, with $k_{\mathbf{Q}, i}$ given by $k_{\mathbf{Q}, i}(t, x)=K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right)$ for $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ and where $m_{t}^{i}=e_{t \#} Q_{i}$ and $\hat{m}_{t}^{i}$ is defined in (3). We will denote the value function of $\operatorname{OCP}\left(\Gamma_{i}, k_{\mathbf{Q}, i}\right)$ by $\varphi_{\mathbf{Q}, i}$, and we omit $\mathbf{Q}$ from the notation of both $k_{\mathbf{Q}, i}$ and $\varphi_{\mathbf{Q}, i}$ when it is clear from the context. For simplicity of notation, we also write $\operatorname{Adm}_{i}(\mathbf{Q})$ for $\operatorname{Adm}\left(k_{i}\right)$ and $\operatorname{Opt}_{i}\left(\boldsymbol{\Gamma}, \mathbf{Q}, t_{0}, x_{0}\right)$ for $\operatorname{Opt}\left(\Gamma_{i}, k_{i}, t_{0}, x_{0}\right)$.
5.1. Existence of equilibria. The goal of this part is to establish existence of equilibria for $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, which is done by recasting the existence of an equilibrium in terms of the existence of a fixed point of a certain set-valued map and applying a suitable fixed-point theorem. This section follows closely [43, Section 5] but, due to the facts that assumptions (H1)-(H4) are weaker than those from [43] and that we work here with mean field games in the non-compact state space $\mathbb{R}^{d}$, several proofs must be adapted in a nontrivial way to the present setting. The main result to be proved in this section is the following.

Theorem 5.1. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under assumptions (H1)(H4). Then there exists an equilibrium $\mathbf{Q} \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ for $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$.

Let us start by showing an additional continuity property of the value function.

Lemma 5.2. Consider the mean field game $\operatorname{MFG}\left(\mathbf{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under the assumptions (H1)(H4). Then, for every $i \in\{1, \ldots, N\},(t, x, \mathbf{Q}) \mapsto \varphi_{\mathbf{Q}, i}(t, x)$ is continuous on $\mathbb{R}_{+} \times \mathbb{R}^{d} \times$ $\mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$.

Proof. Fix $i \in\{1, \ldots, N\}$ and let $\left(t_{n}, x_{n}, \mathbf{Q}_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ converging to some $\left(t_{*}, x_{*}, \mathbf{Q}_{*}\right)$, and denote $\mathbf{Q}_{n}=\left(Q_{1, n}, \ldots, Q_{N, n}\right)$ and $\mathbf{Q}_{*}=\left(Q_{1, *}, \ldots\right.$, $\left.Q_{N, *}\right)$. For $n \in \mathbb{N}$ and $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$, define $k_{n}(t, x)=K\left(m_{n, t}^{i}, \hat{m}_{n, t}^{i}, x\right)$ and $k_{*}(t, x)=$ $K\left(m_{*, t}^{i}, \hat{m}_{*, t}^{i}, x\right)$, where $m_{n, t}^{i}=e_{t \#} Q_{n, i}, m_{*, t}^{i}=e_{t \#} Q_{*, i}$, and $\hat{m}_{n, t}^{i}$ and $\hat{m}_{*, t}^{i}$ are defined as in (3). Note that, by continuity of $Q \mapsto e_{t \#} Q$, we have that $k_{n}(t, x) \rightarrow k_{*}(t, x)$ for every $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$. For simplicity of notation, we write $\varphi_{n}$ and $\varphi_{*}$ for $\varphi_{\mathbf{Q}_{n}, i}$ and $\varphi_{\mathbf{Q}, i}$, respectively.
By Proposition 4.4, $\left(\varphi_{n}\left(t_{n}, x_{n}\right)\right)_{n \in \mathbb{N}}$ is a bounded sequence and thus, to prove that it converges to $\varphi_{*}\left(t_{*}, x_{*}\right)$, it suffices to show that $\varphi_{*}\left(t_{*}, x_{*}\right)$ is the unique adherent point of $\left(\varphi_{n}\left(t_{n}, x_{n}\right)\right)_{n \in \mathbb{N}}$. Let $\tau_{*}$ be an adherent point of $\left(\varphi_{n}\left(t_{n}, x_{n}\right)\right)_{n \in \mathbb{N}}$ and consider the subsequence of $\left(\varphi_{n}\left(t_{n}, x_{n}\right)\right)_{n \in \mathbb{N}}$ which converges to $\tau_{*}$, which we still denote by $\left(\varphi_{n}\left(t_{n}, x_{n}\right)\right)_{n \in \mathbb{N}}$ for simplicity.

For $n \in \mathbb{N}$, let $\gamma_{n} \in \operatorname{Opt}_{i}\left(\boldsymbol{\Gamma}, \mathbf{Q}_{n}, t_{n}, x_{n}\right)$. Since $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is an equibounded and equiLipschitz sequence, by Arzelà-Ascoli Theorem, up to extracting a subsequence, which we still denote by $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$, there exists $\gamma_{*} \in \operatorname{Lip}_{L_{\max }}\left(\mathbb{R}^{d}\right)$ such that $\gamma_{n} \rightarrow \gamma$ as $n \rightarrow$ $+\infty$ (uniformly on compact time intervals). For every $t_{1}, t_{2} \in \mathbb{R}_{+}$with $t_{1}<t_{2}$, we have $\left|\frac{\gamma_{n}\left(t_{2}\right)-\gamma_{n}\left(t_{1}\right)}{t_{2}-t_{1}}\right| \leq \frac{1}{t_{2}-t_{1}} \int_{t_{1}}^{t_{2}} k_{n}\left(s, \gamma_{n}(s)\right) \mathrm{d} s$ and, using (H3) and letting $n \rightarrow+\infty$, we deduce that $\left|\frac{\gamma_{*}\left(t_{2}\right)-\gamma_{*}\left(t_{1}\right)}{t_{2}-t_{1}}\right| \leq \frac{1}{t_{2}-t_{1}} \int_{t_{1}}^{t_{2}} k_{*}\left(s, \gamma_{*}(s)\right) \mathrm{d} s$, yielding that $\gamma_{*} \in \operatorname{Adm}_{i}\left(\mathbf{Q}_{*}\right)$. Moreover, since $\gamma_{n}\left(t_{n}\right)=x_{n}, \gamma_{n}$ is constant on $\left[0, t_{n}\right]$ and $\left[t_{n}+\varphi_{n}\left(t_{n}, x_{n}\right),+\infty\right)$, and $\gamma_{n}\left(t_{n}+\varphi_{n}\left(t_{n}, x_{n}\right)\right) \in \Gamma$ for every $n \in \mathbb{N}$, we easily deduce that $\gamma_{*}\left(t_{*}\right)=x_{*}, \gamma_{*}$ is constant on $\left[0, t_{*}\right]$ and $\left[t_{*}+\tau_{*},+\infty\right)$, and $\gamma_{*}\left(t_{*}+\tau_{*}\right) \in \Gamma$, yielding in particular that $\varphi_{*}\left(t_{*}, x_{*}\right) \leq \tau_{*}$.
Let us assume, to obtain a contradiction, that $\varphi_{*}\left(t_{*}, x_{*}\right)<\tau_{*}$. For simplicity, let $\varsigma_{n}=t_{n}+\varphi_{*}\left(t_{*}, x_{*}\right), \varsigma_{*}=t_{*}+\varphi_{*}\left(t_{*}, x_{*}\right), \xi_{n}=\gamma_{n}\left(\varsigma_{n}\right)$, and $\xi_{*}=\gamma_{*}\left(\varsigma_{*}\right) \in \Gamma$. Note that, since $\varphi_{*}\left(t_{*}, x_{*}\right)<\tau_{*}$, we have $\xi_{n} \notin \Gamma$ for $n$ large enough. Let $\tilde{\gamma}_{n} \in \mathbf{C}\left(\mathbb{R}^{d}\right)$ be defined by

$$
\tilde{\gamma}_{n}(t)= \begin{cases}\gamma_{n}(t) & \text { if } 0 \leq t \leq \varsigma_{n}, \\ \xi_{n}+\frac{\xi_{*}-\xi_{n}}{\left|\xi_{*}-\xi_{n}\right|} K_{\min }\left(t-\varsigma_{n}\right) & \text { if } \varsigma_{n} \leq t \leq \varsigma_{n}+\frac{\left|\xi_{*}-\xi_{n}\right|}{K_{\min }}, \\ \xi_{*} & \text { if } t \geq \varsigma_{n}+\frac{\left|\xi_{*}-\xi_{n}\right|}{K_{\min }} .\end{cases}
$$

Clearly, $\tilde{\gamma}_{n} \in \operatorname{Adm}_{i}(\mathbf{Q})$ and $\tau_{\Gamma}\left(t_{n}, \tilde{\gamma}_{n}\right) \leq \varphi_{*}\left(t_{*}, x_{*}\right)+\frac{\left|\xi_{*}-\xi_{n}\right|}{K_{\min }}$. Since $\varphi_{*}\left(t_{*}, x_{*}\right)<\tau_{*}$, we have $\tau_{\Gamma}\left(t_{n}, \tilde{\gamma}_{n}\right)<\frac{\varphi_{*}\left(t_{*}, x_{*}\right)+\tau_{*}}{2}<\tau_{*}$ for $n$ large enough, implying that $\varphi_{n}\left(t_{n}, x_{n}\right)<\frac{\varphi_{*}\left(t_{*}, x_{*}\right)+\tau_{*}}{2}<$ $\tau_{*}$ for $n$ large enough and contradicting thus the fact that $\varphi_{n}\left(t_{n}, x_{n}\right) \rightarrow \tau_{*}$ as $n \rightarrow+\infty$. Hence, one has necessarily $\varphi_{n}\left(t_{n}, x_{n}\right) \rightarrow \varphi_{*}\left(t_{*}, x_{*}\right)$ as $n \rightarrow+\infty$, as required.

The next result, which is an immediate consequence of Proposition 4.4, states an a priori property of equilibria.

Lemma 5.3. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, assume that (H1), (H2), and (H4) are satisfied, and let $\phi$ be the function from (H4). Then there exists a nondecreasing function $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that, for every equilibrium $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right), t \geq 0, i \in\{1, \ldots, N\}$, and $R>0$, we have

$$
Q_{i}\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \phi(R)
$$

In particular, denoting $m_{t}^{i}=e_{t \#} Q_{i}$, we have $m_{t}^{i}\left(B_{\psi(R)}\right) \geq \phi(R)$.

Lemma 5.3 shows that it suffices to look for equilibria of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ in the set

$$
\begin{align*}
\mathfrak{Q}=\left\{\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right)\right. & \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N} \mid e_{0 \#} \mathbf{Q}=\mathbf{m}_{\mathbf{0}} \text { and }  \tag{21}\\
\forall i & \left.\in\{1, \ldots, N\}, \forall R>0, Q_{i}\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \phi(R)\right\},
\end{align*}
$$

where $\phi$ and $\psi$ are as in the statement of Lemma 5.3. We next provide elementary properties of $\mathfrak{Q}$.

Lemma 5.4. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, assume that (H1), (H2), and (H4) are satisfied, and let $\mathfrak{Q}$ be the set defined in (21). Then $\mathfrak{Q}$ is nonempty, convex, and compact.

Proof. The set $\mathfrak{Q}$ is clearly convex and, to see that it is nonempty, define $b: \mathbb{R}^{d} \rightarrow \mathbf{C}\left(\mathbb{R}^{d}\right)$ as the function which associates with each $x \in \mathbb{R}^{d}$ the function $b(x)$ given by $b(x)(t)=x$ for every $t \in \mathbb{R}_{+}$. It is immediate to check that $b_{\#} \mathbf{m}_{\mathbf{0}} \in \mathfrak{Q}$, and hence $\mathfrak{Q}$ is nonempty.

To prove that $\mathfrak{Q}$ is compact, notice first that $\mathfrak{Q}=\mathfrak{Q}_{1}^{N} \cap \mathfrak{Q}_{2}$, where

$$
\mathfrak{Q}_{1}=\left\{Q \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right) \mid \forall R>0, Q\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \phi(R)\right\}
$$

and $\mathfrak{Q}_{2}=\left\{\mathbf{Q} \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N} \mid e_{0 \#} \mathbf{Q}=\mathbf{m}_{\mathbf{0}}\right\}$. Since $\mathbf{Q} \mapsto e_{0 \#} \mathbf{Q}$ is continuous, $\mathfrak{Q}_{2}$ is closed, and hence it suffices to show that $\mathfrak{Q}_{1}$ is compact. By Prokhorov Theorem (see, e.g., [2, Theorem 5.1.3]), it suffices to show that $\mathfrak{Q}_{1}$ is tight and closed. Tightness of $\mathfrak{Q}_{1}$ follows immediately from the facts that $\phi(R) \rightarrow 1$ as $R \rightarrow+\infty$ and that, by Arzelà-Ascoli Theorem, $\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)$ is compact for every $R>0$.

To see that $\mathfrak{Q}_{1}$ is closed, let $\left(Q_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathfrak{Q}_{1}$ converging to some $Q \in$ $\mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)$. For every $R>0, \operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)$ is closed and thus, by using [8, Theorem 2.1], one obtains

$$
Q\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \limsup _{n \rightarrow \infty} Q_{n}\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \phi(R)
$$

which proves that $Q \in \mathfrak{Q}_{1}$. Hence $\mathfrak{Q}_{1}$ is closed.
We now recast the definition of equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ in terms of fixed points of a set-valued map defined on $\mathfrak{Q}$. Let $F: \mathfrak{Q} \rightrightarrows \mathfrak{Q}$ associate with each $\mathbf{Q} \in \mathfrak{Q}$ the subset $F(\mathbf{Q})$ of $\mathfrak{Q}$ defined by

$$
\left.\begin{align*}
F(\mathbf{Q})=\{ & \tilde{\mathbf{Q}} \tag{22}
\end{align*}=\left(\tilde{Q}_{1}, \ldots, \tilde{Q}_{N}\right) \in \mathfrak{Q} \right\rvert\, .
$$

Clearly, $\mathbf{Q} \in \mathfrak{Q}$ is an equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ if and only if it is a fixed point of $F$, i.e., $\mathbf{Q} \in F(\mathbf{Q})$. For every $i \in\{1, \ldots, N\}$, we consider the set $\mathrm{Opt}_{i}(\mathbf{Q}) \subset \mathbf{C}\left(\mathbb{R}^{d}\right)$ containing all optimal trajectories of the $i$-th population for $\mathbf{Q}$ and starting at time 0 , i.e.,

$$
\begin{equation*}
\operatorname{Opt}_{i}(\mathbf{Q})=\bigcup_{x_{0} \in \mathbb{R}^{d}} \operatorname{Opt}_{i}\left(\boldsymbol{\Gamma}, \mathbf{Q}, 0, x_{0}\right) \tag{23}
\end{equation*}
$$

The set $F(\mathbf{Q})$ can be rewritten in terms of $\mathrm{Opt}_{i}(\mathbf{Q})$ as

$$
\begin{equation*}
F(\mathbf{Q})=\left\{\tilde{\mathbf{Q}}=\left(\tilde{Q}_{1}, \ldots, \tilde{Q}_{N}\right) \in \mathfrak{Q} \mid \forall i \in\{1, \ldots, N\}, \tilde{Q}_{i}\left(\operatorname{Opt}_{i}(\mathbf{Q})\right)=1\right\} . \tag{24}
\end{equation*}
$$

Lemma 5.5. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under the assumptions (H1)(H4) and let $\mathfrak{Q}$ and $\mathrm{Opt}_{i}, i \in\{1, \ldots, N\}$, be defined as in (21) and (23). For every $R>0$ and $i \in\{1, \ldots, N\}$, define $\widehat{\mathrm{Opt}}_{i, R}: \mathfrak{Q} \rightrightarrows \mathbf{C}\left(\mathbb{R}^{d}\right)$ by

$$
\widehat{\mathrm{Opt}}_{i, R}(\mathbf{Q})=\operatorname{Opt}_{i}(\mathbf{Q}) \cap \operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right) .
$$

Then $\widehat{\mathrm{Opt}}_{i, R}$ is upper semicontinuous.

The proof of Lemma 5.5 is based on the continuity of the value function from Lemma 5.2 and follows the same lines as that of [43, Lemma 5.4], being thus omitted here.

Lemma 5.6. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under the assumptions (H1)$(\mathrm{H} 4)$ and let $\mathfrak{Q}$ and $F$ be defined as in (21) and (22), respectively. Then $F$ is upper semicontinuous and, for every $\mathbf{Q} \in \mathfrak{Q}, F(\mathbf{Q})$ is nonempty, convex, and compact.

Proof. Given $\mathbf{Q} \in \mathfrak{Q}$, it follows immediately from (24) that $F(\mathbf{Q})$ is convex, and one can easily prove that it is nonempty and compact by adapting the arguments of [43, Lemma 5.3] (see also [26, Lemma 4.7(a)]).
Since $\mathfrak{Q}$ is compact and $F$ has closed values, to prove that $F$ is upper semicontinuous it is sufficient to show that its graph is closed. Let $\left(\mathbf{Q}_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathfrak{Q}$ with $\mathbf{Q}_{n} \rightarrow \mathbf{Q}$ for some $\mathbf{Q} \in \mathfrak{Q}$ and $\left(\tilde{\mathbf{Q}}_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathfrak{Q}$ with $\tilde{\mathbf{Q}}_{n} \in F\left(\mathbf{Q}_{n}\right)$ for every $n \in \mathbb{N}$ and $\tilde{\mathbf{Q}}_{n} \rightarrow \tilde{\mathbf{Q}}$ for some $\tilde{\mathbf{Q}} \in \mathfrak{Q}$. We denote $\mathbf{Q}_{n}=\left(Q_{n, 1}, \ldots, Q_{n, N}\right)$ and $\tilde{\mathbf{Q}}_{n}=\left(\tilde{Q}_{n, 1}, \ldots, \tilde{Q}_{n, N}\right)$.
For each $n \in \mathbb{N}$, since $\tilde{\mathbf{Q}}_{n} \in F\left(\mathbf{Q}_{n}\right)$, we have $\tilde{Q}_{n, i}\left(\operatorname{Opt}_{i}\left(\mathbf{Q}_{n}\right)\right)=1$ for every $i \in$ $\{1, \ldots, N\}$ and, since $\tilde{\mathbf{Q}}_{n} \in \mathfrak{Q}$, we also have that $\tilde{Q}_{n, i}\left(\operatorname{Lip}_{K_{\max }}\left(B_{\psi(R)}\right)\right) \geq \phi(R)$ for every $i \in\{1, \ldots, N\}$ and $R>0$, where $\phi$ is the function from (H4). Hence $\tilde{Q}_{n, i}\left(\widehat{\mathrm{Opt}}_{i, R}\left(\mathbf{Q}_{n}\right)\right) \geq$ $\phi(R)$ for every $n \in \mathbb{N}, i \in\{1, \ldots, N\}$, and $R>0$.
For every $\epsilon \in(0,1)$ and $i \in\{1, \ldots, N\}$, let $V_{\epsilon}^{i}=\left\{\gamma \in \mathbf{C}\left(\mathbb{R}^{d}\right) \mid \mathbf{d}\left(\gamma, \operatorname{Opt}_{i}(\mathbf{Q})\right) \leq \epsilon\right\}$, where $\mathbf{d}$ is given by (2), and note that $V_{\epsilon}^{i}$ is a neighborhood of $\widehat{\mathrm{Opt}}_{i, R}(\mathbf{Q})$ for every $R>0$. Let $R_{0}>0$ be such that $\phi\left(R_{0}\right) \geq 1-\epsilon$. Since $\widehat{\mathrm{Opt}}_{i, R_{0}}$ is upper semicontinuous by Lemma 5.5, there exists a neighborhood $W_{\epsilon}$ of $\mathbf{Q}$ in $\mathfrak{Q}$ such that $\widehat{\mathrm{Opt}}_{i, R_{0}}(\hat{\mathbf{Q}}) \subset V_{\epsilon}^{i}$ for every $i \in\{1, \ldots, N\}$ and $\hat{\mathbf{Q}} \in W_{\epsilon}$. From the convergence $\mathbf{Q}_{n} \rightarrow \mathbf{Q}$, one concludes that there exists $N_{\epsilon}$ such that, for every $n \geq N_{\epsilon}$, one has $\mathbf{Q}_{n} \in W_{\epsilon}$, and thus $\widehat{\mathrm{Opt}}_{i, R_{0}}\left(\mathbf{Q}_{n}\right) \subset V_{\epsilon}^{i}$.
Since $\tilde{Q}_{n, i}\left(\widehat{\mathrm{Opt}}_{i, R_{0}}\left(\mathbf{Q}_{n}\right)\right) \geq \phi\left(R_{0}\right) \geq 1-\epsilon$, one obtains that $\tilde{Q}_{n, i}\left(V_{\epsilon}^{i}\right) \geq 1-\epsilon$ for every $n \geq N_{\epsilon}$ and $i \in\{1, \ldots, N\}$. Since $\tilde{\mathbf{Q}}_{n} \rightarrow \tilde{\mathbf{Q}}$ and $V_{\epsilon}^{i}$ is closed, we have $\tilde{Q}_{i}\left(V_{\epsilon}^{i}\right) \geq$ $\lim \sup _{n \rightarrow \infty} \tilde{Q}_{n, i}\left(V_{\epsilon}^{i}\right) \geq 1-\epsilon$. On the other hand, $\operatorname{since} \mathrm{Opt}_{i}(\mathbf{Q})$ is closed and $\left(V_{\epsilon}^{i}\right)_{\epsilon \in(0,1)}$ is a nondecreasing family of sets with $\bigcap_{\epsilon \in(0,1)} V_{\epsilon}^{i}=\operatorname{Opt}_{i}(\mathbf{Q})$, we conclude that $\tilde{Q}_{i}\left(\operatorname{Opt}_{i}(\mathbf{Q})\right)=$ $\lim _{\epsilon \rightarrow 0} \tilde{Q}_{i}\left(V_{\epsilon}^{i}\right)=1$. Hence $\tilde{\mathbf{Q}} \in F(\mathbf{Q})$, which concludes the proof that the graph of $F$ is closed.

Let us now conclude the proof of Theorem 5.1.
Proof of Theorem 5.1. By Lemmas 5.4 and 5.6 and Kakutani fixed point theorem (see, e.g., $[30, \S 7$, Theorem 8.6]), $F$ admits a fixed point, i.e., there exists $\mathbf{Q} \in \mathfrak{Q}$ such that $\mathbf{Q} \in F(\mathbf{Q})$, which means $\mathbf{Q}$ is an equilibrium for $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$.
5.2. Asymptotic behavior. In this part, we characterize the behavior of $m_{t}^{i}$ as $t \rightarrow+\infty$, where $m_{t}^{i}=e_{t \#} Q_{i}$ and $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right)$ is an equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$. Intuitively, one expects $m_{t}^{i}$ to converge to a measure concentrated on the target set $\Gamma_{i}$ and, in addition to proving this result in the general case, we also provide convergence rates when the initial measure $m_{0}^{i}$ has finite $p$ moments for some $p \in[1,+\infty)$ and prove finite-time convergence when the initial measure has bounded support.
In order to characterize the limit of $m_{t}^{i}$ as $t \rightarrow+\infty$, let us introduce some notation. Let $\mathbf{C}_{\lim }\left(\mathbb{R}^{d}\right)=\left\{\gamma \in \mathbf{C}\left(\mathbb{R}^{d}\right) \mid \lim _{t \rightarrow+\infty} \gamma(t)\right.$ exists $\}$, which is a Borel subset of $\mathbf{C}\left(\mathbb{R}^{d}\right)$, and define $e_{\infty}: \mathbf{C}_{\lim }\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$ by $e_{\infty}(\gamma)=\lim _{t \rightarrow+\infty} \gamma(t)$, which is a Borel-measurable function. By definition of optimal trajectories, $\mathrm{Opt}_{i}(\mathbf{Q}) \subset \mathbf{C}_{\lim }\left(\mathbb{R}^{d}\right)$ for every $\mathbf{Q} \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$, and thus $e_{\infty \#} \mathbf{Q} \in \mathcal{P}\left(\mathbb{R}^{d}\right)^{N}$ is well-defined for every equilibrium $\mathbf{Q}$ of a mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$.

We are now in position to state and prove the main result of this section.

Theorem 5.7. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under assumptions $(\mathrm{H} 1)$, (H2), and $(\mathrm{H} 4)$. Let $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ be an equilibrium of $\operatorname{MFG}(\boldsymbol{\Gamma}, \mathbf{K}$, $\left.\mathbf{m}_{\mathbf{0}}\right), \mathbf{m}_{t}=\left(m_{t}^{1}, \ldots, m_{t}^{N}\right)$ be defined by $\mathbf{m}_{t}=e_{t \#} \mathbf{Q}$ for $t \in[0,+\infty]$, and $\psi$ be the function whose existence is asserted in Proposition 4.4.
(a) For every $i \in\{1, \ldots, N\}$, we have $m_{t}^{i} \rightarrow m_{\infty}^{i}$ as $t \rightarrow+\infty$.
(b) Let $p \in[1,+\infty)$ and assume that $\mathbf{m}_{\mathbf{0}} \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)^{N}$. Then, for every $t \in[0,+\infty]$, we have $\mathbf{m}_{t} \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)^{N}$. Moreover, there exist constants $\alpha>0$ and $t_{0} \geq 0$ such that

$$
\begin{equation*}
\mathbf{W}_{p}\left(m_{t}^{i}, m_{\infty}^{i}\right)^{p} \leq 2^{p} \int_{\mathbb{R}^{d} \backslash B_{\alpha\left(t-t_{0}\right)}} \psi(|x|)^{p} \mathrm{~d} m_{0}^{i}(x), \quad \forall t \geq t_{0}, \forall i \in\{1, \ldots, N\} \tag{25}
\end{equation*}
$$

(c) Assume that $m_{0}^{i}$ is compactly supported for every $i \in\{1, \ldots, N\}$. Then, for every $t \in[0,+\infty]$ and $i \in\{1, \ldots, N\}, m_{t}^{i}$ is compactly supported and there exists $\tau \geq 0$ such that

$$
m_{t}^{i}=m_{\infty}^{i}, \quad \forall t \geq \tau, \forall i \in\{1, \ldots, N\}
$$

Remark 5.8. Note that, by Proposition $4.4, \psi$ has linear growth and thus, together with the assumption that $\mathbf{m}_{\mathbf{0}} \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)^{N}$, one immediately obtains that the right-hand side of (25) tends to 0 as $t \rightarrow+\infty$. When more information on the distribution of $\mathbf{m}_{\mathbf{0}}$ is available, the right-hand side of (25) allows one to obtain estimates on the convergence rate of $m_{t}^{i}$ as $t \rightarrow+\infty$ in the Wasserstein distance.

Proof of Theorem 5.7. To show (a), let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be continuous and bounded and fix $i \in\{1, \ldots, N\}$. We then have, using the continuity and boundedness of $f$ and Lebesgue's dominated convergence theorem, that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} f(x) \mathrm{d} m_{t}^{i}(x)=\int_{\mathbf{C}_{\lim \left(\mathbb{R}^{d}\right)} f(\gamma(t)) \mathrm{d} Q_{i}(\gamma)} \\
\xrightarrow[t \rightarrow+\infty]{ } \int_{\mathbf{C}_{\lim \left(\mathbb{R}^{d}\right)} f\left(\lim _{t \rightarrow+\infty} \gamma(t)\right) \mathrm{d} Q_{i}(\gamma)=\int_{\mathbb{R}^{d}} f(x) \mathrm{d} m_{\infty}^{i}(x)}
\end{aligned}
$$

yielding the required convergence.
Let us now prove (b). For $t \in[1,+\infty]$ and $i \in\{1, \ldots, N\}$, we have, using Proposition 4.4, that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}|x|^{p} \mathrm{~d} m_{t}^{i}(x)=\int_{\mathrm{Opt}_{i}(\mathbf{Q})}|\gamma(t)|^{p} \mathrm{~d} & Q_{i}(\gamma) \\
& \leq \int_{\mathrm{Opt}_{i}(\mathbf{Q})} \psi(|\gamma(0)|)^{p} \mathrm{~d} Q_{i}(\gamma)=\int_{\mathbb{R}^{d}} \psi(|x|)^{p} \mathrm{~d} m_{0}^{i}(x)
\end{aligned}
$$

where $\gamma(\infty)$ is defined as $\lim _{t \rightarrow+\infty} \gamma(t)$. Since $\psi$ has linear growth, it follows that $\mathbf{m}_{t} \in$ $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)^{N}$ for every $t \in[0,+\infty]$.

Let $T$ be the function whose existence is asserted in Proposition 4.4 and $\alpha>0, t_{0} \geq 0$ be such that $T(R) \leq \frac{R}{\alpha}+t_{0}$ for every $R>0$. Let $t \in\left[t_{0},+\infty\right)$ and $i \in\{1, \ldots, N\}$. Note that, using the notations introduced in Section 2, we have $\left(e_{t}, e_{\infty}\right) \# Q_{i} \in \Pi\left(m_{t}^{i}, m_{\infty}^{i}\right)$ and thus, by (1), we have

$$
\mathbf{W}_{p}\left(m_{t}^{i}, m_{\infty}^{i}\right)^{p} \leq \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x-y|^{p} \mathrm{~d}\left(e_{t}, e_{\infty}\right)_{\#} Q_{i}(x, y)=\int_{\mathrm{Opt}_{i}(\mathbf{Q})}\left|e_{t}(\gamma)-e_{\infty}(\gamma)\right|^{p} \mathrm{~d} Q_{i}(\gamma)
$$

If $\gamma \in \operatorname{Opt}_{i}(\mathbf{Q})$ is such that $|\gamma(0)| \leq \alpha\left(t-t_{0}\right)$, then, since $T(|\gamma(0)|) \leq t$, we have, as a consequence of Proposition 4.4, that $\gamma(t) \in \Gamma_{i}$ and $\gamma$ is constant on $[t,+\infty)$, yielding that $e_{t}(\gamma)=e_{\infty}(\gamma)$. Thus

$$
\mathbf{W}_{p}\left(m_{t}^{i}, m_{\infty}^{i}\right)^{p} \leq \int_{\mathbf{O p t}_{i}(\mathbf{Q}) \cap\left\{\gamma \mid \gamma(0) \notin B_{\alpha\left(t-t_{0}\right)}\right\}}\left|e_{t}(\gamma)-e_{\infty}(\gamma)\right|^{p} \mathrm{~d} Q_{i}(\gamma)
$$

By using the fact from Proposition 4.4 that $e_{t}(\gamma) \in B_{\psi(|\gamma(0)|)}$ for all $t \in[0,+\infty]$ and $\gamma \in \operatorname{Opt}_{i}(\mathbf{Q})$, one has $\left|e_{t}(\gamma)\right| \leq \psi(|\gamma(0)|)$ and thus

$$
\begin{aligned}
\mathbf{W}_{p}\left(m_{t}^{i}, m_{\infty}^{i}\right)^{p} & \leq \int_{\mathbf{O p t}_{i}(Q) \cap\left\{\gamma \mid \gamma(0) \notin B_{\alpha\left(t-t_{0}\right)}\right\}^{2^{p}} \psi(|\gamma(0)|)^{p} \mathrm{~d} Q_{i}(\gamma)} \\
& =2^{p} \int_{\mathbb{R}^{d} \backslash B_{\alpha\left(t-t_{0}\right)}} \psi(|x|)^{p} \mathrm{~d} m_{0}^{i}(x),
\end{aligned}
$$

as required.
Finally, to prove (c), let $R_{0}>0$ be such that the support of $m_{0}^{i}$ is included in $B_{R}$ for every $i \in\{1, \ldots, N\}$ and notice that, as a consequence of Proposition 4.4, the support of $m_{t}^{i}$ is included in $B_{\psi\left(R_{0}\right)}$ for every $t \in[0,+\infty]$ and $i \in\{1, \ldots, N\}$. Letting $T$ be as in the statement of Proposition 4.4 and $\tau=T\left(R_{0}\right)$, we deduce that, for every $t \geq \tau$ and $\gamma \in \operatorname{Opt}_{i}(\mathbf{Q})$ with $|\gamma(0)| \leq R_{0}$, we have $e_{t}(\gamma)=e_{\infty}(\gamma)$, which concludes the proof since $Q_{i}$ is supported in $\operatorname{Opt}_{i}(\mathbf{Q}) \cap\left\{\gamma| | \gamma(0) \mid \leq R_{0}\right\}$.
5.3. The MFG system. As a final step in the study of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, we characterize its equilibria as solutions of a system of partial differential equations, called the $M F G$ system. Given an equilibrium $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right)$, by Proposition 4.6, the value functions $\varphi_{\mathbf{Q}, i}, i \in\{1, \ldots, N\}$, corresponding to each population are already known to satisfy a Hamilton-Jacobi equation, and we are thus left to prove that the measures $m_{t}^{i}=e_{t \#} Q_{i}$ are also solutions of suitable partial differential equations. Since $Q_{i}$ is concentrated on optimal trajectories, which satisfy (20) thanks to Corollary 4.16, one expects $t \mapsto m_{t}^{i}$ to be a solution to a continuity equation with velocity field $-\widehat{\nabla \varphi}_{\mathbf{Q}, i}$.

In order for the above reasoning to be made precise, one must verify that the assumptions of Corollary 4.16 are satisfied. Since (H8) requires $k$ to be locally Lipschitz continuous both in time and space, we shall make here the following stronger assumption on $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$.
(H9) There exists $p \geq 1$ such that $\mathbf{m}_{\mathbf{0}} \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)^{N}$ and, for every $i \in\{1, \ldots, N\}, K_{i}$ : $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right) \times \mathcal{P}_{p}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is Lipschitz continuous with respect to all its variables (using the Wasserstein distance $\mathbf{W}_{p}$ in $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$ ) and locally in the last variable, i.e., for every $R>0$, there exists $L>0$ such that, for every $\left(\mu_{1}, \nu_{1}, x_{1}\right),\left(\mu_{2}, \nu_{2}, x_{2}\right) \in$ $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right) \times \mathcal{P}_{p}\left(\mathbb{R}^{d}\right) \times B_{R}$, we have

$$
\left|K_{i}\left(\mu_{1}, \nu_{1}, x_{1}\right)-K_{i}\left(\mu_{2}, \nu_{2}, x_{2}\right)\right| \leq L\left(\mathbf{W}_{p}\left(\mu_{1}, \mu_{2}\right)+\mathbf{W}_{p}\left(\nu_{1}, \nu_{2}\right)+\left|x_{1}-x_{2}\right|\right) .
$$

Remark 5.9. If $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ is such that $Q_{i}\left(\operatorname{Lip}_{c}\left(\mathbb{R}^{d}\right)\right)=1$ for some $c>0$ and every $i \in\{1, \ldots, N\}$, and if $e_{t \#} Q_{i} \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$ for some $p \geq 1$ and every $t \geq 0$ and $i \in\{1, \ldots, N\}$, then one immediately verifies, by considering the coupling measure $\left(e_{t}, e_{s}\right)_{\#} Q_{i} \in \Pi\left(m_{t}^{i}, m_{s}^{i}\right)$ in (1), that $t \mapsto e_{t \#} Q_{i}$ is Lipschitz continuous with respect to the distance $\mathbf{W}_{p}$ in $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$. Hence, if $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ satisfies (H9) and $\mathbf{Q}$ is an equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, the corresponding optimal control problems $\operatorname{OCP}\left(\Gamma_{i}, k_{\mathbf{Q}, i}\right)$, $i \in\{1, \ldots, N\}$, satisfy (H8).
Theorem 5.10. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under assumptions $(\mathrm{H} 1)$, (H2), (H4), and (H9) and assume that $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ is an equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$. Consider the value functions $\varphi_{i}=\varphi_{\mathbf{Q}, i}$ and the time-dependent measures $m_{i}(t, \cdot)=m_{t}^{i}=e_{t \#} Q_{i}$ for $i \in\{1, \ldots, N\}$. Then $\left(m^{1}, \ldots, m^{N}, \varphi_{1}, \ldots, \varphi_{N}\right)$ solves the MFG system

$$
\begin{cases}\partial_{t} m_{i}(t, x)-\operatorname{div}\left(m_{i}(t, x) K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right) \widehat{\nabla \varphi}(t, x)\right)=0, & (t, x) \in \mathbb{R}_{+}^{*} \times\left(\mathbb{R}^{d} \backslash \Gamma_{i}\right),  \tag{26}\\ -\partial_{t} \varphi_{i}(t, x)+\left|\nabla \varphi_{i}(t, x)\right| K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right)-1=0, & (t, x) \in \mathbb{R}_{+} \times\left(\mathbb{R}^{d} \backslash \Gamma_{i}\right), \\ m_{i}(0, \cdot)=m_{0}^{i}, & (t, x) \in \mathbb{R}_{+} \times \Gamma_{i},\end{cases}
$$

for all $i \in\{1, \ldots, N\}$, where the first and second equations are satisfied, respectively, in the sense of distributions and in the viscosity sense.

Note that the Hamilton-Jacobi equations on $\varphi_{i}$ and the corresponding boundary conditions follow immediately from Proposition 4.6, and the continuity equations on $m_{i}$ can be established using (20) and the fact that, from Proposition 4.12, Theorem 4.14, Definition 4.15, and Proposition 4.17, $\widehat{\nabla \varphi}_{i}$ is continuous on the support of $m_{t}^{i}$. We refer to [43, Theorem 6.1] and [26, Theorem 4.12] for more details on the proof in the case of a single population, but we stress the fact, contrarily to those references, we establish here (20), and hence the continuity equations on $m_{i}$, under weaker assumptions on $K_{i}$ and without relying on semiconcavity properties of $\varphi_{i}$. Notice also that the coupling between the different populations occur through the terms $\hat{m}_{t}^{i}$, which are defined in (3).

Theorem 5.10 shows that any equilibrium $\mathbf{Q}$ of a mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ satisfies the MFG system (26). To prove that (26) actually characterizes equilibria of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$, we also need a converse statement, namely that solutions of (26) yield equilibria of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$. Such a converse statement has been sketched in [43, Remark 6.1] for single-population minimal-time mean field games. We now provide a more detailed argument in our present setting.

Theorem 5.11. Consider the mean field game $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ under assumptions (H1), (H2), (H4), and (H9), and assume in addition that $\mathbf{m}_{0}=\left(m_{0}^{1}, \ldots, m_{0}^{N}\right)$ is such that $m_{0}^{i}$ is compactly supported for every $i \in\{1, \ldots, N\}$. For $i \in\{1, \ldots, N\}$, let $\varphi_{i}: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$ and $t \mapsto m_{i}(t, \cdot) \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ be continuous functions and assume that they satisfy (26), where the first equation is satisfied in the sense of distributions and the second equation is satisfied in the viscosity sense. Then there exists an equilibrium $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right) \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)^{N}$ of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ such that, for every $i \in\{1, \ldots, N\}, m_{t}^{i}=m_{i}(t, \cdot)=e_{t \#} Q_{i}$ for every $t \geq 0$ and $\varphi_{i}$ is the value function of $\operatorname{OCP}\left(\Gamma_{i}, k_{\mathbf{Q}, i}\right)$.

Proof. Let $k_{i}: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$be defined for $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ by $k_{i}(t, x)=K_{i}\left(m_{t}^{i}, \hat{m}_{t}^{i}, x\right)$, where $\hat{m}_{t}^{i}$ is defined as in (3), and consider the optimal control problem $\operatorname{OCP}\left(\Gamma_{i}, k_{i}\right)$. Since $\varphi_{i}$ is lower bounded by 0 , satisfies the second equation of (26) in the viscosity sense, and also satisfies the fourth equation of (26), we deduce from [5, Chapter IV, Corollary 4.3] that $\varphi_{i}$ is the value function of $\operatorname{OCP}\left(\Gamma_{i}, k_{i}\right)$. Note that [5, Chapter IV, Corollary 4.3] is stated for autonomous control systems, but it can be applied to the non-autonomous control system $\dot{\gamma}(t)=k_{i}(t, \gamma(t)) u(t)$ by considering the augmented state $\tilde{x}(t)=(t, \gamma(t))$.

For $i \in\{1, \ldots, N\}$, since $m_{i}$ satisfies the continuity equation in (26) in the sense of distributions and the corresponding velocity field is bounded by $K_{\max }$, it follows from the Superposition Principle for continuity equations (see [1, Theorem 3.2]) that there exists $Q_{i} \in \mathcal{P}\left(\mathbf{C}\left(\mathbb{R}^{d}\right)\right)$ such that $m_{t}^{i}=e_{t \#} Q_{i}$ for every $t \geq 0$. Let $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{N}\right)$. Note that, since $m_{0}^{i}$ is compactly supported and the velocity field in the continuity equation is bounded, $m_{t}^{i}$ is also compactly supported, and thus $\mathbf{Q} \in \mathfrak{Q}$. We will show that $\mathbf{Q}$ is an equilibrium of $\operatorname{MFG}\left(\boldsymbol{\Gamma}, \mathbf{K}, \mathbf{m}_{\mathbf{0}}\right)$ by showing that $\mathbf{Q} \in F(\mathbf{Q})$, i.e., that $Q_{i}$ is supported on $\operatorname{Opt}_{i}(\mathbf{Q})$.

To see that, notice that, from the proof of [1, Theorem 3.2], it also follows that $Q_{i}$ is concentrated on the solutions of $\dot{\gamma}(t)=-k_{i}(t, \gamma(t)) \widehat{\nabla \varphi}_{i}(t, \gamma(t))$, which are clearly admissible trajectories for $\operatorname{OCP}\left(\Gamma_{i}, k_{i}\right)$ since $\left|\widehat{\nabla \varphi}_{i}(t, \gamma(t))\right|=1$. We prove that such trajectories are optimal by showing that they satisfy the equality in the dynamic programming principle (7). Let $\gamma$ be such a trajectory and notice that it is $K_{\max }$ Lipschitz continuous. From the definition of normalized gradient, we have

$$
\lim _{h \rightarrow 0^{+}} \frac{\varphi_{i}\left(t+h, \gamma(t)-h k_{i}(t, \gamma(t)) \widehat{\nabla \varphi_{i}}(t, \gamma(t))\right)-\varphi_{i}(t, \gamma(t))}{h}=-1
$$

Using the facts that $\gamma(t+h)=\gamma(t)+h \dot{\gamma}(t)+o(h)$ and that $\varphi_{i}$ is Lipschitz continuous, we deduce that

$$
\lim _{h \rightarrow 0^{+}} \frac{\varphi_{i}(t+h, \gamma(t+h))-\varphi_{i}(t, \gamma(t))}{h}=-1
$$

Since $t \mapsto \varphi_{i}(t, \gamma(t))$ is Lipschitz continuous, and hence differentiable almost everywhere, we deduce that $\frac{\mathrm{d}}{\mathrm{d} t} \varphi_{i}(t, \gamma(t))=-1$ a.e., and thus, integrating the above expression from $t$ to $t+h$, we get that $\varphi_{i}(t+h, \gamma(t+h))-\varphi_{i}(t, \gamma(t))=-h$, and therefore, by Proposition 4.5, $\gamma$ is optimal for $\operatorname{OCP}\left(\Gamma_{i}, k_{i}\right)$. Hence $Q_{i}$ is concentrated on $\operatorname{Opt}_{i}(\mathbf{Q})$, concluding the proof that $\mathbf{Q}$ is an equilibrium.
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