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Abstract

Automatic processing is mandatory to
build a global and fair view of opin-
ions and sentiments expressed on the web
through comments and reviews. Various
Extracting Tools (ETs) exists to automati-
cally analyse comments and reviews; how-
ever checking the accuracy of such tools
remain quite challenging. We propose a
new approach for that purpose. The main
idea is to use a data-to-text approach to
generate a synthetic corpus which can be
used to validate ETs. The data represent
what has to be said in which proportion
about something (i.e: 45% of the review
says the room is small). A set of reviews
(the synthetic corpus) is then generated
and the correctness of an ET can then be
assessed in regards to its fairness regard-
ing the original data.

1 Introduction

In recent years, the amount of comments left on
the internet exploded. These textual data are po-
tentially very rich sources of information to find
out the opinions of users. However, given the
large amount of comments that describe an item,
it appears complex and tedious to browse all of
them to get a general idea. That is why, Ex-
tracting Tools (ETs) (Salvetti et al., 2004; Jing et
al., 1998; Popescu and Etzioni, 2005; Labbé and
Portet, 2012; Rahayu et al., 2010) have been built
to generate summaries of the opinions expressed
through the comments. Checking the accuracy and
soundness of such approches remain difficult. The
current way is to use corpora of comments that
have been previously tagged by experts. These
corpora are used as input for the ETs so to check
and measure the accuracy of the extracted data.
Putting aside the fact that experts often disagree,

the annotation task by an expert panel is expensive
and concerns a relatively small set of texts.

Thus, it appears useful to develop a method to
check the relevance of data produced by ETs. The
approach proposed here take advantage of the gen-
eration of a synthetic corpus. In this corpus what
is said at which frequency is controlled so that
the ETs can be tested on large and various cor-
pora. A data-to-text approach is used to build a
controlled synthetic corpus. This approach can be
useful in many other natural language processing
tasks (POS, translation, entity extraction, ...).

2 Method

A very simple way of generating the sought cor-
pora would be to use a hand written probabilis-
tic context free probabilistic grammar. Unfortu-
nately, this kind of grammar would generate very
repetitive reviews unless putting the burden on
the writer of the grammar. That is why we pro-
pose an approach that learn the variety of existing
natural corpora, by learning two kind of model
language: 1) a probabilistic context-free gram-
mar (F. Jelinek, 1992; Chomsky, 1956) and 2) a
bi-gram model (Barbieri et al., 2012).

Learning sentences structures and word bi-
gram. Prior to the generation of the synthetic
corpus a probabilistic context-free grammar is
learn on a natural corpus so to generate various
kind of sentences. During this step, the resources
necessary for text generation are created. Relevant
resources are the probabilistic context-free gram-
mar (Klein and Manning, 2003) and the statistics
on bi-gram (a markov chains). The statistics re-
garding bi-gram are collected according the cou-
ples (word, tag).

Input data file As input of the generation pro-
cess a data file is given. This file contains the
number of comments/reviews to generate, a list of
features to describe and for each feature, a list of
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Figure 1: A synthetic sentence structure generated
thanks to a learned PCFG.

adjectives describing it. This is given as a set of
couples (feature, probability) and for each feature
a set of (adjective, probability). Which are respec-
tively the probability of appearance of a feature
and the probability of using a particular adjective
in references to a feature.

Generating synthetic sentence structure The
learned PCFG is then used to generate the syn-
thetic sentence structure. Random trees like the
one presented in figure 1 are obtained.

Choosing what to say at which frequency.
First the subject of a sentence is randomly chosen
and then inserted in the tree. In the same way, the
adjective to use in the sentence is chosen. Then,
we will use Markov chains on couple (words, tags)
to choose the other words of the sentence among
the ones from those revealed during learning.

Surface realization. The words are inserted un-
der a lemmatized form in order to allow the re-
alization of the sentence using a surface real-
izer (Gatt and Reiter, 2009) to obtain a proper sen-
tence.

Quality of the generated texts An example of
the process to generated a sentence is given in ex-
ample 2.1. The first set of experiment shows that
the quality of the generated texts mainly depends
on the training corpus. This can be explained by
the fact that when generated sentence structures
are too complex the quality of produced sentences
drops. The transformation of the tree generated
using the PCFG must also be transform into a tree

that fits the surface realizer abilities.

Example 2.1. 1. A morpho-syntactic tree is
generated
(ROOT (S (NP (DT wordl) (NN
word2) ) (VP (VBD word3) (ADJP
(JJ word4))) (. ) ))
2. Random selection of a feature (i.e. pool) and

an adjective (i.e. wide).
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. In the morpho-syntactic tree, the subject of
the sentence is set in conjunction with the
adjective to be used.

(ROOT (S (NP (DT wordl) (NN
pool)) (VP (VBD word3) (ADJP
(JJ large))) (. .)))

4. All other words in the sentence are chosen
using Markov chains.
(ROOT (S (NP (DT the) (NN
pool)) (VP (VBD be) (ADJP (JJ
large))) (. .)))

5. The realization is achieved (using Sim-
pleNLG (Gatt and Reiter, 2009)), to obtain a
grammatically correct English sentence. The
pool was large.

3 Conclusion

The generated texts generally expressed the good
informations, but not systematically. Similarly,
they are generally grammatically correct, but there
are still errors due to the parser used and the
method of realization with SimpleNLG which is
not suitable for some cases. In addition, when
using a restrictive grammar, produced sentence
structure does not vary enough in comparison to
what is found in real corpora of comments. How-
ever, if we use a more permissive grammar, the
risk of not controlling the expressed information
is increased. Eventually, regarding the global im-
plementation method, we can consider using it, if
we have a adapted learning corpus, to evaluate cer-
tain automatic analysis tools. Indeed, the prod-
ucts comments are composed of simple sentences
expressing clear information. So, if an automatic
analysis tool to assess cannot produced a relevant
summary, its effectiveness in front of a real corpus
of comments could be doubtful.
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