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How to ask a foreigner questions without knowing his language ?
Proposal for a conceptual interface to communicate thought.

Michael Zock & Ruslan Mitkov
LIMSI, B. P. 133, 91403 Orsay, France

Abstract: While much work hadeendevoted onhow to answer questionslittle work hasbeen
done on how task them. We shall discuss in this paper an extension of a system that tries to take
into account the following two facts : (pg¢ople learning a natirlanguage usdly know what they
want to say (content), what they do not knowh@w to say it, (b) &nguages learnt in @aatural
settingare a byproduct of learning facts abouth the world rather than a matter learnt for its own sake.

SWIM is anexploratoryenvironmentor students learning Fneh. The studenasks thequestions

and the system answers them. This kindygbroach rges an interging problem, namely, how to

ask questions in Enguageone doesn't speak yet ? While at present the system allows only for a
limited range of questions, we shall discuss later in plajser an extension thahauld allow for an

open ended dialoguen various topics (history of &nce, sporevents, etc.). In order tachieve this

goal, the system must bequipped with the followingcomponents : a dabase, a reasoning
component, aenerator for the outpugnd aconceptual iterface for the nput (vhat to say). We

shall discuss in this paper a small part of the latter: how to ask (generate) questions. By providing the
student with such an interface and a databasbppe to enable him to learn a language by learning
facts about the world.

Key words: natural language geraion, computer-assisted languagearing, natural learning
environment, conceptual interface, question taxonomy

1 Introduction

We shall be concerned here with the learning of a foreign language. More precisely, we are interested
in assisting the student ihe taskof communicatinghought. If wewant tomimick natural learning

by computer, we have to provide the student wittingerface thaallows him to engage in dialogue

as freely as people doiman-to-marcommunication.

Natural learning as opposed tostitutional learningis characterized by tHact thatthe learnemasks
questiongather than simphanswersthem. The pblemis, how to asksomeone a question in a
language one doesn't speak yet. Whileptimdlem of conceptuahput hasbeendiscussed at more
general level elsewhe(@ock, 1992), wewill restrict our discussiornere to the problem aisking
guestions. Although much work has been devoted on h@amngswer questions, little work hasen
done onhow to ask tem (but see, Kiefe, 1983; Groenendijk &Stockhof,1984; Sarantinos &

Johnson, 1992}

Obviously, therare severalvays to ask a quesn: (a) by meansf a natural languagésource or
target language)p) by usinga sublanguagdrestricted set otructuresn anatural lan-guage);(c)
by using an icon language; (d) by using a metalanguage.

1 uUnfortunately, when writing this paper, we didn't have access to these documents.
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We shall be concerned here only with the last wagprder to help theser indetermining a specific
guestion, we have to provide him with an interface that allows him to tell the system what it is that he
wants some information abouactorsor objects(who, to whom, by whom, etdime, space color,
shapeor size etc. Abstract labelssuch asspace color, shapeand size shall help theuser to
discriminate, let us sayme-questiongwhen), fromquestionsconcerningspace, speed, or size. As

this work is an extension of the conceptual interface of an exsyistgm, SWIM?2 let usstart by
providing a short description of it.

2 Goals of the system

The major goal of the system hetescribed is to provida "natural” environmen? for learning in
an intelligent and meaningfulvay to produe sentences ifrrench. Inorder toachievethis goal
several subgoalsave to beattained, mosprominently,the studentshould bemaximally integrated
into the process, that is that he should be active ratherehative (talkonly whenbeingasked), as
he usually knows best what his needs are. In conseqube&identshould beencouraged to ask
questionsrather than simphanswer them. The system allowl®e student toask the following
questions :

(1) How does one say <idea>?

(2) Can one say < linguistic form > ?

(3) How should one say <idea>"?

(4) Why does one say < form-1 > and nok form-2 >?
(5) What would happen if < conceptual modification > ?

(6) What would happen if < syntactic modification > ?

(7) What would happen if < word y > instead of < word x >?

(8) What is the difference between <formx> and <formy>?

The first communication-modéhow doesone say<idea>?) raises anteresting problem how to
control conceptual input, that is, how to tell the compwteatone wants to say (message) since one
doesn’t know yehowto say it in this particular language. Tiwmdamentaljuestionhere is in what
terms to code andommunicatehought. Shouldone usewords, 4 images, orabstract categories
(primitives, metalanguage), or a hybrid form of knowledge representation ?

3 Description of the system
The dialogue is initiatedy having theuser specifithe language invhich he wants t@ommunicate
his thoughts, and the communication mode. Let us assume that the chosen language was English and

2 SWIM is an acronym foBeeWhatl Mean ? It has been conceived by M. Zackl impemented by A. Laroui in
LeLisp on a Maclintosh.

3 A computerized learningnvironment is said to heatural, if new knowledge can bacquired as a by pduct of
another goal directed activity. We walk to get someeheot to learn to walk. We learn languages to
communicate, not to learn grammar. Natural learning is typically empirical (hypothesis tastingpsystmatic :
we observe or produce certairchangesand drawconclusions on the basiH the regularities baten a set of
covariations of the input(message) and the output (linguistic forms).

4 For example, one could use one's mother-tongue, in which case we would be faced with a translation problem.
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that the communication mode was “Halwesone say <idea> ?”. In thaase thesystemtraverses,
the tree in Figure 1 top to bottom left to right.

IDEA
Communication Proposition
Mode / \
* Predicate Argument
declaration
question /\ a— * ~
order Verb polarity Noun  Number Determiner
list of Tense iti i i
positive listof singular  definite
verbs ‘ negative nouns  plural  indefinite
past
present
future

Figure 1: A primitive interface to communicate thought

Obviously,the student doesn'seethetree. He isgiven a menu from which heas to choose. By
choosing (clicking) specific values from a set of attributes, the user tells the syisétime wants to

say. As the diague developsthe system buildghe underlying meaning in tHerm of conceptual
graphs. It then invites the user to try to express this meaning, after which it will output its own form.

Meaning-Representation
M S K

singular declarative plural
definite present perfect definite
negative

Write your sentence Le garcon n'a pas regardées les filles.

System's version Le garcon n'a pagegarddes filles.

Meaning-Representation Memory of Forms
mdgem - @—Omem —_ E 1) Le gargon regarde la fille.
A i ¢ 2) Le garcon n'a pas regardé la fille
singular i singular "
o declarative 3) Le gargon n'a pas regardé les filles.
definite present perfect definite
negative

Figure 2: An interface to learn empirically about the meaning-form relationship

As onecan sedrom Figure 2,the screen is dividednto five parts. The large window at the top
representghe underlying meaning of the messagstadent is tryig to convey. The next two
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windows contairrespectively the uss attemptto expresshis meaning anthe system’sversion.
Possible mismahes between these/o versionsare highlighted orthe screenThis allows the
system to draw the studert’s attertion to erors Actually, by looking at Figure 1 you can see that the
studentmade a mistake in theerb ageement'regardé"”. Finally,the two windows atthe bottom
represent, from left to right, a snapshot of the systemrisry of neani ng and the user’senory
of formThe former isa deviceto display, hence tarecall the unddying conceptuatepresentation
of a specific sentencehosen fromthe nenory of form w ndow whereasthe latter is an
incrementally built database (trace) of all the sentences encountered so far.

The ideabehind this separation is to alldiwe user tomake acontrastiveanalysis of meaning and
form betweentwo sentences. Choosing sentence in theenory of formwindov gives a
representation of the sentence's meaning the nenory of neani ng window. By comparing the
surface form andhe underlying meaning @fvo sentenceghe usercan appreciatéhe relationship
between meaning andrfo. Thecritical feature,the onethat isresponsible foithe difference of
form, is highlighted by the system. In our example it is the value "singular”. Past thistipeuger
has various options : tker he continues inthe basic caxmuni-cation modeHow does one say
<idea> ?), or he changes the kind of question he waisk. Let usuppose that he wants haild
a completely differensentence. In thisase he couléither gothroughthe whole routinewhich is
quite cumbersome, or heould performthe conceptual changes directely on gnaph. Obviously,
this latter method is much faster.

Actually, everything you see on the graph, except deep-case relations, is considered by the system as
a variable whose value mag changed directelyy theuser. Inorder to doso, he clicks orany of

the shown attributes (verb, tense, mode, etc.) and chooses a new value. For example, if he clicks on
the verb “regarder” (to watch) the systamswers bydisplaying alist of candidategrom which we

must choose. By clicking on the feature “presethig, system shows differemélues (presentpast,

future, etc.) of theariable “tense”, etcEverytime thesystem isgiven somepiece ofinformation it

will change the meaning representation accordiagly, if asked, outpuhe correspondingorm.

For example, ione started fronsentence (aaskingthe system tochangethe number ofthe direct

object from "singular” to "plural” it would produ¢k). If one asked tohange the tense frofpast”

to “present perfect”, it would produce (c), etc. (see figure 2)

(@) Le garcon regarddd fille (the boy watched theirl)
(b) Le garcon regardaigsfilles (the boy watched thgirls)
(c) Le garcoraregarddes filles (the boyhaswatchedthe girls)

5 Actually, that is one of the majadvantages of alract represnttionscompared to, let us sayars. Another
advantage is that this kind of representatibloves on-line howconceptual or pragmatic choices affect the
intermediatestructure, hence more or less directly the final form. In consequence, by displayiligeotne way
how the intermediate structure changésr each choiceye have a means ofioving from a black box to a glass
box. The former only shows how changes of the input (conceptual choices) are reflected in thembetpeas the
latter also shows how discourse choices (topicalisation, word choice, etc.) affect the intermediate levels.
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As one carsee, this methodallows for local as well agor global changes. Actally, the dialogue
describedcorresponds tdehe communication mode 5. ¢he changesnly one value eachtime,
askingthe system taell right awayhow this meaning changes reflected inform, one canvery
quickly build and explorea large searchspace. Actuallythis kind of dialoguebetween man and
machine is much faster and less tedious than it warilgetween a student aadeacherThe change
of meaning and the systengsneration of theorresponding forntake about asecond,evenfor an
untrained user.

Another communication mode tisgstem allows for igalled:Wiat woul d happen if <syntactic
modification>?. This mode allows the user to perfaertaintransformationsuch as passiveoice
or pronominalization. Irthe latter case the systemwill ask the user to specify whiclelement he
wants prononmalized (theboy, the girl, or both). Assumethat, starting fromthe conceptual
structure underlying sentence (a), tiser wants t@ronominalize respectiveljne agent,the object,
and finally both arguments. In these cases he would get the following :

Il regarde la fille. (he watches the girl)
Le gargona regarde (the boy watches her)
Il la regarde. (he watches her)

By exploring and contrastintpe differentpossibilities,the user ismeant to leartow variations of
meaning are reflected in form.

4 Discussion

The system's weadst point is itsconceptual compomé : onecanonly talk about a very limited
range offacts. Furthermorethe conceptual interface is surfacerather than adeep-structure
component : it already contains the lexitains and it knows which syntactic categoriesise, i.e.,
the program thinks in terms of the target language.

In the remainder othis paper we willmainly beconcernedwith the first point: the problem of
coverage. In order to enhance this part we intend to aithé Bystem a knowledge base (sports,
or history, etc.)and modifythe interface s@sto allow for various kinds of questionsoncerning
the information contained in the base. In order to do so we need a typology on questions.

5 A Possible Solution

Although a lot ofwork hasbeen donén the area ofquestion answerin§ (see figure3), little is
known about how to ask them.

6 For surveys, see Paris (1985), Allen (198hapter 16); Webber1987). A lot of esearchconcerning the
appropriateness of an answer has been done in the context of expert systems. The probéehthadeass, what

kind of information should be given in order to answagugstion usefully. For a discussion of some of these

issues, see McKeown & Swartout (1988); Moore & Swartout, (1988); Paris, (1990).
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BASEBALL (Green et al., 1963) BLAH (Weiner, 1980)

SYNTHEX (Simmons et al., 1966) HAM-RPM (v.Hahn et al, 1980)

SHRDLU (Winograd, 1972) OSKAR (Allen & Perrault, 1980)

LUNAR (Woods et al., 1972) CO-OP (Kaplan, 1983)

LUIGI (Scragg, 1975) XPLAIN (Swartout, 1983)

GUS (Bobrow et al. 1977) TEXT (McKeown, 1982, 1986)

LIFER (Hendrix, 1977) TAILOR (Paris, 1988,1989)

PLANES (Waltz, 1978) ROMPER (McCoy, 1989)

QUALM (Lehnert, 1978) EES (Moore & Swartout, 1990)
Figure 3

Probablythe bestknown work is W. Lehneis systemQUALM (Lehnert, 197). Sheintroduced
thirteen types of questions :

(1) Causal antecedent 8) Goncept conpl eti on
(1a) Why did Tom quit his job ? (8a) Who gave Mary the book ?
(1b) What caused the building to collapse ? (8b) What did John eat ?
(1c) How did the glass break ? (8c) When did John leave Paris ?
(1d) What resulted in John's leaving ?

9) Expectational question
(20 @al orientation (9a) Why isn't John smiling
(2a) For what purpose did Mary dye her hair ?| (9b) Why didn't Mary take the job
(2b) Mary left for what reason ?
(2c) Why did Mary drop the book ? (10)  Judgenental question

(10a) What should John do now ?
(3) Enabl enent question (10b) Why do you think that x is wrong
(3a) What did x need to do in order to leave ?
(3b) What did x need in order to leave ? (11) Quantification

(11a) How many people are here ?
(4) Causal consequence (112b) How ill was John ?
(4a) What happened after John left ? (11¢) How badly do you want the book ?
(4b) What if | don't leave ? (11d) How does John feel ?
(5) \Verification (12) Feature specification
(5a) Did John leave ? (12a) What color are John's eyes

(12 b) What bread of dog is Rover ?
(6) Disjunctive question (12¢) How much does that rug cost ?
(6a) Is John coming or going ? (12d) How old is John ?
(7) Instrunental - procedural (13) Request
(7a) What did John use to eat ? (13a) Would you pass the salt ?
(7b) How do I get to your house ? (13 b) Can you get me the coat ?

Figure 4: Lehnert's question typology

One of the main contributions of Lehnewsrk is that she sped out thekind of search-strategies
(where to look for in the data base) that are neededdier to answer guestion in an optimavay.
For example, enablementquestionsrequire anexamination ofevents causallyrelated to the
conceptual event in questiagusal antecedemjuestions require knowledge of caussponsibility,
proceduralspecificationquestiongrequire etrieval of instructionalnformation, etc.Unfortunatley,
Lehnert'sapproachhasseveral shortcomings. The criticisms one aaness aher work concern
granularity, completeness, correctness of analysis and metalanguage :
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1° Many question categories are too cogmsened. For exampleategories likdime
or quantity, clearly needrefinement,taking into account dtinctions such as
duration (how long), frequency(how often), starting point, end point (until
when), etc.

2° Some classificationare clearlyquestionable. Foexample,Lehnertconsiders the
following questions as belonging to different categories:

(a) How did you manage to see John ?
(b) How did John find his lost book ?
(c) How can we eat tonight ?

According toher, they do not belong to whathe calls Instrumental/Procedural
guestionsWhereas we feel that dlese questionask forinformation concerning

the method used in orderdchieve a givestate ofaffairs. Hence thesguestions

do belong tahe same category (methgdestions). Furthermore, vielievethat

various questionaregrouped inthe wrong categoryFor examplequestion (8c)
pertains tdime, question (lld) asks fdeaturespecification whereashe questions

(12c) and (12d) are questions about numerical values, hence, they should appear in
the category ofjuantification

3° Her definition of concept-completionquestions ( wh-questions) is also
problematic.Defining this category agjuestions that ask fahe completion of a
specific event is nmaningless,becausepractically all questims, except yes-no
guestions, ask for completion.

4° Finally, her metalangage is sometime®o exotic in order beaccessible to the
naive language user.

5° Last but nat least, Lehnert'systemcan not beused for ourpurpose, as it was
designed for answering questions, not for asking them.

Our goal in this paper is not to specify how to ansavguestion, but how task it. Tothis end we
need to make a taxonomy of questions. It should be noted however, that this taxonomy is only a first
attempt and should not be taken as a complete or definite account of questions.

6 A first sketch of a question taxonomy

Quedions can be about manthings. One canask questiongbout thetruth-value of a statement
(yes/no questionsor ask forthe meaningf a giventerm ¢equestfor definitior). One may query
information concerning theles played by individuals in a given scenario (Who dattion>?), or
ask for information concernirnguantity, quality or degreeof a given object. One maywish to know
which objets satisfya given state ofaffairs (wvhich-questions or one mayask questions about
time, space manner about theeasonsor motivationsfor a relationship holdingetweentwo states

of affairs, etc. Questions can thus refeemtire clausegyes-no questions) or to a specific element of
a clause:discourse objectgwho, what) or tothe actions processeseventsthese objects are
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involved in. They canalso refer tomodifiers (typically adjectives oradverbes), tospecific set
elementgwhich), tocircumstantial{space & time) and tmterclausal relationshipgwhy).

Obviously, questiongan beclassified according tearious pointsof view: pragmatic-functional
(speech-act)linguistic (yes/no giestions, wh-questiontag questias, etc.),conceptual(object of
the queson: actors, spacetime, etc.). Weshall be concernetiere mainlywith the conceptual
classificaion. Actually, we shall deal hereonly with drect questions whosecope is asingle
argument (wh-question) not the entire clause as this would be the case of yes/no questions.

One reason why alinguistic classificationis not adequatefor our purpose is thalinguistic
classifications tend tde done onthe basis ofsurfaceforms (distinguishinglet us say, how
questions, fromvhat questions, etc.)The problemwith this approach is thajuestion markers are
highly ambiguous. For stance thequestionmarker how, may beused to ask folquantitative
information concerningize distance frequency etc.

Howare you ? (state)

How did you get here, by train &y bus ? (means of transportation)
How did you solve this problem ? (nhed)

How did you sleep ? nfjanner)

How do you want me to paint thisom, (value ofan attribute)

pink or white ?

«Where may be used to query informaticoncerningorigin, direction, locationgtc. &Vhy » may
be used to ask faeasonscausespurposer motivations etc.

In this paper we begin witthe assumptionhat theuser ofthe systemknows what his question is
about (motivation). The problem to be solved is to find the surface formsthie questionmarker
and thecorrespondingsentencestructure. Inorder to do so wassociateeachquestion type with a
sentence template, composed of the question marker and the corresponding syntactic form.

Question concerning Sentence template Example

Attribute Who <num.value> <function> <country>?  Whowas the first king of France ?
Quantity How <number> <object> do you have ? How manychildren do you have ?
Reason Why<aux> <person> <action> <object>? Whydid John sell his car ?
Agency Who<action> <object> ?< Whobought this house ?

Degree How <attribute> is <object> ? How old are you ?

Identity What<name> <person> ? Whatis your name ?

We shall now provide a firstsketch ofour questiontaxonomy. Accading to the object of the
guestion(actors, atibutes of theactors, quantity, etc.) wewill talk aboutrole-questionsfeature
specification questions, degree questions, etc.

6.1 Role-questions :The form of the questionmarkerdepends orthe role playedy the object
the quedion is about, ard on its inhereh semantideatures.(animatevs. inanimate:who vs. what).
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The corresponding formarethusinflected or not\yho vs. whom) and preceded by preposition
(to, for, by, etc.).

<Agent-Object> Whokilled <person> ?
Whatdid you see ?
<Co-agent> Whodo you work with?
<Beneficiary - Destination> To whomdid she send this letter?
For whomdo you work?
<Source> From whomdid you borrow this money?
<Means - Instruments> Whatdid <person> use to eat this with? (fork/chopsticks)
<Instrumentality> Whatshall | eat this with? (with a fork or with chopsticks )

<Possessor> / <relationship> Whosebook is on the table?
Whoseson won the price ?

6.2 Event questionsnay refer either to the entire event (a), or to the action (b).

(a) What happened ?
(b) What did he do ?

6.3 Feature specifications questionsask for gecifications along a given dimensigcolor,
size, shape, moral judgements, etc.). These kind of questions are often introdwbaddmhow.

<identity-name> What's your name ?

<origin> What's his nationality ? Where does he come from ?

<time> What's the time now in <country> ?

<age> How old ixperson>? What is his age ?

<size> How <size> is <person>?

<color> What colomare her eyes ? Which color ? What kind of color ?
<price> How much does this car cost ? What's the price of this car ?

6.4 Degree question$he answer to degree questionan be more or less precise, that is, it can
either be a numerical value, or a hedge adverb tjkée very, much, etc.

<speed> How fast does he run ?

<age> How old is he ?

Degreequestionsas opposed tteaturespecification questionsuppose thahe value of a given
attribute is knowr( for example:blue if the question hadeen: ¥Vhatcolor are his eyes?»). The
underlying meaning of this kinaf question ido provide information concerninghe degree along a
given scaldcolor, size,temperatureage, etc.) Degreequestionscanalso beinterpreted ageature
specification questiongor example, a question like «<How old is he ?» could be anspezeidely
by giving a numerical valuike «32», or morevaguely, by using &edge like quite, pretty,very,
etc.».

6.5 Manner questionsas opposed tteature specification questiongualify actions,e.g. «how
<action> ?» as opposed to «how <state> <object>?», or «how <value-attribute> <object> ?»

How did you sleep ?
How did he perform ?

6.6 Set specification questionsuppose thathere areseveral objectsf the samekind, out of
which we have to choose the one(s) that has (have) the feature(s) ascribed.

Who is the most intelligent student ?
Which book have you read ?
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Which country do you live in ?

6.7 Quanticative questions :Objects can be quantified in an object{adsolute relative) or
subjective way with regard to some reference point (size, degree, moral/esthetical value)

<length> How long is this?
<frequency> How often does this happen?
<distance> How far is Istanbul from here?
<intelligence> How intelligent is John?
<emotional state> How much do you love her ?

6.8 Spacequestions. With regard tospaceone has to distinguisbetweenpositions, direction,
containmentetc. In may languagesther than English onkas also to distinguishetween the
sourceand thedestination

<place> Where do you live?
<diredion-destinaion> Where are you going to ?
<source-origin> Where do you come from ?
<containment> What do you keep the butter in ?

6.9 Time questions. With regard totime one has to distinguislamong othethings, between
duration, frequency, perspectifigeginningvs.end

<point> When / at what time did you arrive ?

<unit of time> What day is today ? What time is it ?

<frequency> How often do you train ?

<duration>(For) Howong do you work ?

<past-now> Since when ? For how many <units of time> did you work ?
<end point> Until when will this last?

6.10 Motivational questions ask information aboutreasons causes motivations and
conventions (rules). Weshall distinguishcausedrom motivationsin the sense thathe former are
located in the past, while the latter are more like goals, being located in the future.

<reason-cause> Why did she leave her job ?
<reason-motivation> What do you need this for ?
<reason-convention> Why does one say such and such ?

6.11 Hypothesis questions: These kind ofquestionsconcernpossible consequences of an
action.

<hypothesis-consequence> What would happen if <action> ?

6.12 Conditional questions requestthe conditions under which acertain actionshould be
performed.

When should | <perform action> ?
When shall | take these drugs ?

6.13 Methodquestionsask about the procedure used to solve a problem.

How did you solve the problem ?
How did she cook this dish ?

6.14 Structure & functioning questions ask for information concerningthe struatire
(architecture, parts, etc.) and the functioning (performance) of some object or system.
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How is this system organized ?
How does the television set function ?

7 Conclusion

We have presented system undedevelopmentwhose goal is to assigeople in learning a
language. In the second part of the paper we have discussed a possible extension based on a questior
taxonomy that should allow people itdgeractfreely with a database. In doing so wal hopefully

meetthe student'sinterests andur intial goal, namely, to helphe studentlearn a language by

learning facts about the world. Thukssification is by no meam®mpletenor necessarilycorrect in

all its details. Howevert is meant tayivethe reader aidea of the direction obur current research

efforts. Obviously, more work is needed.
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