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Abstract. Most attempts to provide automatic techniques to detect and
locate suspected tumors in Magnetic Resonance images (MRI) concen-
trate on a single MRI modality. Radiologists typically use multiple MRI
modalities for such tasks. In this paper, we report on experiments for
automatic detection and segmentation of tumors in which multiple MRI
modalities are encoded using classical color encodings. We investigate
the use of 2D convolutional networks using a classic U-Net architecture.
Slice-by-slice MRI analysis for tumor detection is challenging because
this task requires contextual information from 3D tissue structures. How-
ever, 3D convolutional networks are prohibitively expensive to train. To
overcome this challenge, we extract a set of 2D images by projecting the
3D volume of MRI with maximum contrast. Multiple MRI modalities
are then combined as independent colors to provide a color-encoded 2D
image. We show experimentally that this led to better performance than
slice-by-slice training while limiting the number of trainable parameters
and the requirement for training data to a reasonable limit. 1
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1 MRI Segmentation

Radiologists detect pathologies by visual inspection of X-rays, Computerized
axial tomography (CAT) scans, and Magnetic Resonance Images (MRI). Unfor-
tunately, competent diagnosis requires years of experience, and many common
pathologies are misdiagnosed. MRI images, in particular, are difficult to inter-
pret, as an accurate diagnosis can require adjustments to a number of parameters
and the use of multiple MRI image modalities.

The automatic segmentation of MRI images offers a unique set of challenges.
Pixels in each 2D image must be considered as part of a 3D volume as neighbor-
ing voxels provide contextual information that can be important for interpre-
tation. This information can be lost when processing each slice independently.
Approaches based on slice-by-slice segmentation of pathologies tend to ignore

1 This work has been partially supported by MIAI@Grenoble Alpes (ANR-19-P3IA-
0003)
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this information. On the other hand, 3D convolutional neural networks used for
direct 3D segmentation require training large models as well as a considerable
computational power and training data to converge. One possible approach to
overcome this limitation is to transform the MRI 3D volume into 2D images
using projections or slices at various angles [1, 2, 3]. However, different MRI
modalities provide different information. Radiologists use multiple modalities
when manually segment pathologies in MRI images.

Traditionally, radiologists use classical segmentation methods to segment dif-
ferent MRI modalities using techniques such as thresholding, region growing,
edge detection, K-means [4, 5, 6]. With the rapid advances of artificial neural
networks, a variety of MRI segmentation methods have been demonstrated to
provide very promising tools to help radiologists. These approaches take an MRI
image and produce a segmented image on areas of interest. Such approaches ei-
ther process the whole 3D volume at once as in 3D U-Net [7] or they treat the
MRI image slice-by-slice where each slice is processed independently. In some
cases, slice-by-slice analysis is followed by intra-slice processing in a form of
recurrent neural networks as in [8, 9, 10]. Approaches that treat the image slice-
by-slice can be more affordable in terms of model size and number of parameters
than approaches that treat the whole image at once. However, this generally
comes at the cost of a reduction of performance.

Most work on automatic MRI segmentation either rely on a single MRI
modality or consider each modality separately. To overcome the limitations of
2D approaches, several works have investigated ideas to transform the 3D MRI
volume into 2D while keeping some kind of contextual information. These tech-
niques include the use of multiple planes from different angles of an MRI image
[3, 11, 12]. In addition, some recent works have investigated the use of MRI image
projections from 3D to 2D using statistical measures such as Maximum Intensity
Projection (MIP) [1, 2]. Few works have investigated the effect fusion of different
medical imaging modalities. In [13], (CT, PET and MRI) images are color-fused
which make them visually appealing and offer an accurate representation of the
source images, and thus improving the diagnosis.

In this paper, we investigate the use of multiple MRI modalities for the auto-
matic segmentation process, and examine the trade-off between computational
cost and segmentation quality for different MRI modalities. To fuse MRI modal-
ities, we encode each modality on a color channel and use encoded images as
input for the automatic segmentation. We study the effect of using 2D pro-
jected images of the MRI volume instead of using the whole volume to minimize
computational cost while preserving performance. We investigate an alternative
approach for overcoming the limitations of 2D approaches by using Maximum
Intensity projection of MRI volumes while exploiting information presence in
different modalities by fusing them in color spaces.
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(a) RGB (b) XYZ (c) HSV (d) LAB

Fig. 1. Color-based fusion of MRI modalities. First row is slice-by-slice fusion. Second
row is fusion of the Maximum Intensity Images of each modality. The fused modalities
are (Flair, T1GD and T2) on different color-space channels, respectively.

2 Fusion of MRI Modalities

Different MRI modalities are employed for clinical diagnosis. These modalities in-
clude T1-weighted MRI (T1), T1 with contrast enhancement such as Gadolinium
ions (T1GD), T2-weighted MRI (T2) and FLuid-Attenuated Inversion Recovery
(FLAIR). Different MRI modalities show different information about the pathol-
ogy. T1 shows healthy tissues with high intensity and the pathology with low
intensity, T2 images represent pathology with high intensity. In T1GD images,
the tumor border can be easily distinguished by the bright signal of the accu-
mulated contrast agent in the active cell region of the tumor tissue. In FLAIR
images, signal of water molecules is suppressed which helps in distinguishing
edema region [14].

To exploit the knowledge that exists in different MRI modalities, we study the
fusion of MRI modalities using a color space for brain tumor segmentation. We
compare modality fusion using different color-space. These include RGB, XYZ,
HSV and LAB. For the XYZ space; Y is the luminance, Z is quasi-equal to blue
in RGB and X is the mix of three colors RGB, HSV is a color space that combines
Hue, Saturation, and Values from different modalities and LAB is composed of
L the luminance, A is a color value between green and red and B is a color
value between blue and yellow. Of these spaces. RGB offers a linear fusion of
the different modalities. The fusion with the other modalities is computed using
color-space transformation formulas that transforms the fused image from the
corresponding color space to RGB.
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Fig. 2. Our model architecture. The input is a color-fused image of MRI modalities
projected with Maximum Intensity projection. The 3D MRI image is rotated with ”a”
degrees. These projected images are input to a standard 2D U-Net. After that, the
segmentation volume is reconstructed from the decoded U-Net output. After that, the
segmentation volume is passed through refinement and normalization operations before
producing the final pixel-wise segmentation.

Model structure , Our model architecture is shown in Figure 2. The base model is
a standard U-Net model randomly initialized. The model receives fused 2D pro-
jected images extracted from MRI volumes of different modalities. The output
of U-Net is used for 3D reconstruction of the images followed with a denoising
layer. For training, we use a joint loss function of Dice loss and Cross-Entropy
Loss, each contribute equally to the final loss. The implementation code of our
method is available 2.

Preprocessing , We extract multiple Maximum Intensity Images (MIP) from the
3D volume of MRI by rotating the volume from 0◦ to 180◦ around the axial
plane with a steps and then project the resulting volume on the axial plane. We
fuse MIPs from different modalities using a specific color-space. The resulted set
of 2D images are used for training. We take color-fused MIPs of each angle and
pass it to our model.

Linear Reconstruction , We use linear reconstruction to form a 3D tensor from
2D activation maps. Starting from an empty 3D tensor that matches the size
of the 3D output mask, we add the first activation map to all the slices of the
tensor. Then, we rotate the reconstruction tensor to match the angle of the new
projection image, and we add the values of that projection to the resulted tensor
from the previous computation. A voxel value in the result tensor is defined as
the sum over the corresponding 2D projected values. This is repeated until all
projections are added to the reconstruction tensor. Then the tensor is rotated
one last time so that it goes to its original state.

2 https://github.com/Nachwa/Color-MRI-Seg

https://github.com/Nachwa/Color-MRI-Seg
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Model Dice Precision Recall # Params

2D U-Net [17] 61.63 59.39 65.91 17M
Proj U-Net [1] 64.22 72.79 59.64 17M
2.5D U-Net [18] 64.98 62.86 67.26 -
3D U-Net [19] 85.81 91.00 83.12 51M
Ours 79.20 79.06 80.94 17M

Table 1. Segmentation results of our model with HSV color fusion compared to other
competitive techniques. 3D U-Net and 2.5D U-Net results are reported in [19] and [18]
respectively while the results of the other models are implemented.

Denoising , The linear reconstruction process produces artifacts and thus, the
reconstructed volume needs denoising. The denoising process involves an average
pooling layer with a kernel of (2x2x2). This is followed by an instance normal-
ization layer and activated by a Sigmoid function to output the final predicted
mask of the pathology.

3 Experimental Evaluation

For our experiments we used the BRATS 2017 dataset from the MICCAI Med-
ical Imaging Decathlon [15, 16]. This dataset set provides Magnetic resonance
images for the segmentation of brain tumor. The dataset contains four MRI
modalities: Flair, T1, T1 with Gadolinium (T1GD), and T2. During our exper-
iments, we use a fusion of Flair, T1GD and T2. The tumor/pathology has the
highest intensity in T2 and Flair. In T1GD, the active part of the tumor has
the highest intensity. We exclude T1 from our experiments since the pathology
response to T1 modality has the lowest intensity which is incompatible with
Maximum intensity projection.

The dataset provides labels for Edema, enhanced tumor, Non-enhanced tu-
mor and Background. We consider for our experiments two classes only: The
pathology which includes enhanced and non-enhanced tumor, and the back-
ground class which includes edema and background labels. For the evaluation of
our experiments, we use four metrics: Dice score, Intersection over Union (IoU),
Precision and Recall.

3.1 Comparison with 2D/3D U-Nets

We compared our model with three already established models that can give us
a good idea how well fusion and projections work in comparison with standard
slice based or 3D image techniques. We compared with 3D U-Net with instance
normalization and leaky ReLU which segments the whole 3D image [19]. Another
method that we use for comparison is 2D U-Net [17] which segments each slice
from the volume separately without taking into account the relationship between
the slices. The third method that we used for comparison is 2.5D U-Net which
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Modality Dice IoU Precision Recall

S
in

g
le T1GD 72.50 60.56 77.78 72.08

T2 63.80 51.81 70.59 63.68
FLAIR 66.07 50.97 64.77 70.58

F
u
si

o
n RGB 76.46 65.17 79.39 78.34

XYZ 76.00 62.92 81.41 73.36
HSV 79.20 67.04 79.06 80.94
LAB 78.10 65.59 77.51 80.38

Table 2. Tumor segmentation results of our model on different modalities. First rows
are the results of each modality alone. Last rows are the results of fusing these modal-
ities in corresponding color spaces.

takes a group of slices together for segmentation. When considering our method
and these methods, we wanted to find a network that provided good quality of
segmentation and does not need too many resources so that it can be used in
real situation.

From Table 1, we found that 3D U-Net is performing the best for segmenting
brain tumor in MRI. Our network placed second in terms of the quality of
the segmentation after 3D U-Net. Our model outperforms, 2D U-Net which
operates on slice by slice basis for the segmentation. Our model also outperforms
both Proj U-Net and 2.5D U-Net which consider relations between slices either
by using maximum intensity projections or using skip connections respectively.
These results show that our model take advantage of the multi-modality fusion
in addition of the intensity projection. Note that we report results of Proj U-Net
using other modalities in Table 3 (top).

In terms of parameters 3D U-Net requires a high number of parameters to
tune with 51 million. On the other hand, both our method and 2D U-Net require
only 17 million parameters to tune. Following these experiments, we found that
our proposed network provides a good balance between quality of segmentation
and the training parameters needed.

3.2 Comparison with a single modality

In order to compare the differences in the quality of segmentation using a single
modality and fusion of modalities, we compared the fusion of T1 with Gadolin-
ium (T1GD), T2, Flair using RGB, XYZ, HSV and LAB color spaces. During
these experiments, we have chosen against using T1 modality, because we use
Maximum Intensity Projections and the pathology there has the lowest intensity
while the healthy tissue has the highest intensity, so in that projection nothing
significant can be observed in T1.

Comparing only the results for single modality, we can note that segmenting
T1GD as input achieved the best results. This is likely the consequence of using
the contrasting agent which highlights the active part of the tumor and could be
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Method Dice IoU Precision Recall

A with T2 52.15 40.81 57.68 56.59
A with T1GD 52.92 39.86 64.68 48.25
A with Flair 64.22 49.73 72.79 59.64

B A + RGB Color Fusion 72.23 58.32 74.93 72.20
C B + Leaky ReLU 72.43 58.79 77.04 71.25
D C + Instance norm 76.46 65.17 79.39 78.34
E 2D-UNet + RGB Fusion 67.09 55.69 64.83 70.35

Table 3. Ablation study shows the effect of our model structure choices. Method A
(Proj U-Net) is implemented as described in [1]. Method D is our proposed model using
RGB color fusion.

used in finding easily the boundary between the healthy tissue and the pathology
which is a very important part in projection-based segmentation. On the other
hand, the results for T2 and Flair alone are not as good, because on those images
in addition to the pathology, the edema (swelling caused by the pathology)
can also be seen with higher intensity than the healthy tissue and finding the
boundary there would be more difficult.

From Table 2, we found that fusing the modalities in a color space makes
a great difference in the quality of the segmentation. The use modalities fusion
shows more details about different parts of the pathology. From our sample
fusion images in Figure 1, we can see that the fusion in the HSV color space
is visually more apparent than the other examples; in particular, we can notice
that blood vessels in T1 with Gadolinium do not show in the image and the
difference between the active tumor and the tumor core can be spotted easily.

From Table 2, we can see similar conclusion, fusion with HSV color-space
outperforms the other color-spaces. RGB has an advantage over the other color
spaces as it does not need any additional computation, so we can directly stack
the projections of different modalities after normalization. For simplicity, we use
RGB fusion for the rest of our experiments.

3.3 Ablation Study

In this section, we discuss our choice of the activation function and the normal-
ization layer. In the related works [1, 2] they used ReLU as activation function
and for normalization they choose Batch normalization.

When the activation function is ReLU, all negative values are reassigned to
0 while all positive values stay the same. The assigned of all negative values to
0 can lead to the vanishing gradient problem which can subsequently stop the
network from training. One solution for this problem is to use leaky ReLU. For
all negative values, leaky ReLU assigns them to the result of the multiplication
of the value with 0.1 which removes the problem of neuron reaching 0 and dying.
Thus, we wanted to experiment if changing the activation function would improve
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the segmentation. The results from this experiment can be found in Table 3 (Row
C) and we found that leaky ReLU improves the segmentation.

When working with medical dataset, we can expect that the pathology class
would have less samples than the background, because the background contains
the background of the medical image and the healthy tissue. In batch normaliza-
tion, all images in the batch would be normalized together and, in our network,
that would mean that all images from one patient are normalized together. In-
stance normalization normalizes each projection on its own. From Table 3 (Row
D), we found that Instance normalization can significantly improve the segmen-
tation of the pathology in all reported metrics.

We also compared the use of projected images against using the MRI all
slices directly. Using maximum intensity projected images, the preprocessing
time is 0.2 seconds for one patient, and additional half a second for the inference
segmentation of the 3D image. On the other hand, segmentation using slice-by-
slice MRI is 15 times more costly. Although, training slice by slice uses more
data and takes more processing time, it does not improve the quality of the
segmentation. From the results in Table 3 (Row E), we can notice that Modality
fusion can improve the performance of standard slice-by-slice 2D-UNet with
about 6 points. However, the use maximum intensity projection with the linear
reconstruction improves the quality of the segmentation by about 10% over 2D-
UNets.

4 Conclusion

In this paper, we investigate the fusion of Maximum intensity projected (MIP)
images of MRI modalities using color spaces. We use MIP images of the MRI
volume at different angles to minimize the processing time. We then color-fuse
these projected on the RGB color space. In addition, we compare the perfor-
mance of our model to 3D, 2.5D, and 2D U-Nets and show that our pipeline
architecture provides a trade-off between performance and computational cost.
We found that the use of modality fusion in a color space can improve the
segmentation quality and the training time while preserving similar number of
training parameters as 2D U-Net.
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