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By means of density functional theory plus dynamical mean-field theory (DFT+DMFT) calcula-
tions and resonant inelastic x-ray scattering (RIXS) experiments, we investigate the high-pressure
phases of the spin-orbit-coupled Jeff = 3/2 insulator GaTa4Se8. Its metallic phase, derived from the
Mott state by applying pressure, is found to carry Jeff = 3/2 moments. The characteristic excitation
peak in the RIXS spectrum maintains its destructive quantum interference of Jeff at the Ta L2-edge
up to 10.4 GPa. Our exact diagonalization based DFT+DMFT calculations including spin-orbit
coupling also reveal that the Jeff = 3/2 character can be clearly identified under high pressure.
These results establish the intriguing nature of the correlated metallic magnetic phase, which repre-
sents the first confirmed example of Jeff=3/2 moments residing in a metal. They also indicate that
the pressure-induced superconductivity is likely unconventional and influenced by these Jeff = 3/2
moments. Based on a self-energy analysis, we furthermore propose the possibility of doping-induced
superconductivity related to a spin-freezing crossover.

Introduction – Identifying and characterizing the
phases and phase transitions of materials is a central
theme of condensed matter physics. The discovery of a
new type of phase often requires theoretical analyses of its
essential nature, as well as clarifications of the relation-
ship to other known phases and the possible transitions
into nearby phases. As a well-known example, unconven-
tional metal states in cuprate phase diagram hold many
mysteries [1–4]. Being clearly different from a Fermi liq-
uid, these anomalous metallic phases can be a precursor
or competitor of unconventional superconductivity [5–7].

The lacunar spinel GaM4X8 (M=V, Nb, Ta, Mo; X=S,
Se, Te) is a fascinating class of materials which exhibits
multiferroic, skyrmion, and resistive switching phenom-
ena [8–14]. GaTa4Se8, in particular, has been highlighted
as an interesting example that undergoes a paramagnetic
Mott insulator to metal transition (IMT) under pressure
[15–18]. Furthermore, recent studies elucidated the sig-
nificant effect of spin-orbit coupling (SOC) and showed
that its ground state carries spin-orbit entangled (so-
called) Jeff=3/2 moments [19–21], which is the first con-
firmed example of this kind. Considering the observed
IMT followed by a superconducting transition as a func-
tion of pressure, the identification of the Jeff=3/2 Mott
phase at ambient conditions immediately generates a se-
ries of important questions: If the metallic phase is a
conventional Fermi liquid, it is a more or less trivial case,
and the superconductivity observed at higher pressures is
also likely of the conventional type. On the other hand,

if it is a correlated metal which still hosts Jeff = 3/2
moments, it can be regarded as a new type of metallic
phase, and the observed superconductivity is more likely
to be unconventional.

In this Letter, we try to elucidate the nature of the
pressure-induced metallic phase which emerges out of
the Mott insulator without doping. By means of reso-
nant inelastic x-ray scattering (RIXS) experiments and
density functional theory plus dynamical mean-field the-
ory (DFT+DMFT) calculations, we investigate its de-
tailed electronic and magnetic properties. We find that
the characteristic L3 peak is clearly observed even in the
metallic regime while the forbidden L2 peak is absent.
This observation together with the simulation results
clearly identifies the novel metallic state with Jeff = 3/2
magnetic moments. We discuss its implications regarding
the superconductivity at higher pressure. Finally, we ex-
plore another intriguing possibility in this material. Our
self-energy analysis shows that electron doping can in-
duce a spin-freezing crossover, a phenomenon which has
been previously linked to unconventional superconduc-
tivity [22]. These results will hopefully stimulate exper-
imental efforts to clarify the properties of this material
under chemical or other types of doping.

Electronic structure and insulator-metal-
superconductor transition – GaTa4Se8 is composed
of well-separated GaSe4 and Ta4Se4 molecular clusters
as shown in Fig. 1(a). The Fermi level (EF ) is dominated
by t2 molecular orbitals which are derived from Ta-t2g
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FIG. 1. (a) Crystal structure of GaTa4Se8. Red, black and
green spheres represent the Ga, Ta and Se atoms, respec-
tively. (b) A schematic pressure-temperature phase diagram
of GaTa4Se8. The cyan, green and red colored region rep-
resents the Jeff = 3/2 Mott insulating, metallic and super-
conducting phases, respectively. It should be noted that the
phase boundary lines have not yet been well identified due
to the lack of experimental information. (c) Schematic elec-
tronic structure near EF which is dominated by molecular
orbital states of the higher-lying t2 and lower-lying e and a1

type. The t2 levels are further split into Jeff = 1/2 and 3/2
by SOC. At ambient pressure, the Mott gap is stabilized by
the on-site Coulomb interaction U .

atomic orbitals [14–18, 20, 21, 23, 24]. On top of the
spin-orbit splitted molecular Jeff = 3/2 quartet and
Jeff = 1/2 doublet, the on-site Coulomb interaction
(U) induces a Mott gap in the quater-filled Jeff = 3/2
bands; see Fig. 1(c) [20, 21]. This spin-orbit entangled
molecular Jeff = 3/2 Mott phase was first predicted
by DFT+SOC+U calculations [20] and then confirmed
by RIXS experiments [21]. Here the ‘on-site’ Coulomb
repulsion U represents the interaction within molecular
t2 orbitals rather than atomic Ta orbitals [16, 18, 23].

Largely unexplored are the IMT and the metal-to-
superconductor transition, both of which are induced by
applying pressure (without doping; see Fig. 1(b)) [15–
18]. The pressure-dependent crystal structure data [16]
indicate that the Mott IMT is caused by the increased
hopping integrals between the Ta4Se4 molecular units.
This bandwidth controlled IMT was studied based on the
three-orbital Hubbard model within DMFT-QMC (quan-
tum Monte Carlo) [18]. However, the effect of SOC has
not been taken into account and therefore the Jeff = 3/2
state could not be realized.

DFT+DMFT phase diagram: The effect of SOC –
With this motivation, we first performed DFT+DMFT
calculations with SOC (See Supplemental Materials for
computation details [25]). The calculated phase diagram
is presented in Fig. 2. The red and blue colored regions
represent the insulating and metallic phases, respectively.
We note that at U > 0.7 eV, pressure can always induce
the transition and that the critical value of Uc is gradu-
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FIG. 2. Calculated phase diagram for GaTa4Se8 as a func-
tion of U and pressure within DFT+DMFT+SOC (at zero
temperature). Blue circles, red diamonds and green triangles
represent the calculated points corresponding to the metallic,
insulating, and coexistence phase, respectively. The realistic
value of U ≈ 0.8 eV is depicted by a gray arrow.

ally increased as pressure increases.

By including SOC, the calculated phase diagram shows
a good quantitative agreement with the experiments.
Considering the neglected frequency dependence of U in
the DMFT procedure, we expect that the realistic effec-
tive interaction strength is slightly larger than the con-
strained random phase approximation (cRPA) value of
UcRPA = 0.7 eV; U ≈ 0.7-0.9 eV [26]. With U = 0.8 eV,
the IMT occurs at P ≈ 5 GPa as shown in Fig. 2. This is
in good agreement with previous experimental data re-
porting a critical pressure Pc of 5-7 GPa [17, 18]. It is im-
portant to note that, in the previous DMFT calculations
(without SOC), the critical Uc of 1.2 eV [18] is signifi-
cantly larger than our value. Also, if we follow Ref. 18
and identify the calculated coexistence region with the
hysteresis region observed at intermediate pressure in the
resistivity measurement [18], our results are in even bet-
ter agreement with the experiment. Hence, without the
effect of SOC, the experimental phase boundary cannot
be well reproduced and the Jeff = 3/2 moments are not
formed.

Metallic Jeff=3/2 states: RIXS experiment – The di-
rect evidence of the novel Jeff = 3/2 Mott phase at am-
bient pressure came from RIXS [21]. As an element-
specific photon-in and photon-out measurement using
dipole transitions between Ta 5d and 2p3/2 (L3) or 2p1/2

(L2), RIXS was able to detect and compare the excita-
tion spectra at both edges. The compelling evidence for
Jeff = 3/2 was the presence and the absence of a ∼1.3 eV
peak at L3 and L2, respectively, which is directly based
on the quantum mechanical selection rules [21]. Here we
adopt the same approach to probe Jeff = 3/2 moments in
the metallic regime and perform the pressure-dependent
RIXS measurements (See Supplemental Materials for ex-
perimental details [25]).

Figure 3(a) shows the RIXS spectra at the L3-edge un-
der pressure. The positive sign in the energy represents
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FIG. 3. (a, b) Pressure-dependent RIXS data at the (a) L3

and (b) L2 edge. The different symbols and colors represent
different pressure values.

energy loss. Strong low energy intensities for all high-
pressures are mostly attributed to an extrinsic scattering
from high-pressure environments such as the Be gasket
and the diamond anvils, and those intensity tails largely
affect the spectral features below 0.4 eV [27]. The insu-
lating phase (1.8 GPa) spectrum shows two broad fea-
tures around 0.7 eV and 1.3 eV. At higher pressures, low
energy high-pressure environment scattering intensities
become stronger, leading to seemingly larger intensities
around 0.7 eV, because the gasket and the diamond anvil
become closer to the sample at high pressure. The sharp
peak around 0.7 eV seen at 3.3 and 5.7 GPa comes from
high-pressure environments. On the other hand, the 1.3
eV peak feature is marginally affected by the tail of the
extrinsic scattering and free from any sharp high-pressure
environment scattering peak. The 1.3 eV peak originates
from the orbital excitation in between the occupied e and
a1 state and the unoccupied Jeff = 1/2 state [21]. The
ambient pressure RIXS measurement showed that the 1.3
eV peak intensity is largely modulated with the crystal
momentum transfer and the sample angle [21]. The 1.3
eV peak intensity is weak in the sample orientation used
for the spectra in Fig. 3(a). It is important to note that
the 1.3 eV broad feature is, although weak, visible up to
the metallic phase (5.7 and 7.1 GPa) and its energy po-
sition and width more or less stays the same. For further
analysis, see Supplemental Materials [25].

Figure 3(b) presents our main experimental RIXS
spectra at the L2-edge under high pressure. In this
high-pressure sample, the extrinsic scatterings from high-
pressure environments happened to be weaker compared
to the case of the L3-edge measurement, and therefore,
we resolve orbital excitations above 0.4 eV without high-

pressure environment contamination: the low energy ex-
trinsic scattering intensities are similar for all high pres-
sures and no sharp high-pressure environment scatter-
ing peak is seen. The 0.7 eV peak at the L2-edge was
assigned, in the previous work, to excitations from the
occupied e and a1 to the unoccupied Jeff = 3/2 states
[21]. Upon entering the coexistence regime (P ∼ 2 GPa;
orange), the peak becomes broadened with its intensity
reduced. Up to 6 GPa, the peak width and energy are
insensitive to the pressure. In the metallic phase (P =
8 and 10.4 GPa; gray and black), the peak width is fur-
ther broadened. A more itinerant Jeff = 3/2 state may
contribute to the peak broadening in the high-pressure
metallic phase by affecting the local coherent RIXS pro-
cess. Consistent with the ambient pressure RIXS study,
the insulating phase spectrum (P =0.9 GPa; red) shows
that the 1.3 eV orbital excitation seen at the L3-edge is
totally suppressed at the L2-edge due to the destructive
quantum interference of the Jeff state. Importantly, the
spectral intensity profile in the 1.3 eV excitation region
is insensitive to the applied higher pressure up to 10.4
GPa, confirming that the Jeff state persists in the high-
pressure metallic phase.

Arguably, this is the first verification of a metallic
phase hosting Jeff=3/2 moments. In the most studied
case of a metallic phase derived from a magnetic Mott
insulator (e.g., cuprates), the magnetic order is quickly
destroyed by doping. Recalling that the doping of a Mott
insulator with S=1/2 moments can lead to different in-
triguing phases such as the pseudogap and strange metal
phase, or superconductivity, our finding of a metallic
Jeff=3/2 phase deserves further investigations regarding
its nature and relation to superconductivity, which are
discussed further below.

Metallic Jeff=3/2 states: DFT+DMFT calculation –
In order to further elucidate the characteristics of this
novel metallic phase, we performed many-body elec-
tronic structure calculations. The DFT+DMFT spectral
functions are presented in Fig. 4. At ambient pressure
(Fig. 4(a)), the Mott gap is clearly observed and the up-
per/lower Hubbard bands are of Jeff = 3/2 character.
The gap size of 0.4–0.6 eV is in good agreement with op-
tical conductivity data [17]. At P ≥ 5 GPa (Fig. 4(b) and
(c)), the gap is closed and the system becomes metallic,
with a characteristic quasiparticle peak forming at EF .
It should be noted that this correlated metallic feature
of the spectral function cannot be captured by the static
approximation. See Supplemental Materials for more de-
tails [25].

An important observation is that the center of mass
position of the higher-lying Jeff = 1/2 states does not
move but remains basically unchanged, even though the
spectral weight of the Jeff = 1/2 states is significantly re-
distributed by varying pressure. The arrows in Fig. 4 con-
nect the center of mass positions of the e (dashed green
lines) and Jeff = 1/2 (red solid lines) states, and their
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length is almost independent of pressure. This is partic-
ularly important because the Jeff = 1/2→ e transition is
mainly responsible for the L3 peak at +1.3 eV observed
in our RIXS measurement (see Fig. 3(a)) [21]. There-
fore, our DMFT calculation (including SOC) strongly
supports our interpretation of the RIXS spectra; namely,
the 1.3 eV peak should persist even for the reshaped spec-
tral functions in the metallic phase [28]. An additional
supporting analysis can be found in Ref. 25.

Another noticeable feature is that the low energy states
(forming the ‘coherent peak’) in the metallic phase are
still of Jeff = 3/2 character, see Fig. 4(b) and (c). This
may have important implications for superconductivity.
Recalling the cuprate phase diagram, for example, the
Mott insulating state with antiferromagnetic spin order
is destroyed by doping and followed by a pseudogap phase
before superconductivity appears at low temperature.
At higher temperatures, the pseudogap state is followed
by the so-called strange metal, whose characteristics are
clearly distinct from a Fermi liquid. In studies of the two-
dimensional Hubbard model, it has recently been shown
that these non-Fermi liquid phases host long-lived com-
posite spin-1 moments [29, 30]. In this regard, identifying
the Jeff = 3/2 nature of the metallic phase of GaTa4Se8

may be relevant for understanding the superconductivity
observed at higher pressures.

To gain further insights into the character of this
novel metallic phase, we perform a self-energy analy-
sis. The renormalization factor Z, defined as limω→0[1−
∂
∂ωReΣ(ω)]−1, shows that this pressure-induced phase
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FIG. 5. (a) Calculated renormalization factor Z as a function
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Jeff = 3/2 (Jeff = 1/2) bands. (b, c) The calculated exponent
α as a function of (b) pressure and (c) electron number. The
horizontal red dashed lines show α = 0.5, namely, the expo-
nent value typically associated with a spin-freezing crossover
[37]. The density of electrons δ = 1 corresponds to pristine
GaTa4Se8. For the exponent fitting, JH/U = 0.1 is used with
U=0.8 eV.

exhibits sizable electronic correlations, which is reminis-
cent of the pseudogap or strange metal region of cuprates.
Figure 5(a) shows that ZJeff=3/2 (blue circles) is well be-
low 1.0 while it gradually increases as a function of pres-
sure. This is in contrast to the result for the Jeff = 1/2
bands (red triangles) whose Z value remains close to
unity in a wide pressure range.

For cuprates, the relation between the pseudogap
phase and superconductivity has long been a central topic
of research [2–4, 6, 30, 31]. Also, recent theoretical stud-
ies on half Heusler alloys suggest possible superconduc-
tivity arising from a J = 3/2 band structure [32–36].
Here it is presumed that the observed superconducitivity
at higher pressure is unconventional since it emerges out
of a novel correlated metallic phase with Jeff = 3/2 in
proximity to a Mott insulator.

Doping and spin-freezing superconductivity – Finally,
we explore and suggest another intruiging possibility in
this material. Recent multi-band DMFT calculations
showed that unconventional superconductivity can arise
from a so-called spin-freezing crossover [22, 29, 37–39]
although this mechanism still requires experimental con-
firmation. In order to check this scenario in the case of
GaTa4Se8, we perform a self-energy analysis. Following
Ref. 37, −ImΣ(iωn) is fitted in the low-energy region with
the function Γ + C · (ωn)α, where Γ, C, and α are con-
stants, and ωn denotes Matsubara frequencies. A Fermi
liquid is characterized by ImΣ(iωn) ∼ ωn; namely, Γ ≈ 0
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and α ≈ 1.0 [40–42]. In the moment freezing regime, on
the other hand, the self-energy behavior clearly deviates
from this linear dependence [40, 41], with α < 1.

The calculated α is presented as a function of pressure
in Fig. 5(b) with JH/U = 0.1 where we considered the
range of 0.1 <∼ ωn/D <∼ 0.3 (D is the half bandwidth) for
the fitting. The error bars reflect the deviations caused
by varying the fitting range [25]. In the metallic regime
of P ≥ 5 GPa, α increases as a function of pressure,
which is reasonable in the sense that the system becomes
more metallic or closer to a Fermi liquid. Note that α is
well above the value α = 1/2 typically associated with
the spin freezing crossover, which may indicate that the
known pressure-induced superconductivity is not primar-
ily driven by local moment fluctuations. In fact, in this
δ = 1 system with one electron per t2 molecular orbital,
the role of the Hund’s interaction JH likely becomes less
pronounced [40, 42], although a J-freezing crossover has
been reported in model calculations [38] with SOC.

On the other hand, we clearly find that introducing
extra charges induces a moment freezing crossover in
GaTa4Se8. Figure 5(c) shows the calculated exponent
α as a function of δ (the electron number per t2 molecu-
lar orbital). While Γ remains quite small, α is gradually
decreased as δ increases. In particular, at around δ ≈
1.8–2.0, a substantial drop is observed, indicative of a
spin freezing crossover [37]. This result is also consis-
tent with the previous model study on a Bethe lattice
[38]. Thus, an unconventional type of superconductivity,
possibly distinct from the pressure-induced superconduc-
tivity at zero doping, can be expected to occur under
electron doping.

In order to introduce extra electrons into GaTa4X8, the
chemical substitution of Ge for Ga can be considered, and
has been already reported for (Ga/Ge)V4S8 [43]. Dop-
ing alkali- or alkaline-earth metals is another possible
way to achieve a spin-freezing crossover. As a ‘deficient’
spinel structure (i.e., AB2X4 spinel with half-deficient A
sites), lacunar spinels can likely host additional alkali-
or alkaline-earth metals. While a spin freezing crossover
has been previously suggested for multi-band transition-
metal perovskite oxides [40], it is awaiting experimental
confirmation. Here we note that this prediction is based
on the idealized model density of states (DOS) of the
Bethe lattice. While the spin freezing crossover appears
in between two extreme limits of spin states, this ideal-
ized DOS shape can easily be broken up in a real mate-
rial. Then the system is driven to more stable ordered
phases such as antiferromagnetic, ferromagnetic and/or
orbital ordered phases, rather than the less stable su-
perconducting phase. This may be the reason why in
many multi-band perovskite oxides no superconductivity
has been identified. In this regard, GaTa4X8 can be an
interesting playground because its DOS shape is better
retained due to its molecular nature. Namely, even under
pressure, the lattice degree of freedom is less active and

the electronic degeneracy is well maintained. In fact, the
main change of the lattice structure as a function of pres-
sure is the reduction of the inter-cluster distance, while
the molecular units are largely unchanged [16]. Thus
GaTa4Se8 can be an ideal platform to explore this type
of unconventional superconductivity.

Summary – We demonstrated that the metallic phase
of GaTa4Se8 carries Jeff=3/2 moments and exhibits siz-
able correlations. Our RIXS spectra clearly show that the
characteristic orbital excitation features are well main-
tained under pressure, which is consistent with the re-
sults of our DFT+DMFT calculations. The pressure-
induced phase can therefore be regarded as a novel type
of correlated metallic phase. Simultaneously, this con-
clusion suggests that the superconductivity appearing at
higher pressure is likely unconventional. Furthermore,
our self-energy analysis indicates that an unconventional
type of superconductivity may emerge from a J-freezing
crossover under electron doping. Our results highlight a
new material phase that has not been observed before,
and provides an exciting new playground for exploring
unconventional types of superconducting instabilities.
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12, 2882 (2000).

[24] A. Camjayi, R. Weht, and M. J. Rozenberg, EPL 100,
57004 (2012).

[25] See Supplemental Materials at URL for the computa-
tional details, experimental details and complementary
data.

[26] M. Casula, P. Werner, L. Vaugier, F. Aryasetiawan,
T. Miyake, A. J. Millis, and S. Biermann, Phys. Rev.
Lett. 109, 126408 (2012).

[27] J. Kim, High Pressure Res. 36, 391 (2016).
[28] This weight transfer might be responsible for the reduc-

tion of L3 RIXS peak height as a function of pressure
(see Fig. 3(b)) which needs further clarification.

[29] P. Werner, S. Hoshino, and H. Shinaoka, Phys. Rev. B
94, 245134 (2016).

[30] P. Werner, X. Chen, and E. Gull, Phys. Rev. Research
2, 023037 (2020).

[31] E. Gull, O. Parcollet, and A. J. Millis, Phys. Rev. Lett.
110, 216405 (2013).

[32] P. Brydon, L. Wang, M. Weinert, and D. Agterberg,
Phys. Rev. Lett. 116, 177001 (2016).

[33] C. Timm, A. P. Schnyder, D. F. Agterberg, and P. M. R.
Brydon, Phys. Rev. B 96, 094526 (2017).

[34] H. Kim, K. Wang, Y. Nakajima, R. Hu, S. Ziemak,

P. Syers, L. Wang, H. Hodovanets, J. D. Denlinger,
P. M. R. Brydon, D. F. Agterberg, M. A. Tanatar,
R. Prozorov, and J. Paglione, Science Advances 4,
eaao4513 (2018).

[35] J. W. Venderbos, L. Savary, J. Ruhman, P. A. Lee, and
L. Fu, Phys. Rev. X 8, 011029 (2018).

[36] G. Sim, A. Mishra, M. J. Park, Y. B. Kim, G. Y. Cho,
and S. Lee, Phys. Rev. B 100, 064509 (2019).

[37] P. Werner, E. Gull, M. Troyer, and A. J. Millis, Phys.
Rev. Lett. 101, 166405 (2008).

[38] A. J. Kim, H. O. Jeschke, P. Werner, and R. ValentÃ,
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SUPPLMENTARY MATERIALS

COMPUTATIONAL DETAILS

For the first-principles DFT calculations, we use our
‘OpenMX’ software package based on non-orthogonal
pseudoatomic local orbitals [44]. Within the local den-
sity approximation (LDA), a 12× 12× 12 k-grid and 500
Ry energy cutoff is adopted for calculations with a unit
cell containing 13 atoms. Cutoff radii of 8.0, 7.0 and 8.0
a.u. were used for Ga, Ta and Se, respectively. As is well
known, LDA underestimates the cell volume or equiv-
alently the lattice parameter. In the current case, we
found that the LDA-optimized volume is ∼3% smaller
than the the experimental one. Recent DFT+DMFT
studies show that the inclusion of correlation effects can
remedy this problem and well reproduce the experimental
lattice values [45–48]. In the current study, we used the
experimental lattice structures at four different pressure
values (0, 5, 10, and 14.5 GPa) [16].

In the DMFT calculations, we consider a Hamiltonian
of the form

H = H0 +
∑
i

(HI,i +HSOC,i), (1)

where the non-interacting H0 for molecular t2 orbitals is
constructed from the DFT-LDA band structure via the
maximally localized Wannier function technique [49, 50]
with a k-grid of 8 × 8 × 8. HI,i and HSOC,i represent
the interaction and spin-orbit coupling terms at lattice
site i. DMFT maps the lattice system to a quantum
impurity model with the same HI and HSOC and a self-
consistently determined bath of noninteracting electrons.
As impurity solver, we employ the exact diagonalization
(ED) method, which requires a discretization of the bath.
For HI, we use a Kanamori-type parameterization for the
three-fold degenerate molecular t2 orbitals:

HI =U
∑
α

nα↑nα↓ + U ′
∑
α6=α′

nα↑nα′↓

+ (U ′ − JH)
∑

α<α′,σ

nασnα′σ − JH

∑
α6=α′

d†α↑dα↓d
†
α′↑dα′↓

+ JH

∑
α6=α′

d†α↑d
†
α↓dα′↑dα′↓, (2)

where α, α′ = 1, 2, 3 are orbital indices and σ =↑, ↓ de-
notes spin. U is the intra-orbital interaction, U ′ the inter-
orbital opposite-spin interaction, and JH the Hund cou-
pling. Considering the cubic symmetry, U ′ is defined as
U − 2JH. The SOC is essential for understanding the
electronic properties and novel magnetism in GaTa4Se8

[20, 21]. In order to incorporate its effect together with
the electron correlations, we consider the term

HSOC = λ~leff · ~s (3)

in our DMFT calculation where ~leff , ~s, and λ represents
the effective orbital angular momentum, spin angular
momentum, and the strength of SOC, respectively.
Because of the small value of JH/U (< 0.1), as con-
firmed by our cRPA calculation [51, 52], we neglect the
Hund coupling (JH = 0) unless otherwise mentioned.
The effective impurity Hamiltonian is defined with 6
correlated orbitals and 18 bath orbitals (including spin
degree of freedom). The previous systematic studies
on the bath size of ED calculations show that three
bath orbitals per one correlated orbital is sufficient to
describe multi-orbital physics [53–57]. In particular,
the low-frequency features, which are important for the
insulator-metal transition (IMT), do not strongly depend
on the bath size [54, 57]. The DMFT self-consistency
loop is terminated when the bath parameters remain
unchanged (within a given tolerance) after the bath
fitting. Due to the computational cost, our calcula-
tions are performed at zero temperature except for
the spectral functions in Fig.4̃, which are obtained for
T ≈ 22.6 K. A double-counting potential of 0.5 eV
was used for Fig. 4, which compares well with the
value obtained by another widely-used double-counting
form, the ‘FLL (fully localized limit)’, which yields 0.4
eV. As commonly observed in DMFT calculations, the
coexistence region in Fig. 2 refers to the area which
can be either metallic or insulating depending on the
initial input self-energy. This area can be connected
to the first-order phase transition and the hysteresis is
observed in the resistivity-temperature curve near 3.5
GPa for GaTa4Se8 [18]. The renormalization factor Z
was computed with the self-energy on the real-frequency
axis Σ(ω). ED-DMFT can access directly quantities
such as the Green’s functions and self-energies on the
real-frequency axis, without analytical continuation.
For the investigation of non-Fermi liquid, the critical
exponent α is calculated on the imaginary-frequency axis
and the details are described in supplemental section 7.

EXPERIMENTAL DETAILS

The sample was grown by the vapor transport method
in a sealed quartz tube. A pair of 0.14 carat stan-
dard design diamond anvils with 500 µm culets were
fixed at the seats of a Mao-type symmetric pressure cell
which has four windows with 30◦ opening. A piece of
GaTa4Se8single crystal of 80×80×20 µm3 size was placed
inside a 250 µm diameter hole of a Be gasket along with
ruby chips as pressure reference. After closing the cell,
Ne gas was loaded as a pressure medium.

The RIXS measurements at room temperature were
performed using the RIXS spectrometer at the 27-ID
beamline of the Advanced Photon Source where the sam-
ple, analyzer and detector are positioned in the Row-
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land geometry [58]. The diamond(111) high-heat-load
monochromator reflects x-rays from two in-line undu-
lators into a high resolution monochromator. A four-
bounce MERIX medium resolution monochromator pro-
duced x-ray beams for both the Ta L3 (9.879 keV) and
L2 (11.133 keV) edges with 70 meV bandpass. The beam
is then focused by a set of Kirkpatrick-Baez mirrors,
yielding a typical spot size of 15×40 µm2 full-width-half-
maximum (FWHM) (v×h) at the sample. For the L3

(L2)-edge RIXS, a Si 066 (Si 466) diced spherical ana-
lyzer with 4 inches radius and a position-sensitive silicon
microstrip detector were used. The overall energy reso-
lution of the RIXS spectrometer at both edges was 100
meV, as determined from the FWHM of the elastic peak.
A horizontal scattering geometry was used with the in-
cident photon polarization in the scattering plane. The
scattering angle is fixed at 90◦ and the x-ray beam is in-
cident (scattered) on (from) the loaded sample through
the Be gasket. The pressure was in-situ controlled by
a membrane system and measured by an online Ruby
system.

EXTRINSIC SCATTERING FROM
HIGH-PRESSURE ENVIRONMENTS

Supplemental Figure 1 shows the pressure-dependent
L3 RIXS data on a larger scale than those in Fig. 3(a).
These spectra were obtained at a different sample angle
from those in Fig. 3(a). The 1.3 eV peak intensity is
larger for the sample angle of Supplemental Fig. 1, indi-
cating that the 1.3 eV peak intensity is still modulated
with the sample angle at high pressure [21].

In Supplemental Fig. 1, the extrinsic elastic scatterings
from high-pressure environments such as the Be gasket
and the diamond anvils exist as a finite scattering at
positive energy as well as a strong quasi-elastic intensity.
All measurements in this work were carried out using
the diced spherical analyzer with the position-sensitive
energy resolving detector [58]. The diced spherical ana-
lyzer scheme lacks a confocal capacity and the detector
image of a point source is twice as large as the diced
size. So the high-pressure environment scatterings are
unavoidable in the low energy region. When the scatter-
ing source is located in a different position, the elastic
scattering from this source hits a different detector posi-
tion and is recorded as a finite energy scattering [27]. Be-
cause an extrinsic scattering source is nearby the sample
and a focused x-ray is used, the high-pressure environ-
ment scatterings show mostly as a quasi-elastic intensity
and are not observed in the high energy region [27, 59].
At 3.3 and 4.6 GPa, the extrinsic scatterings around 0.6
eV become larger compared to the case at 1.8 GPa but
the 1.3 eV peak intensity is not changed or decreased,
indicating that the 1.3 eV peak feature is free from high-
pressure environment scatterings.
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Supplemental Figure 1. L3-edge RIXS data collected at a
different sample angle from those in Fig. 3(a) plotted on a
large scale for a better view of the extrinsic scattering from
the high-pressure environment.

In addition, the Si (066) diced analyzer of the Ta L3-
edge collects the ±650 meV energy window at the fixed
angle. Then the extrinsic elastic scattering is only visi-
ble at 1.3 eV when the analyzer center energy is at 650
meV energy loss. Except for this singular energy point,
the extrinsic elastic scattering cannot be mapped on the
1.3 eV energy loss position of the position sensitive de-
tector. Therefore, the extrinsic elastic scattering unlikely
contributes to the 1.3 eV energy region. In the case of
the Si (664) diced analyzer of the Ta L2, it collects the
wider energy range of ±1000 meV at a fixed angle and is
more susceptible to the extrinsic elastic scattering con-
tribution if it exists. Indeed, if the 1.3 eV peak of L3

originates from extrinsic effect, it should be found in the
L2-edge spectra, too. However, as shown in Fig. 3, such
an extrinsic elastic scattering contribution is absent in
the L2-edge RIXS spectra.
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PEAK POSITIONS IN L3-EDGE RIXS SPECTRA

While the 1.3 eV peak of L3-edge RIXS spectra is iden-
tified in the metallic regime, its peak intensity is reduced
(see Fig. 3(a)) which requires further analysis and clari-
fication of the presence, position and the pressure depen-
dence of this characteristic peak. The results of Gaussian
fitting are presented in Supplemental Fig. 3. While the
peak intensity varies, the peak at ∼1.3 eV is well iden-
tified in the entire pressure range we considered. The
possibility of the extrinsic effect or origin of this peak
can safely be excluded as discussed in Supplemental Sec-
tion 3. Importantly, the positions and FWHM values
of both peaks at ∼0.65 eV and ∼1.3 eV are largely un-
changed as pressure varies (see Supplemental Fig. 2(b)
and (c)). This experimental observation is consistent
with the DMFT spectral function shown in Fig. 4. The
systematic understanding of the intensity reduction by
pressure is much more challenging not only because there
can be several different possible sources to induce it but
also because the investigation of this issue requires fur-
ther experimental and instrumental developments. For
example, here we note that the peak intensity can be
dependent on the crystal momentum transfer and the
sample angle as already observed at ambient pressure
[21]. Presumably, the same effect is also present in the
pressurized sample. While the systematic and quanti-
tative analysis of the momentum transfer and the angle
dependence is strongly requested to address this issue,
our current RIXS measurement was mainly designed to
verify the absence of the 1.3 eV peak in the L2 at high
pressure, and such a momentum transfer was not tracked
down at each pressure. We leave further analysis as a fur-
ture work.
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Supplemental Figure 2. The pressure dependent RIXS spec-
tra at L3-edge. (a) RIXS spectrum at 1.8 GPa and the evolu-
tion of (b) the positions of two peaks and (c) FWHM values
of both peaks at ∼0.65 eV (red) and ∼1.3 eV (blue).

LDA AND LDA+U CALCULATIONS

For the purpose of comparison, we also performed
LDA+U calculations which, by construction, favor lo-
cal moment formation and are limited in the description
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Supplemental Figure 3. Further fitting results of the pressure
dependent RIXS spectra measured at L3-edge.

of correlated metallic phases. It is well established that
LDA+U can be regarded as a static Hartree-Fock ap-
proximation of LDA+DMFT [60]. The calculated DOS
at ambient pressure (P = 0) and P = 14.5 GPa are pre-
sented in Supplemental Fig. 4 (a) and (b), respectively.
While the P = 0 result compares reasonably well with
the DMFT spectral function shown in Fig. 4(a), the high
pressure result is significantly different. First of all, the
coherent band at EF is absent in the LDA+U result. The
DOS shape is quite well maintained in LDA+U and the
spectral weight redistribution is much reduced compared
to DMFT. Interestingly, the system becomes metallic un-
der pressure in the sense that a small density of states
states exists at EF which is the consequence of an in-
creased bandwidth. Here we used U = 3 eV for the Ta
atom in the LDA+U calculations. It should be noted
that this U represents the atomic Ta value, and is there-
fore significantly greater than that of the molecular t2
orbital [21]. We tried to estimate the atomic U value for
Ta in this system by using the cRPA method, and found
serious convergence problems, which may be due to the
molecular nature of the Ta4 cluster. A rough estimation
is that the U value for the molecular t2 orbitals should be
about 25% of the atomic Ta value [61]. This motivates
the use of ∼ 3 eV in the LDA+U calculations.

(b) 14.5 GPa

(a) 0 GPa

0-1 1-2 2
E - EF (eV)

0

0

15

15

e
a1

Jeff=3/2
Jeff=1/2

Supplemental Figure 4. (a, b) Projected DOS calculated by
LDA+U under (a) ambient pressure and (b) 14.5 GPa. Violet,
green, blue and red lines represent the a1, e, Jeff=3/2 and 1/2
states, respectively.
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TRANSITION PROBABILITY – FURTHER
ANALYSIS

One interesting finding of the current work is that
the characteristic RIXS peak only available at L3 (for-
bidden at L2) persists around +1.2 eV in the metallic
regime, just as in the Mott insulating phase at ambi-
ent pressure (Fig. 3). This is particularly interesting be-
cause our DFT+DMFT spectral functions show substan-
tial spectral weight redistribution across the insulator-
metal phase boundary (Fig. 4). In the main text we
argue that this can be attributed to the almost pressure-
independent position of the center of mass of the Jeff=1/2
states. Here, we provide an additional analysis on this
issue. In Supplemental Fig. 5, we plot the approximate
transition probability between the e, a1 states and the
Jeff = 1/2 states, which is responsible for the L3 RIXS
peak. Using the projected DOS, the simple estimate is
defined as follows:

P (∆E) =

∫
dε1dε2 Do(ε1)Du(ε2)δ(ε2− ε1 = ∆E), (4)

where Do and Du represents the DOS for the correspond-
ing occupied and unoccupied states. While this estimate
is not identical with the RIXS spectrum, it provides an
informative guide for the peak positions. Supplemental
Figure 5 shows that, across the Mott insulator to metal
transition, the center position of the main peak does not
change significantly. This result provides additional sup-
port for our interpretation of the RIXS spectrum as a
function of pressure.

Pr
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.u
.)

ambient
5GPa
10GPa

14.5GPa

4

0
2 21 13 30 0

ΔE (eV) ΔE (eV)

↔↔ e Jeff = 1/2e, a1 Jeff = 1/2

(b)(a)

Supplemental Figure 5. (a, b) Transition probabilities cal-
culated using the projected DOS. For the unoccupied states,
two different cases have been considered: (a) both e and a1

and (b) only the e molecular orbital. Purple (solid), green
(dashed), cyan (dashed) and orange (dashed) lines represent
the result for P = 0, 5, 10 and 14.5 GPa, respectively. Note
that, while the shape of these probability functions changes
across the insulator to metal transition (P ≥ 5 GPa), the
main peak position does not change much. This explains why
the +1.2 eV peak at the L3 edge persists throughout the mea-
sured pressure range. A Gaussian broadening of 0.1 eV has
been used in our plot.

DETAILS OF SELF THE ENERGY FITTING

The spin freezing crossover is a non-zero temperature
phenomenon and the self energy recovers its linear de-
pendence near zero frequency [40–42, 62]. Since our ED-
DMFT calculation is carried out at zero temperature,
non-Fermi liquid or spin-freezing behavior is not well de-
scribed by the lowest Matsubara frequencies. Thus we
make use of the fact that high Matsubara frequency self-
energies at low temperature show qualitatively the same
behavior with that at high temperature, as is known from
previous continuous time QMC studies [40, 41]. A sim-
ilar approach was adopted in previous low temperature
DMFT studies of iron chalcogenides and ruthenates [62].
We perform the self-energy fitting with three Matsub-
ara frequencies and a fictitious β = 512. In the pressure
range of 0 to 14.5 GPa, ωn/D ∼ 0.05 − 0.28 with the
half-bandwidth D varying from 0.35 to 0.53 eV. We con-
ducted three point fittings with ωn, ωn+1 and ωn+2, and
present the results for n = 5 as our main data. Other
choices of n = 3, 4, 6, 7 yield the error bars in Fig. 5(b)
and (c). For all cases, Γ ≈ 0 (< 10−7). The results
are presented in Supplemental Fig. 6 which clearly shows
that the deviations of the dashed line from the solid line
at low Matsubara frequencies becomes more pronounced
as δ increases.
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Supplemental Figure 6. Calculated imaginary part of the self
energy −ImΣ on the Matsubara frequency axis. The dashed
lines show the fit of the form Γ + C · (ωn)α with the fitting
parameters Γ, C, and α. Our DFT+DMFT results are pre-
sented by circles with solid lines. The cyan, lime, orange, blue,
green and red colors represent the electron density δ =0.77,
1.00, 1.10, 1.61, 2.00, and 2.14, respectively.
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