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Fast fault identification 1n bipolar HVDC grids: a
fault parameter estimation approach

Paul Verrax, Alberto Bertinato, Michel Kieffer, Senior Member, IEEE, and Bertrand Raison, Senior Member, IEEE

Abstract—The protection of meshed HVDC grids requires
the fast identification of faults affecting the transmission lines.
Communication-based methods are thus not suited due to the
transmission delays. Many approaches involving a model of
the transient behavior of the faulty line have recently been
proposed. Nevertheless, an accurate description of the traveling
wave phenomenon in multi-conductor lines such as overhead
lines requires complex computations ill-suited for fast fault
identification.

This paper presents a single-ended fault identification algo-
rithm using a closed-form parametric model of the fault transient
behavior. The model combines physical and behavioral parts
and depends explicitly on the parameters that characterize the
fault, namely the fault distance and impedance. When a fault is
suspected, the fault parameters are estimated so that the model
fits best the received measurements. The confidence region of
the estimated fault parameters is used to decide whether the
protected line is actually faulty or not.

The proposed algorithm is tested on a 4 station grid simulated
with EMTP-RV software. The method is able to identify the
faulty line using a measurement window of less than 0.5 ms.
This allows ultra-fast fault clearing and can hence improve the
overall reliability of future HVDC grids.

Index Terms—Protection, fault identification, modal analysis,
parameter estimation, HVDC grids

I. INTRODUCTION

HE rising share of renewable energy sources in the
T electric mix requires the increase of long distance trans-
mission capacities [1]. The recourse to High Voltage Direct
Current (HVDC) reduces the transmission losses and is re-
quired for non-synchronous zone interconnections or long
distance underground links. Furthermore, the development of
meshed HVDC (MTDC) grids to replace existing point-to-
point links will increase the grid reliability and flexibility while
decreasing the investment costs. Nevertheless, the operation,
control, and protection of MTDC grids embedded in the
existing high voltage AC network still rises a number of
challenges [2]. Among those, the ability to selectivity clear
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the faults occurring on the transmission lines, i.e., by opening
only the faulty line, is seen as particularly demanding. The
fast rise of the current and the absence of current zero crossing
make the disconnection of the faulty line an arduous task.
Each line is monitored by two relays at its extremities that
control the opening of the breakers, also located at the end
of the lines, see Figure 1 for an example of a four station
meshed grid. DC reactors are generally placed at the end
of each line to limit the rise of the current after a fault.
For overhead line (OHL) based grids however, the current
does not rise as fast as in cabled based grids. Consider for
instance hybrid DC circuit breakers with breaking capabilities
of 16 kA in 2ms [3] and a protection algorithm able to send the
tripping orders in less than 0.5 ms. The faulty line can thus
be disconnected in 2.5ms after the fault inception without
having recourse to such inductances [4]. Omitting the DC
reactors reduces the cost and footprint of the stations and is
beneficial for the dynamical behavior of the grid [5]. Such
stringent time constraints on the fault identification make the
use of communication between distant relays not suitable.
Consequently, the protection algorithm implemented at each
relay must be able to distinguish the faults occurring on the
line it monitors from the faults occurring elsewhere in the grid
so that only the faulty line is disconnected. Thus, a single-
ended algorithm able to identify internal faults in less than
0.5 ms is an enabler for a fast selective fault clearing strategy.
Most existing techniques are based on the measurements of
the current, voltage as well as their rate of change to detect
and identify faults. By contrast, we focus here on model based
approaches that employ a prediction of the voltage and current
evolution after the fault occurrence. A fault affecting a trans-
mission line generates traveling waves (TW) that propagate
throughout the grid. The TW propagate at various speeds along
the line which correspond to the speeds of different modes (e.g.
ground and aerial). The surge arrival time difference between
the different modes is analyzed in [6]. This time difference
depends on the fault distance and is used to identify faults
by comparison with the expected maximum time difference
for internal faults. Nevertheless, the detection of the arrival
times of the different modes may prove difficult, in particular
for faults occurring close to a station. In the context of DC
micro-grid, [7] proposes to estimate the fault distance and
resistance using a simple RL model for the distribution lines.
The confidence level of the estimated parameters as well as
the value of the estimated fault distance are used to identify
internal faults. The method in [7] shows good results on a
cable-based micro-grid but the extension to an HVDC grid
would require a different approach for modeling long distance
transmission lines. The Bergeron’s model is employed along
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with rational filters in [8] to describe the voltage and current
at a fixed set-point along the line. The fault distance with
respect to the set-point is then computed based on a simplified
RL model. The distance protection principle is then applied,
comparing the obtained distance with the pre-determined set-
point. The approach is able to differentiate faults occurring
before and after the set-point but is only tested on point-to-
point links. In addition, the required measurement window is
15ms long which is not compliant with the fast fault clearing
of the line.

We have proposed a single-ended fault identification algo-
rithm in the case of a mono-conductor transmission line in
[9]. This paper extends this approach to the more general case
of overhead lines with multiple pole conductors. A particular
effort is required to accurately model the propagation of the
different modes along the transmission lines with relatively
compact expressions. The behavioral approach to account for
the ground effects in the mono-conductor case can not be
directly applied as the different modes are affected unequally
by the ground. Furthermore, the developed model must depend
explicitly on the fault parameters and be adjustable to any
fault cases affecting the protected line. When a fault is
suspected at a relay, the unknown fault parameters (the fault
resistance and distance) of the model are estimated using the
received measurements. The estimated fault parameters and
their confidence intervals are exploited to determine whether or
not one has to consider that the fault actually occurred on the
protected line. If an internal fault is identified, the line breaker
is opened and a selective protection strategy is triggered.

A general overview of the proposed fault identification
algorithm is presented in Section II. The DC fault modeling in
multi-conductor transmission lines is detailed in Section III.
Simulation results for the model are presented and compared
with Electromagnetic-transient (EMT) [10] data in Section I'V.
The proposed fault identification algorithm is tested and com-
pared with an existing method in Section V.
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Fig. 1. Example of a four-station meshed HVDC grid: Each transmission

line is protected by the 2 relays located at both ends of the line.

II. PROPOSED APPROACH

In this section, an overview of the proposed fault identifi-
cation approach is presented.

An MTDC grid is described by a graph G = (V, £), where
£ is a set of edges, representing the lines connecting pairs of
substations which form the vertices in V. Within the substation
represented by ¢ € V), each line connected to ¢ is assumed to
be monitored by a relay in charge of determining whether the
line under protection is faulty as well as the type of fault (e.g.,
pole-to-pole, pole-to-ground).

Consider a fault occurring at some time instant {f on a
given line e = (q,¢') € & of length dgy connecting the
substations ¢ and ¢’. The transmission line e is composed of
n. pole conductors. The distances between the fault and the
stations ¢ and ¢’ are dp, and diy = dgy — dpg. The fault is
assumed to be characterized by its pole-to-ground or pole-to-
pole impedance Z; depending on the type of fault, considered
constant during the time interval of interest in the order of
a millisecond [11]. A fault can hence be described by the
vector of the fault parameters p = (e, dgq, Z, tf)T. Each relay
is able to determine whether the grid behaves normally by
comparing the peak value of the measured voltage derivative
to a pre-determined threshold, see for instance [12]. When a
fault is suspected, each relay must then confirm or deny that a
fault occurred on their protected line. Thus, the line e in p is
fixed during the fault identification process. Furthermore ds
and ¢¢ are linked through the detection time of the first TW at
relay located at node ¢,

ta,q = tr + @, (1)
Ca
which can be measured. In (1), ¢, is the propagation speed
of the TW, see Section III-A. Thus the vector of the fault
parameters can be reduced to p = (dgg, Z)".

The relay at substation ¢ monitoring line e acquires voltage
and current measurements (vq . (t),1ig,c (t)) from the sensors
located at the end of e, where the voltage and current vectors

o N . e \T
Vge = (vq,e, e »”q,e) and ig ., = (zq’e, o ,zqye) gather
the data for all the n. conductors. One has first to determine
whether the grid behaves normally or not and the suspected
type of fault (pole-to-pole, pole-to-ground), using, e.g., [13].

D
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Fig. 2. Overview of the proposed fault identification approach.

To identify the fault, the proposed approach, sketched
in Figure (2), considers a parametric model M (p) of the
evolution of voltage and current at node ¢ when a fault occurs.
The output at time ¢ of the model for all the pole conductors
is denoted (vi, (p,t),i, (p,t)). The model depends on the
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known characteristics of the grid and on the value of the
vector p of the fault parameters. A Maximum Likelihood
(ML) estimate of p is evaluated from the voltage and current
measurements (vye (t),ig. (¢)). In what follows, since the
considered relay at substation ¢ monitoring line e is fixed and
the subscripts ¢ and e are omitted to lighten the notations.

Consider that the fault actually occurred on the line e
with parameters p*. Assuming that the voltage and current
measurements noise samples are zero-mean Gaussian and un-
correlated, the ML estimate p of p* leads to the minimization
of the following cost function [14]

O p) =£0(p) [50] T E0p), @)

where f(") (p) is the vector of the residuals of the n observa-
tions,

£ (p) = [(v(t1) = v" (0. 11)" o (v (t) = V™ (p, 1)

T

(i(t) —i™(p. 1), (i (L) =™ (D, ta) | - )

[£(™)] is a matrix containing the measurement noise variances
depending on the voltage and current sensors. Starting from
an initial point pinj¢, the optimization algorithm performs &
iterations using the Levenberg-Marquardt algorithm [14].

From the parameter estimation results, the identification
algorithm has to confirm or deny the initial hypothesis that the
fault occurred on the protected line e. For each p, an approx-
imate confidence region R(*)(p) is evaluated. To determine
whether the estimate is consistent with the hypothesis that
the monitored line is faulty, two tests are considered. First, a
validity test determines whether P is included in some domain
of interest, i.e., if

dmin S C/l\f S dmax and Rmin S Ef S Rma)ﬁ (4)

where the boundaries represent plausible values for the fault
distance and resistance, which should for instance be positive.
Second, an accuracy test determines whether the area of the
95% confidence region R(*)(p) goes under some threshold
cg5. This confidence region is computed based on the Fisher
information matrix [14]. If both tests are satisfied, the fault is
identified on line e. When it is unable to conclude, the algo-
rithm waits for the availability of An additional measurements
to perform  new iterations and update p and R(®)(p). Thus
the estimation algorithm uses all the available measurements at
each time by increasing regularly the size of the residuals (3).
Once enough measurements have been made available without
allowing the algorithm to conclude that the fault is on the line
e, the fault is deemed to be located elsewhere in the grid, or
to be non-existent. More details on the parameter estimation
process can be found in [9].

III. DC FAULT MODELING IN MULTI-CONDUCTOR
TRANSMISSION LINES

This section develops a time-domain model of the transient
evolution of the voltage and current valid on a short time in-
terval following the fault occurrence. It involves a description
of the traveling waves generated by the fault and a modal

analysis presented in Section III-A. Section III-B introduces
a behavioral approach to take into account the distortion due
to the ground effects. This combined approach allows one to
obtain a parametric model of any TW through the grid, see
Section III-C.

A. Traveling waves and modal analysis

A fault occurring on a transmission line induces a transient
behavior that can be described by traveling waves. A detailed
presentation of the theory of propagation on multi-conductor
OHL can be found in [15]. The main results are briefly
reminded here to introduce the useful notations.

The evolution of the voltage and current on a transmission
line with n. pole conductors is described by the Telegrapher’s
equations in the Laplace domain

0%V (z, s)
gz~ LY (5)]V(z,5)
01 (z, s
L)y ()12 (1,9 ®
where V and I are n.-dimensional vectors gathering the phase
voltages and currents, respectively. [Z (s)] = [R] + s [L] and

[Y (s)] = [G] + s[C] are the distributed series impedance
and shunt admittance matrices, respectively. In this section the
distributed parameter matrices [R],[L],[G], and [C] are con-
sidered at a fixed frequency. Since the influence of conductor
1 on conductor j is identical to the influence of conductor j on
i, the matrices [Z (s)] and [Y (s)] are symmetric. Thus there
exists a unitary matrix (in practice real) [Ty] such that

Z($)][Y ()] = [TV]" [Dzy (5)] [TV] (6)

where [Dzy (s)] is a diagonal matrix gathering the eigenvalues
of [Z(s)][Y (s)]. The modal (or component) voltages and
currents are defined as

Ve =[Iy]V @)
=11 (8)

The solution of (5) consists of the superposition of two waves
traveling in opposite directions. The wave traveling towards
the positive x is

Ve (z,8) = exp (= [ (s)]2) Vi (5) 9)
=[H(z.9)]

where V¢ . is the initial surge at the fault location computed
in modal domain and [ (s)] = /[Dzy (s)] is the propagation
matrix. The elements of [I'] can be divided into real and
imaginary parts which account respectively for the attenuation
and the propagation of the different modes along the line. The
slowest mode, or ground mode, is placed in the first position
in V¢ while the aerial modes, which travel faster, occupy the
remaining positions. The phase current waves are related to
the phase voltage waves through the surge (or characteristic)

admittance matrix [Y{]

I(x,s)=[Y;(s)]V (z,5) (10)

where

Y ()] = [Z ()] [To]" [T (5)] [TW) (11)
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The surge admittance matrix can also be computed in modal
domain so that modal voltages and currents are related simi-
larly as in (10).

When a change of propagation medium occurs (e.g., at the
junction between a line and a station), the forward wave Vi
gives rise to a transmitted wave V, and a reflected wave Vi,

Vi=V:+V,
= ([In] + [K]) V¢

=[T] Vs, (12)

where the transmission and reflection matrices [T'] and [K]
depend on the surge admittances of the media. Consider a
wave from medium 1 of surge admittance [Y; ] propagating

towards n — 1 media of surge admittances [Y; 2], ..., [Ysn]-
The reflection matrix is then
n -1 n
[K152.n] = (Z [K,z]) ( - v ) )
=1 £=2
Any reflection (resp. transmission) matrix [K] (resp. [T]) can
be defined in modal domain using the transformation matrix

K] = [T] [K] [T]"

For reflections occurring at the junction with a converter
station, approximate models are considered, for instance RLC
equivalents to compute the surge impedances of the stations,
see [16].
The initial surge at the fault location is
exp (—ts)
Vinie (Re, 5) = [Kess] —
where V¢ is the vector of phase voltages at the fault location
just before the fault occurrence, and [K, | is the reflection
matrix from line e to the fault

[Ken] = = 2[Yoe] + Vo) ™ (V) -

The fault surge admittance matrix [Y;¢] is an (nc,n.) matrix
with non-zero elements in the entries corresponding to the
conductor(s) affected by the fault. For a fault between the i
conductor and the ground with fault resistance Ry, one has

1

Ry

while for a fault between conductors ¢ and j with fault
resistance Ry, one has

be.

e—f.

Ytl;; =

1
TRy

The initial surge in modal domain is thus

[Y&f]ij = [YS f]

Vi (5, ) = [T0] [ Ky (R0) S0

which depends on the fault resistance Rj.

The model of the first TW starting from the fault location
that arrives and is reflected at the substation ¢ after traveling
a distance d; is thus, in modal domain,

Vi (p,s) = [H (di, $)] Ve (Br, 5)

Vi (p,s) = [KS] VY (p, s) (14)

where [Kcﬂ is the reflection matrix from line e to station g.

The inverse Laplace transform is then applied to get the
time domain expressions v{;° (p,t) and v;;(p,t). Similar
derivations may be performed for the current using the surge
admittance (10).

B. Behavioral modeling including the ground effects

In Section III-A, the matrices [R], [L], [G], and [C] have
been assumed independent of s. In practice, [L] and [R]
are frequency-dependent. Taking this dependency into account
significantly increases the complexity of the evaluation of the
time-domain expressions of the TWs.

This section presents a combined physical and behavioral
approach to represent the frequency-dependent effects while
keeping the evaluations of the expression of the TWs at a
manageable level. This approach extends the one proposed in
[9], which addresses the particular case of a single-conductor
transmission line.

First, one considers a lossless model, in which [Z (s)] ~
s[L] and [Y (s)] ~ s[C]. This is consistent with the high-
frequency components of the transients, leading to negligible
series resistance and shunt conductance with respect to the
effects of s[L] and s [C].

The dependence of [L] with frequency impacts unequally
the different modes. While the ground mode endures sig-
nificant distortion and time delay due to the impact of the
soil resistivity on [L], the aerial modes travel with negligible
attenuation and at a speed which does not depend on the
frequency, as evidenced in [17]. Thus the matrix [H (z,s)]
in (9) can be expressed as the product of a term [H, (x, s)]
accounting for the ground mode distortion only and a term
[Ho (z, s)] representing the propagation delays

[H (2,5)] = [Hq (2,5)] [Ho (x, )] (15)

In (15), [Ho (z,s)] = exp (— [ (s)] «) and the matrix [Ty
is computed using the lossless line distributed parameters at a
fixed frequency fo, i.e.,

To (5)] = s/ [Tv] [Zo] [Co] (1]

The distortion of the ground mode is modeled using a ratio-
nal transfer function of orders n, and n; with coefficients

(alv'--7ana7b07"'7bnb)
bo+bys+--+by, s
e
0 1
[He (z,5)] =
: -0
0 0 1

As the distortion due to the soil resistivity depends on the
distance traveled by the wave, the coefficients of the ground
filter H, should depend on the fault distance d;. The speed of
the ground mode

¢o (dr,5) = || Do ()], |7

is also frequency dependent and thus also varies with the
traveled distance [18].
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For a given fault distance df, the parameters of the fil-
ter H, and the ground speed mode c, can be identified
so that the simulated voltage for the first forward TW
v, fits the modeled wave v{}°. The vector of parameters
0 =(ai,...,an,,bo,...,bn,,ce) can be tuned, e.g., by least-
squares estimation. In practice, we propose to use a first-
order filter for the ground mode, ie., n, = 1,n, = 0.
Multiple fault cases are then simulated with fault distances
/{\df’l, dg2,...,dss}. For each fault distance dy;, an estimate
0; of 0 is then obtained.

The dependence in dy of the components of 6 is then
modeled. The following polynomial model in df is proposed
for the parameters of the ground mode filter

b5 (dr) = Bo,o + Bo,1ds + Bo2df
ay'(d) = 1+ andy.

(16)
a7

The ground mode speed evolution with dr is modeled as

' (di) = caexp (Y0 + 71di + 7247) (18)

where ¢, is the speed of the aerial mode, in practice taken equal
to the speed of light. The parameters «;, 3;,7; are tuned by
least-squares estimation from df; and 8;, i =1,...,¢.

The results of this approach on a 2-conductor rigid bipole
configuration is shown in Section IV-B.

C. Parametric model of any TW

Using the traveling waves and modal analysis developed in
Section III-A along with the behavioral model proposed in
Section III-B to take into account the soil resistivity effects,
one can obtain explicit expressions for any TW due to the
fault. These analytic expressions depend explicitly on the fault
parameters p = (dp,, Rf)T. As seen in (14), the first forward
and reflected TWs reaching the station g are expressed in
modal domain as

V;nlc (p’ S) = [Hg (dfv S)] [HO (df7 S)] Vcinit (Rf’ S)
Vgll’c (p’ S) = [K(‘.]: (S)] V;nl’c (p’ S) .

The wave due to the reflection of V7, at the fault location and
back towards the station ¢ is

Vs (p,s) = [Hy] [Hol [Ke_y] [H] [Ho] VIi*
Vis (pys) = [K] Viy'

19)

(20)

The different waves traveling through the grid can be
represented using a Bewley lattice diagram, see for instance
[17]. The first waves are plotted in the case of a point-to-point
link between stations ¢ and ¢’ in Figure 3. The aerial (in blue)
and ground (in brown) modes travel at different speeds along
the transmission line but are mixed when reaching a station.
This illustrates that the different TWs consist of waves with
different arrival times. In Figure 3, from (19) and (20), one
has V1" = V{1° + VIT® and V3 = Vi3 + VIF.

One can get back to temporal domain expressions by apply-
ing the inverse Laplace transform. Formulas for the current can
be derived from the voltage using the surge admittance matrix
(10). Phase quantities are obtained from the modal expressions
using the inverse transformation matrices, see (7) and (8). In

Station ¢ dg Fault ey Station ¢’
i time
ld,q
Vm,c{
1
ta,q
I~
B
Vln‘C{
2
I~
V]Tl‘(‘
3

Fig. 3. Example of a Bewley lattice diagram for a point-to-point link; The
aerial (blue) modes and the ground (brown) mode travel at different speeds
along the transmission line.

practice, the modal quantities y™° are preferred to the phase
quantities y™ to perform the fault parameter estimation in
Section II. This is more convenient since modal quantities have
variations of similar magnitudes whereas the faulty pole has
larger variations than the healthy ones.

IV. SIMULATION RESULTS: MODEL EVALUATION

This section presents the simulation results of the developed
model using the test-grid detailed in Section IV-A imple-
mented in the EMT software EMTP-RV [10]. The model
developed in Section III is compared against EMT simulations
in Section IV-B.

A. Test grid

The test grid implemented in EMTP-RV used for the sim-
ulation comprises 4 converter stations with half-bridge MMC
as presented in Figure 1. The OHL are composed of a positive
and a negative pole connected as a rigid bipole [19] with 2
ground wires for lightning strike protection. The configuration
of the transmission lines obtained from [20] is listed in the
Table 1. The soil resistivity is considered uniform with a
constant value of p = 100 Qm. In the EMT software, the trans-
mission lines are modeled using the wideband model while the
converter stations employ the model 3: switching function of
arm [21]. The simulation data are assumed to be provided
to the algorithm by ideal sensors with a sampling frequency
fs = 1MHz. The impact of a lower sampling frequency and
more realistic sensors are discussed in Section V-A3. The

TABLE I
CONFIGURATION OF THE OVERHEAD TRANSMISSION LINES

Poles Ground wires
DC resistance (£2/km) 0.024 1.62
Height at tower (m) 37.2 41.7
Height at mid-span (m) 22.2 26.7
Horizontal distance (m)  44.465 +3.66
Outside diameter (cm) 4.775 0.98
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parameters of the MMC stations are listed in Table II.

TABLE II
CHARACTERISTICS OF THE MMC STATIONS

Rated power (MW) 1000
DC rated voltage (kV) 320
Arm inductance (p.u.) 0.15

Capacitor energy in each submodule (kJ/MVA) 40

Conduction losses of each IGBT/diode (£2) 0.001
Number of sub-modules per arm 400
Grounding impedance (£2) 0.5

B. Ground effects modeling results

This section presents the results of the behavioral modeling
approach proposed in Section III-B in for the OHL described
in Table I. Several pole-to-ground faults are simulated in
EMTP-RV with ng fault distances ranging from 10 to 400
km. For each fault, the simulated first incident wave is used
to perform a least-squares estimation of the parameters of the
ground filter as well as the speed of the ground mode as a
function of dy, according to (16), (17), and (18). Those models
present a good fit with the identified parameters as can be seen
in Figures 4 and 5.

; x10°

x ay e L b
6 m I . Pl 0
L% CE - b

0.95 S,

3 09 \&\

Filter coefficient
"(
Filter coefficient

0 100 200 300 400 0 100 200 300 400
Fault distance (km) Fault distance (km)

Fig. 4. Evolution of the estimated ground filter coefficients bo(dy ;) and
a1(di;), i =1,...,nq and of their models b (df) and a}' (ds) as a function
of the fault distance df

0 100 200 300 400
Fault distance (km)

Fig. 5. Evolution of the estimates of the ground mode speed cg(ds;), @ =
1,...,nq and of its model Cg‘(df) as a function of the fault distance

The model introduced in Section III to describe the transient
evolution of the voltage and current after a fault is compared
with EMT data on a particular example. For that purpose, the
models of the ground filter coefficients b (ds) and af*(df) and
of the ground mode speed cg'(dr) are employed.

Consider a positive pole-to-ground fault occurring on line
Ly4 of the network represented in Figure 1, located at dy =
60 km from the station 1 with an impedance Ry = 10€2. The

model of the two first TWs described by (19) and (20) is
compared in Figure 6 with the TWs obtained from a plain
EMT simulation. In Figure 6, the voltages are on the left and
the currents are on the right sub-figures, while the positive and
negative poles are respectively plotted on the top and bottom
sub-figures. The error between the model of the two first TWs
and the EMT simulation during the first 0.8 ms is less than
10kV and 20 A, which represents respectively 3.1% and 6.7%
of the base values. .
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Fig. 6. Modeled and simulated phase voltage (left) and current (right) for
positive (top) and negative (bottom) poles; The pole-to-ground fault is located
at df = 60km from the station with an impedance of Ry = 102 are
displayed.

V. SIMULATION RESULTS: FAULT IDENTIFICATION
ALGORITHM

This section presents the simulation results for the proposed
fault identification algorithm. The behavior of the algorithm
is first detailed on particular fault examples in Section V-A.
More extensive simulations and a comparison against a state-
of-the-art method are provided in Section V-B.

A. Detailed analysis on particular examples

The behavior of the fault identification algorithm in case of
internal and external faults is described in Sections V-A1l and
V-A2, respectively. The influence of the sampling frequency
on the algorithm performances is investigated in Section V-A3.

1) Internal faults: dependability of the algorithm: The main
tuning parameters of the identification algorithm introduced
in Section II are summarized in Table III. Consider a positive

TABLE III
MAIN PARAMETERS OF THE FAULT IDENTIFICATION ALGORITHM

Number of iterations < 1
Additional data points An 10

Initial point pPip (59, 5km)

dimin, dmax (0,0.9d)

Runin, Rmax (0£2,250)

95% area threshold cgs 20
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pole-to-ground fault occurring on line L4 within the 4 stations
grid of Figure 1. The fault is located at df = 180km from
station 1 and has an impedance R} = 40€). The behavior
of the algorithm at relay R4 is first detailed, the results of
the fault identification algorithm triggered at all the relays of
the grid is then presented. After the fault is suspected at relay
Ry, the fault parameters are estimated using the first available
measurements from the voltage and current sensors. The esti-
mation algorithm stops and identifies the fault as internal after
having performed 7 iterations, corresponding to an observation
window of 77 uus. The evolution of the estimated parameters
as well as the contour of the cost function (3) are displayed in
Figure 7 at iterations 4 and 7. The estimated fault parameters
after the 7" iteration are Ry = 49Q and di = 167km.
While the estimated parameters get closer to the minimum
of the cost function, the confidence ellipse becomes smaller
and eventually small enough for the algorithm to conclude that
the fault is located on the protected line.

Observation time window = 0.047ms Observation time window = 0.077ms
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Fig. 7. Evolution of the estimated fault parameters and levels of the cost
function at iterations 4 and 12. The pole-to-ground fault is located at df =
180km from the station with an impedance of Ry = 402. The estimated

fault parameters after 7 iterations are Rf =49 and &\f = 167km.

The EMT simulated voltages and currents are compared
in the modal domain with the parametric model using the
estimated fault parameters, see Figure 8. The difference in the
arrival times of the ground and aerial modes, which depends
on the traveled distance, improves the estimation of the fault
distance. In the general case it is not possible to observe
separately the ground and aerial modes at the station since
they are combined through the reflection matrix (13). In this
case however, the particular configuration of the 2-conductor
rigid bipole implies the station does not interfere with the
propagation modes for the first TW. Thus one can clearly see
the ground and aerial modes in Figure 8.
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Fig. 8. Comparison of the modeled and simulated modal voltage (left) and
current (right) at the relay R14. The fault _parameters used/\in the parametric
model are those obtain after 7 iterations: Ry = 492 and df = 167 km.

2) External faults: security of the algorithm: For the same
fault as in V-Al, the execution of the fault identification at
the eight relays of the grid is now studied. The two relays that
monitor the faulty line, R14 and Ry41, should identify the fault
as internal whereas the remaining six relays should identify
the fault as external. The area of the confidence region of
the estimated fault parameters at all the relays is displayed in
Figure 9 for the maximum allowed window length, though the
algorithm may stop at a relay when the fault is identified as
internal. As the fault is close to the station 4 it is first detected
by the relays R4o and Ry4;. The latter correctly identifies
the fault after a few iterations when the confidence region
area goes below the threshold. At Ry the confidence region
area remains far above the threshold. A similar behavior can
be observed at the station 1 where the relay Rq4 identifies
the fault, as detailed in Section V-Al and the relays Rio
and R;3 conclude the fault is external. At the relay R3; the
accuracy criteria is satisfied, however the fault is not identified
as internal: the estimate of the fault parameters do not satisfy
the validity test, in particular Ry > Rpax, see Figure 9 (right).
The accuracy and validity tests are thus both required to ensure
the security of the algorithm.
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Fig. 9. Left: Evolution of the 95% confidence region area of the estimated
fault parameters at the eight relays of the grid. Right: Evolution of the
estimated fault resistance at the relay R31.

3) Impact of the sampling frequency: The proposed ap-
proach has been tested with ideal EMT data considering a
rather high sampling frequency f; = 1 MHz. The impact of
more realistic measurements is studied in this section on a
particular fault example. Sensor models were implemented
in EMT software to account for measurements with limited
bandwidth and accuracy as well as for different sampling fre-
quencies. The main parameters of the sensors are summarized
in Table IV. The maximum difference between the measured
value and the true value, with respect to the base quantities
for the voltage and current, or accuracy class, is set to 1%.
Different sampling times were simulated and the bandwidth
was adjusted accordingly to fulfill Shannon’s theorem. Though
different sampling times for the sensors were tested, the
sampling frequency for EMT simulation is maintained at
1 MHz. Consider a fault occurring on the line L, within the

TABLE IV
MAIN PARAMETERS EMPLOYED FOR THE SENSORS
Sampling frequency (kHz) 1000 500 250 166 100
Bandwidth (kHz) 300 150 75 50 30

grid depicted in Figure 1 at a distance df = 0.7d14 = 210km
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from station 1 and dy = 0.3d14 = 90km of station 4 with
an impedance Ry = 60 2. The behavior of the algorithm at
the relays R;4 and R4 are both studied. The tuning of the
algorithm has been adapted so that it can cope with a reduced
sampling frequency. Specifically,
« In the accuracy test, the size of the confidence region is
inversely proportional to the number of sampling points.
A lower sampling frequency thus results in larger con-
fidence areas. The threshold is adjusted to the sampling
frequency.
o The number of iterations the optimization algorithm for
a given observation window length is kept constant. This
leads to adjust x so that one iteration is performed every
10 ps.
The different settings are summarized in Table V. The identi-
fication algorithm is able to identify the two considered fault
cases for frequencies such that f; > W = 167kHz.
For f; = 100kHz however, the algorithm fails to identify
the remote fault case and has a very poor accuracy for the
close fault. Furthermore, the performances of the algorithm
are degraded when the sampling frequency is reduced. The
required observation window may be twice as long in the
worst case and the precision of the estimated parameters also
decreases, see Figure 10.

TABLE V
TUNING PARAMETERS OF THE IDENTIFICATION ALGORITHM ADAPTED TO
COPE WITH SLOWER SAMPLING FREQUENCIES.

Sampling period (ps) 1 2 4 6 10
Threshold cg5 20 40 60 50 30
Number of iterations 1 2 4 6 10
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Fig. 10. Impact of the sampling frequency on the performances of the
algorithm: length of the required measurement window (left) and relative
error (right) of the estimated fault distance (dashed) and resistance (plain).
For fs = 100kHz the algorithm fails to identify the remote fault and present
a very poor accuracy for the close fault.

These preliminary results suggest the algorithm can be
adapted to sampling frequencies as low as 166kHz, at the
cost of degraded performances. Nevertheless, more extensive
studies would be required to confirm those results on a broader
range of fault cases. In particular, the impact of using a
higher threshold on the security of the algorithm should be
investigated.

B. Extensive simulations

The performances of the algorithm are validated and com-
pared with a state-of-the art method in Section V-B1. The

computing times of the identification algorithm are presented
in Section V-B2.

1) Fault identification performances and comparison with
a reference method: To evaluate the proposed approach on a
wider range of fault cases, we performed extensive simulations
on the 4-station grid presented in Figure 1. Multiple positive
pole-to-ground faults were simulated on different line e with
varying fault distance d; and fault resistance Ry, such that
e e (ng, ng7 L147 L24), Rf S (0, 10, 40, 80, 120, 160) ) and
dy € (0.01,0.1,0.2,0.4,0.6,0.8,0.9,0.99) x d.. For each of
them an abnormal behavior is detected at all the 8 relays and
the fault identification is started. A total of 192 fault cases were
thus simulated, leading to 1536 executions of the identification
algorithm.

We compare the proposed approach with a reference fault
identification algorithm presented in [22]. In this method the
authors propose a behavioral model of the ground mode first
current TW

iground (t) = —aexp (—bt) +c

where the parameters a,b and c are estimated when a fault is
suspected at the relay.The fault is identified on the protected
line if the estimated parameter b goes above some threshold,
Le.,

b > by, 21

The parameters of the reference method are adjusted to the 4-
station grid used for the extensive simulations. The maximum
value of the estimated b parameters for internal fault by is
computed using the approximated speed of the ground mode
cg and the total length of the protected line d.
Ce
bse = 4

The threshold on the parameter b is then defined as by =
kre1bse, Where ke is a reliability factor set to kg = 5.

To analyze and compare the results of the two approaches,
we define the dependability rate for line e as the proportion
of faults that are correctly identified on the faulty line,

(22)

#Faults correctly identified on line e
ra(e) =

#Faults that occured on line e

The security rate for line e is the proportion of faults that
where correctly identified to be outside line el,

rs(e) =1

These indicators are given for the proposed approach and
for [22] in Table VI for faults affecting the different lines.
The proposed approach shows a slightly better dependability,
except for the shortest line Loy (100 km long). Furthermore,
the proposed method proves to be more secure against external
faults, which may be related to the difficulty to extend [22]
to a grid without large DC reactors placed at the end of the
lines.

The evolution of the dependability rate with the fault
distance and resistance is detailed in Figure 11, showing the
fault resistance only has a limited impact on the dependability.

#Faults wrongly identified on line e

B #Faults that occured outside line e

IThe proposed metrics are also known as sensitivity and specificity [23].
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TABLE VI
FAULT IDENTIFICATION RESULTS OF THE PROPOSED APPROACH
Indicator Approach Lio Lis Lia Loy
Dependability Proposed 92% 91% 92% 91%
From [22] 90% 88% 82% 95%
Security Proposed  99% 99% 99% 99%
From [22] 85% 99% 85%  93%

The influence of the fault distance resembles the feature of
a distance protection: dependability failures only occur for
faults located near the remote end of the protected line, in
this case df > 0.9d.. The length of the observation window
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Fig. 11. Average dependability rate with the fault resistance and distance
(with respect to the considered relay).

used for the identification of internal faults is displayed for all
the fault cases in Figure 12 (left). The measurement window
is less than 200 us long in 93% of the fault cases for the
proposed approach and only in 46% of the fault cases for the
reference method. Specifically for the proposed approach, all
faults occurring within the monitored portion of the line e,
i.e., df < dmax = 0.9d. are identified using a window of less
than 0.25 ms. The proposed approach, indeed, stops as soon
as the fault is identified whereas in [22] the algorithm waits
for the arrival time of the second TW or, if possible, for the
availability of 1 ms long data window.
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Fig. 12. Left:length of the observation window required for the identification
of internal faults for the proposed approach and for the reference approach
from [22]. Right: relative errors in the estimated fault distance and resistance
using the proposed approach.

In addition to the reliable identification of internal faults,
the approach proposed in this paper produces an estimation
of the fault parameters. For internal faults that are correctly
identified, the precision of the estimated fault parameters
is compared to the true value of the fault parameters, see
Figure 12 (right). The error rate for the fault distance is given
as a percentage of the total line length, df;d? and the error
rate for the fault resistance is given as a perceEntage of the base

DC impedance, i.e., sz;ff = Rflgf L. For 66% of the faults
identified as internal, the relative error is less than 13% for
both the fault distance and resistance. This is acceptable as
the primary purpose of the algorithm is to reliable identify as
fast as possible the fault on the protected line. The algorithm
thus stops before it has converged to the minimum of the cost
function, see Figure 7. This allows to identify the fault while
using very few measurements but limits the precision of the
estimated parameters.

The estimated fault parameters can be used to assess the
severity of the fault. For the least severe faults, e.g., remote
or high-impedance faults, an ultra-fast decision to trip the
breakers may not be required. In such cases, the available
time allows to wait for additional information from remote
relays, making the fault identification results more reliable.
The estimate of the fault parameters thus enables to adapt the
fault clearing strategy to the severity of the fault.

2) Computing time: The complexity and computing time
of the fault identification algorithm as implemented in Matlab
is detailed in this section. The algorithm should be able to
perform k iterations in A% seconds. As the time constraints
are mostly stringent for internal faults, we only consider here
the computing times required to identify internal faults. Con-
sidering the extensive simulations performed in Section V-B,
the cumulative distribution of the computing times are plotted
for the identified fault cases in Figure 13 (right). For 70%
of the faults identified as internal, the computing time is less
than 50 ms, which is about 100 times more than the real time
objective of 0.5 ms for the fault identification.

Most of the computing time of the algorithm is in the
evaluation of the cost function (2) and its partial derivatives
with respect to the fault parameters. This amounts to the
evaluation of the different voltage waves and their derivatives.
These computations are investigated apart from the rest of
the algorithm using measurement widows of lengths 0.5 ms
and 1ms long and random fault parameters. The obtained
execution times for one evaluation of the cost function and
its partial derivatives are plotted in Figure 13 (left). The first
bars correspond to faults for which the evaluation of only one
wave is required, which are faults occurring relatively far from
the extremities of the line. The bars further right correspond
to faults that require the evaluation of two or three waves.
Longer observation windows are more likely to require the
computation of two or three waves, which explains that more
fault cases are located to the right for the longest observation
window. The length itself of the window explains the shift
of the different bars to the right but has a less significant
impact than the number of waves that must be computed. The
performance of the developed model to compute the evolution
of the voltage in the first millisecond after the fault can be
compared with existing tools, in particular with EMT software.
A plain EMT computation requires the simulation of the grid
on hundreds of milliseconds before the fault. To compare only
the evaluation of the voltage in the first millisecond after the
fault, a reduced EMT model is implemented. As a comparison
point, the results from [24] reduced to a observation window of
1 ms, are also indicated. In [24], a sensitivity-based approach
allows one to compute the traveling waves for any fault
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its derivatives on an observation widow 0.5 ms (top) and 1 ms (bottom) long.
Right: Computing times for proposed approach obtained with the extensive
simulations.

resistance, assuming the remaining fault conditions are known.
The results show the proposed parametric model performs
well compared to existing methods, at the cost of a reduced
accuracy. The performances achievable with an optimized C++

TABLE VII
COMPARISON OF THE COMPUTATION TIMES TO EVALUATE THE VOLTAGE
AND CURRENT EVOLUTION ON AN OBSERVATION WINDOW OF 1 MS.

Model Computing times (ms)
Approach from [24] 6-12
Simplified EMT 150
Proposed model 2-20

implementation are however difficult to predict using the exist-
ing Matlab implementation. In particular, the data processing
can be well adapted to parallel computing as, for instance,
the different waves - forward and reverse, ground and aerial
modes - can be computed separately. The implementation of
the proposed approach to achieve computing times more in line
with real-time applications remain nevertheless a challenge.

VI. CONCLUSION

In this paper, the problem of the fast fault identification
in meshed HVDC grids is addressed. A model of the first
traveling waves generated by the fault is developed using a
combined physical and behavioral approach. Modal analysis is
applied to decouple the TW phenomenon and to represent the
soil resistivity effects on the ground mode. The model depends
explicitly on the fault parameters and is thus adjustable to any
faults occurring on the protected line. When a fault is sus-
pected, the estimation of the fault parameters allows to identify
it as internal or external. Extensive simulations show that the
proposed algorithm is able to selectively identify faults using
a measurement window less than 0.5ms long. Furthermore,
the estimated fault distance and resistance provide insights on
the severity of the fault and allow one to fine-tune the fault
clearing and protection strategy triggered.
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