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#### Abstract

Sensory substitution devices were developed in the context of perceptual rehabilitation and they aim at compensating one or several functions of a deficient sensory modality by converting stimuli that are normally accessed through this deficient sensory modality into stimuli accessible by another sensory modality. For instance, they can convert visual information into sounds or tactile stimuli. In this article, we review those studies that investigated the individual differences at the behavioural, neural, and phenomenological levels when using a sensory substitution device. We highlight how taking into account individual differences has consequences for the optimization and learning of sensory substitution devices. We also discuss the extent to which these studies allow a better understanding of the experience with sensory substitution devices, and in particular how the resulting experience is not akin to a single sensory modality. Rather, it should be conceived as a multisensory experience, involving both perceptual and cognitive processes, and emerging on each user's pre-existing sensory and cognitive capacities.
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## 1. Introduction

Sensory substitution devices convert stimuli that are normally accessed through one sensory modality (e.g., vision) into stimuli accessible through another sensory modality (e.g., touch or audition). These devices have broad applications such as sensory rehabilitation and perceptual augmentation. For instance, visual-to-tactile (e.g., Bach-y-Rita et al., 1969; White et al., 1970) and visual-to-auditory (e.g., Hanneton et al., 2010; Meijer, 1992) conversion
systems were designed in order to assist blind and visually impaired people (see Auvray and Myin, 2009, for a review). For visual-to-tactile devices, the translation code can be analogical; for instance, a visual circle can be translated into a circular pattern of tactile stimuli. Non-analogical codes have also been used, for instance by converting distance into vibrations (e.g., Farcy et al., 2006; Maidenbaum et al., 2014). The code used in visual-to-auditory devices translates several dimensions of the visual signal into dimensions of the auditory signal. For instance, the vOICe (Meijer, 1992) translates vertical position into frequency, horizontal position into time scanning, and visual brightness into auditory loudness. Other visual-to-auditory devices convert colour information into musical notes (e.g., the EyeMusic; Levy-Tzedek et al., 2014) or using different orchestral instruments (the See ColOr; Bologna et al., 2009). Numerous devices were designed to compensate other deficits (such as proprioceptive deficits, e.g., see Danilov et al., 2007; Diot et al., 2014). However, in this article, we will focus on those devices that were designed to compensate for visual impairments. In the field of perceptual augmentation, these devices were developed in order to gain access to visual information, either under degraded conditions of perception (such as firefighting or military operations, e.g., see Jones et al., 2009) or when the amount of visual information is thought to be too important (such as in car driving; e.g., Ho and Spence, 2008).

Studies conducted on sensory substitution devices have revealed an important structural and functional plasticity of the central nervous system. As will be seen in detail in this article, the structural and functional plasticity resulting from the use of these devices is highly subject to individual differences. The main findings regarding structural plasticity have shown that the use and practice of visual-to-tactile (Ptito et al., 2005) and visual-to-auditory (e.g., Striem-Amit and Amedi, 2014; for reviews, see Proulx et al., 2014; Stiles and Shimojo, 2015) devices result in increased activation in the blind participants' visual cortex. Regarding functional plasticity, users of such devices can build a perceptual space that possesses visual characteristics although the sensory inputs come from another sensory modality (e.g., Renier et al., 2005). Note, however, that the degree to which the use of a substitution device involves visual processes varies from one user to another (e.g., Auvray et al., 2007). The possibility that the associated subjective experience becomes visual for some users, while remaining tactile or auditory for others, remains insufficiently investigated.

From an applied point of view, the challenge faced by designers consists of finding the best way to provide users with more accurate information usually allowed by vision, such as colour, shape, or distance. This challenge also involves designing devices that are ergonomically adapted to their users (Elli et al., 2014). Improving the design of sensory substitution devices, as will be
further described, will benefit from the identification of individual differences, either between different target populations (e.g., sighted, early-blind, and lateblind people) or within each population, in the different perceptual and spatial processes that are required to learn and acquire a new way of interpreting external information. This will allow the devices to be better adapted to people's specificities in use and learning.

From a theoretical point of view, one of the main goals is to understand what underlies the acquisition of new recognition and localization skills that are usually characteristic of a given sensory modality by means of another. In particular, one important question raised is to which sensory modality does the perception with a sensory substitution device belong? Two opposite theses were, at first, put forward: The dominance thesis (e.g., Block, 2003; Humphrey, 1992; Prinz, 2006) according to which perception with a sensory substitution device remains in the substituting modality (touch or audition), and the deference thesis (e.g., Hurley and Noë, 2003; Noë, 2004; O’Regan, 2011) according to which perception switches to the substituted modality (vision). The deference thesis opened the door to over-optimistic claims, involving the idea that users of visual-to-tactile substitution devices would become able to 'see with the skin' (White et al., 1970) or to 'see with the brain' (Bach-y-Rita et al., 2003). Auvray and Myin (2009), followed by Deroy and Auvray (2012, 2014; see also Farina, 2013) suggested that it is time to go beyond the dominance versus deference debate, and that perception with a sensory substitution device goes beyond assimilation to either the substituting or the substituted modality. According to this view sensory substitution should be understood as being vertically integrated on pre-existing capacities that involve, among other processes, both the substituting and the substituted sensory modalities. In addition, sensory substitution should be treated as involving both perceptual and cognitive processes, which take into account integration of the novel information with the existing perceptual-semantic route.

The proposed alternative view has important consequences to understand the use of sensory substitution devices as being dependent on individual capacities (see Fig. 1). First, it involves the idea that, at the perceptual level, performance and experience with the device will depend on each person's abilities. Second, if the use of sensory substitution devices is both perceptual and cognitive, then this leaves room for perceptual strategies that will differ as a function of people's specificities and cognitive style. In other words, performance and experience with the device will then be done with different weights attributed to each of the sensory modalities. These weights will depend on people's individual capacities, perceptual strategies, and cognitive styles. Note that these weights might subsequently vary as a function of expertise, appropriation of the device, and type of task. To give an example, it might be the case that a musician will be able to perform auditory analyses
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Figure 1. Three alternative views (deference, dominance, and vertical integration) on the processes involved in sensory substitution, with their specificities at the behavioural, neural, and phenomenological levels. Illustrative examples are given in parentheses.
that non-musicians could not, consequently giving more weights to auditory processes, and possibly having a predominant auditory experience when using the device.

In this article we will review the individual differences that have been reported regarding the perceptual and spatial processes involved when using sensory substitution devices aiming at compensating visual deficits. Using a sensory substitution device requires learning to extract perceptual information that arrives in the brain via an unnatural way and to correctly interpret it. It also
requires correctly organizing this perceptual information spatially, in order to reconstruct the external environment that the device allows one to explore. Regarding perceptual processes, we will first focus on the role of individual abilities in the different sensory modalities, both in the substituted deficient modality (e.g., vision) and in the substituting preserved modality (e.g., audition and touch). Second, we will focus on multisensory processes, particularly on the natural associations that exist between the senses and their implications for optimally converting visual into auditory or tactile stimuli. Regarding spatial processes, we will focus in particular on the reference frames that are involved when integrating multisensory information and when performing navigation tasks with a sensory substitution device. Note that, in this article, we will not discuss more central processes such as learning, attention, or executive function that are also important when using sensory substitution devices. The individual differences reviewed here concern both differences between different populations of users (e.g., sighted and blind people, musicians and non-musicians) and within the same population, taking into account individual perceptual and spatial abilities. We will address individual differences at the behavioural, neural, and phenomenological levels. Finally, we will highlight the implications of individual differences, both for theoretical and applied research.

## 2. Individual Differences in Perceptual Processes

### 2.1. Modality-Specific Processes

The theoretical debate opposing the deference and dominance theses has led researchers to investigate whether the use of a sensory substitution device relies on individual abilities both in the substituted and in the substituting sensory modalities. For the substituted modality (i.e., vision), an interesting question is whether perceptual performance with a sensory substitution device is influenced by visual or visuo-spatial abilities. Brown et al. (2011) found no influence of individual visual imagery abilities (measured with the Vividness of Visual Imagery Questionnaire, VVIQ; Marks, 1973) on the learning of the vOICe. On the other hand, in a study by Hanneton et al. (2015), performance reached by the participants on a task based on the auditory conversion of a visual video game was found to be correlated to the scores the participants obtained in a visual mental rotation test (Vandenberg, 1971). It thus seems that performance with sensory substitution devices is related to only some visuo-spatial abilities. More studies are therefore necessary to investigate the visuo-spatial abilities that are used and those that are not.

Regarding the substituting modality (i.e., audition or touch), differences in the use and appropriation of the devices were found as a function of auditory abilities. Brown et al.'s (2011) study revealed that participants with
good musical abilities (in particular discrimination of tonal changes) did not reach better abilities with the device. However, they learned it faster than participants with low musical abilities. This result shows that the use of the device depends on pre-existing auditory abilities. Similar results were found in Pesnot-Lerousseau et al.'s (subm.) study. Participants with high auditory abilities (discrimination of intensity, pitch, and duration) were found to have better performance with the vOICe than those with low auditory abilities. Musicians were also found to have a better 'visual' acuity (tested with Snellen E) when using the vOICe than non-musicians (Haigh et al., 2013). Regarding touch, while low-level tactile abilities (discrimination thresholds) have been expected to have an influence on the use of visual-to-tactile substitution devices (e.g., Loomis et al., 2012), no studies have directly investigated this hypothesis. More studies on individual differences in tactile abilities are thus required to estimate the extent to which people differ and the extent to which these differences influence the use of sensory substitution devices.

### 2.2. Multisensory Processing

Individual differences exist at the level of multisensory processes. This has been illustrated, for instance, with cross-modal correspondences, which are associations people make between sensory dimensions across distinct sensory modalities. The existence of such natural associations is particularly relevant for sensory substitution as learning to use sensory substitution devices may be more optimal if the codes that are implemented correspond to these associations (Deroy et al., 2016; Kristjánsson et al., 2016; Stiles and Shimojo, 2015). Cross-modal correspondences have been reported to involve individual differences existing both between blind and sighted people and among sighted people. For instance, Marks (1989) found a cross-modal correspondence between loudness and brightness; however, when looking at individual profiles, this occurred only in around half of the participants. With respect to blind people, Stiles and Shimojo (2015) have reported that, similarly to sighted people but in a weaker way, they intuitively associated (i.e., without training) the vOICe's sounds to tactile textures. On the other hand, Deroy et al.'s (2016) study focused on the conversion of the vertical dimension (i.e., visual elevation) into auditory frequency. Their results revealed that sighted participants but not blind participants (neither early-blind, nor late-blind) naturally associate auditory frequency (high-pitched $v s$. low-pitched tone) with the direction of tactile motion (ascending $v s$. descending). One possibility to explain these discrepant results is that blind and sighted people differ in their natural associations only when spatial information is present (e.g., top vs. bottom, left $v s$. right). Investigating further the individual differences concerning the sensitivity to cross-modal correspondences between blind and sighted persons and
within each population should therefore allow designing devices more optimally adapted to their target users.

More generally, perception is qualitatively different between blind and sighted people. Due to brain plasticity, the absence of vision allows the recruitment of visual brain areas for tactile tasks (see Sathian and Stilla, 2010, for a review). Such recruitment of supplementary brain areas, combined with the fact that blind people have to rely more on touch, can partly explain why they have a higher tactile acuity than sighted people. Multisensory integration also differs between blind and sighted people. For instance, auditory and tactile stimuli are better integrated in sighted than in blind people (Hötting and Röder, 2004). In addition, blind people inhibit more easily stimuli presented in a task-irrelevant sensory modality (e.g., tactile stimuli for an auditory task) than sighted people (Hötting et al., 2004). The absence of vision, especially in congenitally blind people, has also been reported to have a global impact on spatial cognition, highlighting the important role of vision in the integration of the spatial information that is extracted from different sensory modalities (for a review, see Pasqualotto and Proulx, 2012). The next section will address those individual differences occurring in spatial processes.

## 3. Individual Differences in Spatial Processes

### 3.1. Multisensory Reference Frames

Spatial cognition is subject to inter-individual differences, which can influence the design of both visual-to-tactile sensory substitution devices and navigation aid devices. Individual differences arise both in the spatial reference frames that are adopted and in spatial navigation skills. With respect to the former, it should be noted that individual variability has to be investigated first for each sense, given that spatial reference frames are different from one sensory modality to another (Cohen and Andersen, 2002). Indeed, visual information is initially coded in retinotopic coordinates, whereas tactile information is initially coded in somatotopic coordinates, and auditory information is initially coded according to a head-centred reference frame. Spatial diversity is also present within one sensory modality. For instance, the spatial coordinates of a tactile stimulation can be defined according to the stimulated body part, to the entire body, or to the external world (Arnold et al., 2016). These different reference frames can come into conflict, as revealed by the longer time needed to report which hand, the left or the right, has been stimulated first, when the arms are crossed as compared to uncrossed (Shore et al., 2002). The additional time it takes to localize touch in the crossed-hand condition has been interpreted as reflecting spatial transformation from a body-centred to an environment-centred reference frame (Shore et al., 2002).

The diversity of spatial reference frames is even increased when it comes to planning an action, given that spatial information is also coded differently for sensors and action effectors (Cohen and Andersen, 2002). However, spatial transformations allow integrating spatial information coming from the different senses into one common and unified reference frame with the goal of performing actions. This common reference frame is usually an eye-centred reference frame (Cohen and Andersen, 2002). Spatial information coming from vision (Boussaoud and Bremmer, 1999), audition (Zwiers et al., 2003), and touch (Harrar and Harris, 2010) has indeed been reported to be coded according to the direction of the eyes. The spatial transformation of multisensory information into a common eye-centred reference frame may allow the perception of a unified external world rather than multiple worlds (Hartcher-O'Brien and Auvray, 2014).

Thus, when translating visual information into tactile or auditory information, as is the case with sensory substitution devices, the initial spatial information must be coded in a different reference frame. Interestingly, Levy-Tzedek et al. (2012) reported that, after training with a visual-to-auditory device, spatial information from one sensory modality can inform movements guided by another sensory modality. However, the spatial transformation of sensory information is not performed in the same way by everyone, as there is an inter-individual variability in the reference frames that are used. For instance, in sighted people, different reference frames are adopted when interpreting letters - stimuli that are usually perceived visually - drawn on the body surface (Arnold et al., 2016). The reference frame that is adopted is egocentric, i.e., centred on the participant's body, for $80 \%$ of people, whereas $20 \%$ of people adopt a decentred reference frame, i.e., centred on a location external to the body. The individual variability is even stronger as, among egocentric people, some of them adopt a trunk-centred reference frame whereas others adopt a head-centred reference frame. Importantly, the reference frame that is adopted has been reported to be natural rather than a mere cognitive choice. It is worth mentioning here that other studies found differences in the reference frames that are adopted as a function of gender, age, and cultural background (e.g., Goeke et al., 2015). Overall, these results highlight that individual differences in the coding of spatial information have an impact on the way a sensory substitution device is used to explore environment and on the resulting sensory experiences.

### 3.2. Navigation Tasks

An important daily-life spatial task, for which individual differences are particularly salient, is navigation. Indeed, two well-contrasted frames of reference are differently adopted in navigation: an egocentric and an allocentric reference frame (e.g., Tversky, 2003). The egocentric reference frame represents
the location of objects in space relative to the observer's body. On the other hand, the allocentric reference frame represents objects' locations relatively to other objects, and thereby, it involves knowledge of spatial relations that unite the various elements of the environment regardless of the observer's position. The way an itinerary is described orients the reference frame that is adopted (e.g., O'Keefe and Nadel, 1978). In particular, route descriptions are based on an egocentric reference frame. They consist of sequences of instructions specifying the changes in direction necessary to reach the final destination. They are characterized by a serial aspect whose consequence is that if people omit one instruction, they will be unable to reach their destination. By contrast, survey descriptions are based on an allocentric reference frame. They are characterized by a high level of flexibility and have certain superiority over the egocentric representations because they allow reorganization of itineraries such as finding alternative routes or taking shortcuts.

The construction of an allocentric representation requires full integration of the various paths in a geographic perspective using the cardinal directions (Klatzky, 1998). This construction is, in sighted people, greatly facilitated by the use of the visual modality, as it allows a multiple and simultaneous perception of spatial elements, even if they are distant. As a consequence, differences in the reference frame adopted between blind and sighted persons have been reported in many studies. For instance, Noordzij et al. (2006) used an environment that was verbally described either from a route description (egocentric frame of reference) or from a survey description (allocentric frame of reference). Their results revealed that blind people's mental representations share the same metric properties as those constructed by sighted people. However, blind people constructed a more robust spatial representation from a route description, whereas sighted people performed better with a survey description. Similarly, Rieser et al. (1986) found that when a navigation task requires a change of perspective or spatial inferences (that rely on allocentric reference frames) congenitally blind people do not perform as well as sighted and lateblind individuals. Visual experience also plays a role in the reference frame that is preferentially adopted when both egocentric and allocentric reference frames are possible to solve a spatial memory task (Pasqualotto et al., 2013). Sighted and late-blind participants prefer to adopt an allocentric reference frame, whereas congenitally blind participants, who never experienced vision, prefer to adopt an egocentric reference frame (see Gallay et al., 2013, for a review).

It should be noted that the use of an egocentric perspective is sufficient to succeed in some spatial tasks, for which sighted and blind people can thus obtain comparable performance. To give an example, Loomis et al. (1993) compared spatial memory performance in blind and sighted participants. The participants in this study were accompanied along a straight or curved path,
and they were subsequently asked to reproduce it. No significant difference in performance was found between blind and sighted people. This result suggests that visual impairment does not entail the estimation of directions and distances between elements of an environment that has been physically explored. This can be due to the fact that the reproduction of a physically experienced itinerary is based on kinaesthetic and vestibular memory, which involves an egocentric frame of reference. However, when the tasks involve the encoding of spatial information that has not been physically explored, or when they involve spatial inferences or changes in perspective, differences appear between blind and sighted people (e.g., see Rieser et al., 1986).

As we have seen, there is an important inter-individual variability in the reference frames that are adopted when interpreting spatial information, and blind people, compared to sighted people, have a spontaneous tendency to adopt an egocentric perspective as opposed to an allocentric one. These individual differences are important to take into account when designing personalized navigation aid devices. In particular, two options are possible; the first one consists in implementing different reference frames so that people that have difficulties with the allocentric reference frame can use the egocentric one. The second one consists in favouring the development of allocentric reference frames in those persons that have difficulties with it. Regarding this option, Millar (1994) hypothesised that it is the perception of distal elements that allows encoding spatial relations between elements of the environment, and therefore allows the construction of an allocentric reference frame. Thus, such access to distal cues, which can be converted into auditory or tactile information, could be implemented as an option in navigation aid devices. Relevant to this hypothesis, Pasqualotto and Esenkaya (2016) have shown that blindfolded sighted participants are able to elaborate an allocentric representation of a spatial scene when exploring the scene with the vOICe, in the same way as when the scene is explored visually. If similar results were to be found in blind participants, this would provide arguments for the hypothesis that sensory substitution devices can allow blind people to form allocentric spatial representations of their environment.

Finally, the effect of aging - one important source of individual differences in addition to being a cause of visual deficits - has scarcely been investigated. The only study conducted thus far investigating age-related differences when using a sensory-substitution device, found that older adults were less successful in completing a navigation task than younger adults (Levy-Tzedek et al., 2016). This result may reflect a combination of perceptual and cognitive decline with age, and it suggests that older adults could use sensory substitution to compensate visual deficiency. However, significant efforts are necessary for older people to learn how to use the device.

## 4. Individual Differences at the Phenomenological Level

A few studies have investigated the phenomenology (or subjective experience) associated with the use of a sensory substitution device. Some of these studies highlighted the visual-like character of the experience with the device. For example, Guarniero, a blind philosophy student, who extensively used the Tactile Visual Substitution System, described: "very soon after I had learned how to scan, the sensations no longer felt as if they were on my back, and I became less and less aware that vibrating pins were making contact with my skin. By this time objects had come to have a top and a bottom; a right side and a left; but no depth - they existed in an ordered two-dimensional space" (Guarniero, 1974, p. 104). In a similar vein, a more recent study found a correlation between the recruitment of the occipital cortex and reports of new experiences of flashes in trained late-blind users of visual-to-tactile sensory substitution devices (Ortiz et al., 2011). However, such changes are not documented in congenitally blind individuals, and thus the visual character of these induced flashes or lights still remains to be investigated to better understand whether the experience is perceptually visual, due to imagination, or even due to residual vision.

Subjective changes have also been documented with visual-to-auditory devices. For instance, in a series of interviews, two blind users of the vOICe reported visual experiences, involving colour, but this phenomenology was limited to certain kinds of objects (Ward and Meijer, 2010). According to these authors, training with the vOICe could lead to the occurrence of visual images, comparable to the synesthetic experiences enjoyed by coloured-hearing synaesthetes. However, these two users had an acquired blindness, and it cannot be ruled out that they associated the sounds to visual images from their memory. Thus, we remain unsure of whether the visual phenomenology is truly perceptual, or if it is just given by memory, or even by imagination, and then merely added to a set of non-visual qualities obtained when using the device (see Auvray and Farina, 2017, for a discussion).

Subjective reports were also gathered in blindfolded sighted participants. In their study, Auvray et al. (2007) trained six persons with the vOICe for fifteen hours. The participants were given questionnaires about their qualitative experience while using the device. They were asked which sensory modality their experience most resembled for localization and recognition tasks. The replies varied inter-individually and as a function of the performed task. Localization tasks were more likely to be apprehended either as giving rise to visual experiences or as belonging to a new sense, whereas recognition tasks were judged as more closely resembling audition. Two participants mentioned a resemblance with the tactile modality. In addition, the participants
often emphasised that they simply had the feeling of mastering a new tool. Thus, in this study, while the participants were able to perceive visual properties when they are converted into sound, they did not strictly speaking have a visual phenomenal experience or an auditory one. Rather, the participants' phenomenal experience was task-dependent and its tool-like nature was emphasized.

With the same device, the vOICe, in Pesnot-Lerousseau et al.'s (subm.) study, blindfolded sighted participants were trained at localization and recognition tasks. Prior to training, and after training in each of the tasks, they were questioned about their subjective experience by means of Likert scales. As in Auvray et al.'s (2007) study, participants had a different phenomenology as a function of the task. The overall phenomenology remained auditory, which is likely due to the fact that the stimuli consisted of sounds. However, in the object recognition task, participants additionally had an important visual experience, whereas in the object localization task they had an additional sonar-like experience, that is, an experience mainly based on spatial information of localization or distance from the body, without necessarily forming visual images of the object to localize. Another interesting result is that such differences in the phenomenologies as a function of the task which probably result from the fact that several different processes are involved - are stronger in participants with good auditory capacities than in participants with low ones. It is likely that good auditory capacities allow the participants to identify those dimensions of the auditory signal that are the most relevant to the task while discarding the less relevant ones. Participants with low auditory capacities have a phenomenology that does not differ with the task, which suggests a lower plasticity in the involved processes. As their auditory inputs are poorer, it could be that they are less able to disentangle the different auditory dimensions and consequently to analyse them independently.

It is not straightforward to know what can be inferred exactly from these reports, as the evidence remains fragile. In blind persons, the reports are compatible with the resurgence of colour or texture memories for familiar objects. Similarly, it should be further investigated what type of visual imagery exactly is at stake, as it might correspond to a mere reminiscence of cross-modal imagery (e.g., Spence and Deroy, 2013), especially in blind people. This survey might also question participants' abilities to establish classes of similarities between their experiences. Nonetheless, what can be inferred from the results is that subjective experience with the device depends both on the task and on individual perceptual abilities.

## 5. Individual Differences at the Neural Level and Proposed Hypothesis of Two Different Processing Pathways

Individual differences at the neural level have been investigated both with visual-to-tactile and visual-to-auditory sensory substitution devices. Regarding visual-to-tactile devices, many studies revealed differences in the activation of the visual cortex in blind and sighted people after training (for reviews, see Poirier et al., 2007; Proulx et al., 2016). For instance, Ptito et al. (2005) investigated changes in regional cerebral blood flow (rCBF) using positronemission tomography (PET) in congenitally blind people and sighted controls. The participants were required to learn to detect the orientation of visual stimuli presented through the device during one hour a day over one week. The blind and sighted participants reached an equal level of performance after training. No task-evoked rCBF increase was detected in the visual cortex of either group before training. After practice, whereas tongue stimulation significantly led to an increase in rCBF in the visual cortex of the blind participants, such activation was not found in the sighted controls. According to the authors, in the case of congenital blindness, training with a visual-to-tactile substitution device induces a rerouting of tactile information to the visual cortex. It should, however, be mentioned that increased activation in the visual cortex of blind participants does not necessarily mean that the corresponding perception is visual.

To test this hypothesis, Kupers et al. (2006) used transcranial magnetic stimulation (TMS) of blind and blindfolded sighted participants' visual cortex before and after training with a visual-to-tactile substitution device. Before training, when TMS was applied over their visual cortex, the participants did not report any subjective tactile sensation (only phosphenes were reported by sighted participants). After training, some of the blind participants (three out of eight early-blind participants and one out of five late-blind participants) reported tactile sensations when TMS was applied over the occipital cortex, whereas no such sensations were reported by sighted participants. The authors concluded that the subjective character of the percept would depend on the stimulated sensory channel and not on the activated cortex. In other words, the subjective experience associated with an activity in the visual cortex after training was tactile and not only visual.

Regarding visual-to-auditory devices, in a vast majority of cases, training participants results in an increased activation of their visual areas (for reviews, see Poirier et al., 2007; Proulx et al., 2014, 2016). However, large inter-individual differences have been reported, in particular between earlyblind, late-blind, and sighted participants. Compared to late-blind and sighted participants, early-blind participants have stronger activations of their visual cortices (Amedi et al., 2007). More precisely, their visual cortices are more
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Figure 2. Illustration of the two neural streams described by Poirier et al. (2007). Early-blind participants use the cross-modal pathway (solid line). Sighted participants use the mentalimagery pathway (dashed line). We propose three hypotheses to explain this difference. (A) Blind participants already have enhanced cross-modal connections before training with the device. (B) Sensory deprivation allows the recruitment of visual areas. (C) Auditory or tactile abilities determine the recruitment of visual processes. As blind participants have better low-level auditory and tactile capacities, the recruitment of visual areas is facilitated.
modulated by training, and they show a stronger functional connectivity between visual and frontal areas (Murphy et al., 2016). In addition, early-blind people are better at using the device in orientation identification tasks (Stiles et al., 2015) and in 'visual' acuity tasks (Striem-Amit et al., 2012). To account for these differences, Poirier et al. (2007) proposed a two-stream model. According to this model, early-blind participants would recruit a cross-modal pathway, consisting of a direct stream between auditory cortices and visual ones. On the other hand, late-blind and blindfolded sighted participants, due to their past or current possession of the visual sense, would activate a mentalimagery pathway. Sighted participants, even when blindfolded, would process the information in higher order multimodal cortices and then propagate the signal into visual cortices. This multimodal pathway corresponds to the transduction of the auditory signal not only into visual images, but also potentially into spatial images, that is, a multimodal signal. In this section, three hypotheses are proposed to explain how and why these two pathways can be observed (see Fig. 2).

First, before training, cross-modal connections between visual and auditory cortices may be stronger in early-blind than in late-blind and sighted people. This hypothesis makes sense in the field of the metamodal brain theory (Heimler et al., 2015; Pascual-Leone and Hamilton, 2001; Proulx et al., 2014). If the brain is organised as a task-dependent rather than as a sensory-dependent
system, the 'visual' areas are not literally visual. They are involved in spatial processes but their inputs are not restricted to the retina. In early-blind participants, auditory and tactile perceptions are the main source of spatial information. Therefore, their visual cortices may already be strongly linked to auditory and somatosensory cortices, as they are the main provider of useful information. When learning to use the device, blind participants, accustomed to process auditory input with their visual (spatial) cortex, would recruit the cross-modal pathway. However, contrary to this hypothesis, a functional connectivity analysis made by Murphy et al. (2016) showed no difference in the auditory-visual cortex connectivity between blind and sighted people.

A second hypothesis is that sensory deprivation and the absence of visual input make visual areas more available to process new signals. As the retina does not send inputs to the cortex, blind participants may recruit those areas more easily. A privation study by Proulx et al. (2008) tested this hypothesis. Three sighted participants were blindfolded during three weeks. However, no major differences were found between deprived and control participants. Furthermore, a similar privation study with magnetoencephalography revealed that privation has an effect on the auditory cortex activity only when combined with learning (Pollok et al., 2005). Privation alone did not produce changes. Thus, even if privation induces profound changes in the organisation of the brain (Bavelier and Neville, 2002), it appears that privation alone cannot explain the difference between blind and sighted people.

Finally, auditory capacities may have a role in the observed differences between sighted, early-blind, and late-blind people. Access to the cross-modal pathway may be conditioned by the quality of auditory inputs. As early-blind people have an enhanced auditory sensitivity (Wan et al., 2010), the signal may be sufficiently accurate to be directly processed by visual cortices. Two clues in the literature favour this hypothesis. First, the capacity to use a visual-to-auditory device is theoretically linked to auditory capacities. As shown in Section 2.1, musicians have a better " 'visual' acuity when using the vOICe (Haigh et al., 2013). Secondly, early-blind people have better low-level auditory capacities than the rest of the population (Wan et al., 2010) and they proved to be better at learning how to use the device (Stiles et al., 2015). This hypothesis makes sense with the two-stream theory (Poirier et al., 2007). It is because blind people's auditory processes are accurate and because the signal is well discriminated that they have access to another type of treatment, a cross-modal one.

These three hypotheses are attempts to account for the observed differences between early-blind, late-blind, and sighted participants, as well as for the existence of two streams of processes. If prior cross-modal pathways and sensory deprivation have already been studied, the hypothesis of different auditory capacities has been evoked but not directly investigated yet. We believe that
further research is needed to better understand the implication of audition in the use of visual-to-auditory devices, and more generally to understand the role of the input modality in sensory substitution.

## 6. Conclusion and Implications

The experiments conducted with sensory substitution devices have highlighted numerous individual differences in perceptual and spatial processes, at the behavioural, neural, and phenomenological levels. These individual differences have consequences both for the design of sensory substitution devices and for the understanding of the processes involved in a sensory substitution device use.

### 6.1. Implications for the Design of Sensory Substitution Devices

Although sensory substitution appears a promising technology to compensate visual impairments, they remain barely used by visually impaired people, however, either because their design is not optimal, or because their use involves too many constraints and cognitive effort (Elli et al., 2014). Taking into account individual differences will allow an optimal appropriation of these devices. First, the choice of the conversion code will benefit from the identification of the cross-modal correspondences that may exist in the target population. For instance, the existence of an audio-tactile correspondence between pitch and tactile elevation in sighted but not in blind people (Deroy et al., 2016) questions the coding of spatial elevation by auditory frequency that is used in several visual-to-auditory devices. Second, the use of these devices can be eased by implementing flexible options as a function of the differences in the reference frames adopted by people (egocentric versus allocentric; trunk-centred versus head-centred). Note that the way each person uses the device (e.g., attributing tactile stimuli to either external objects as in vision or to proximal stimulations as in touch) may be characterized by the adoption of different reference frames, and the preference for one or another may in turn be an indicator of the perceptual experience that is associated with the use of the device.

In addition, identifying different perceptual strategies associated with different phenomenologies, with some people having more of a visual use of the device and other people having more of an auditory or tactile use, can have implications for the design of learning protocols. One possibility would be to respect each user's tendency and to customize the learning protocols as a function of the different types of use (Elli et al., 2014). For instance, for people that have a visual use only, learning could be oriented toward integrating a real substitution device so that the experience becomes increasingly visual.

This can be done by favouring tasks designed to better apprehend depth, to learn how to form global images of the objects. For people that have more tactile or auditory experiences, learning could be oriented toward favouring the processes specific to these modalities. For instance, learning to better discriminate auditory frequencies and auditory intensities will allow a better discrimination of the complex auditory stimuli coming from a visual-to-auditory device.

Finally, when designing learning protocols for using sensory substitution, more central sources of individual differences should be taken into account. For instance, aging has been shown to have an impact both on peripheral factors such as perceptual acuity and on central factors such as learning, attention, spatio-temporal integration, and memory (West, 1996). As a consequence, the use of visual-to-tactile sensory substitution in older adults is challenging (Levy-Tzedek et al., 2016) and requires adapting learning protocols to this specific population.

### 6.2. Implications for the Conceptual Understanding of Sensory Substitution

The data collected on individual differences helps making advances in the understanding of the processes involved when using a sensory substitution device. At the sensory level, it was found that people with good musical abilities (Brown et al., 2011) or good auditory abilities (Pesnot-Lerousseau et al., submitted) have better performance when using visual-to-auditory substitution devices. People with high visuo-spatial abilities have also better performance with visual-to-auditory devices (Hanneton et al., 2015; but see Brown et al., 2011). These results suggest that performance with the device relies on users' individual sensory abilities and that experience takes root both in the substituting and the substituted sensory modalities. The data collected on the subjective experiences, even if they remain too sparse to make strong claims, reveal that they are subject to inter- and intra-individual variability. The phenomenology associated with the use of the device appears to depend both on the task and on auditory abilities. The fact that there is dependence on both the task and individual abilities suggests that there is room for processes that are more cognitive, and thus more subject to individual variability. Finally, at the neural level, differences were observed between early-blind, late-blind, and sighted participants, which led to the hypothesis of two streams of processes, one linked to the substituting and substituted modalities and a cross-modal one. Overall, these results are in line with the view that sensory substitution devices are vertically integrated on pre-existing capacities (Deroy and Auvray, 2012, 2014) that involve cognitive and perceptual processes belonging both to the substituting and to the substituted sensory modalities.
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