N
N

N

HAL

open science

Cophasing multiple aperture telescopes with Linearized
Analytic Phase Diversity (LAPD)

Sébastien Vievard, Aurélie Bonnefois, Frédéric Cassaing, Joseph Montri,

Laurent M Mugnier

» To cite this version:

Sébastien Vievard, Aurélie Bonnefois, Frédéric Cassaing, Joseph Montri, Laurent M Mugnier. Cophas-
ing multiple aperture telescopes with Linearized Analytic Phase Diversity (LAPD). Journal of Astro-
nomical Telescopes Instruments and Systems, 2020, 6 (4), pp.040501. 10.1117/1.JATIS.6.4.040501 .

hal-03171998

HAL Id: hal-03171998
https://hal.science/hal-03171998v1
Submitted on 17 Mar 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-03171998v1
https://hal.archives-ouvertes.fr
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Abstract. Focal plane wavefront sensing is an appealing technique to cophase multiple aperture telescopes. Phase
diversity, operable with any aperture configuration or source extension, generally suffers from high computing load.
In this Letter, we introduce, characterize and experimentally validate the LAPD algorithm, based on a fast linearized
phase diversity algorithm We demonstrate that a typical performance of \/75 RMS wavefront error can be reached.
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1 Introduction

Segmentation of the primary mirror is an inevitable step for space or ground-based optical tele-
scopes in order to maximize the pupil diameter and therefore increase their spatial resolution and
collecting power. This was implemented for the Keck telescopes' on the ground, or the soon-
to-be-launched James Webb Space Telescope (JWST),? and it prevails in the design of the future
extremely large optical telescope projects.>* For other projects,’ the goal is to minimize the vol-
ume at launch.

A critical sub-system of such instruments is the Cophasing Sensor (CS), whose goal is to
measure low order aberrations (i.e. local piston tip and tilt) corresponding to relative positioning
errors of the sub-apertures. We make the assumption that the optical quality of each sub-aperture is
sufficient so that the high order aberrations are negligible; for example, high technology readiness
level of requirements for the JWST segments is a mirror quality with less than 23.7nm RMS error.®
Several steps are usually required to bring the instrument from a potentially very disturbed state
(where images of each sub-aperture are scattered in the focal plane) to the optimal phased state
with phasing errors within a small fraction of the operation wavelength (typically below A/40 RMS
according to a typical error budget for multi-aperture systems’). Therefore, different algorithms
are being investigated to correct for aberrations during each step.®

For the fine phasing step, Phase Diversity (PD)* !’ is a very appealing and much studied CS'!~'®
for several reasons: firstly, this CS can use the scientific camera; this both simplifies the hardware
and avoids differential aberrations between the scientific sensor and the CS. Secondly, it is ap-
propriate for an instrument with a large number of sub-apertures, because the complexity of the
hardware does not scale with the number of sub-apertures and remains essentially independent of
it, contrarily to the case of common pupil-plane sensors.'? Finally, even if this letter only addresses
the case of an unresolved object, it can be used on very extended objects, for which it is actually
the only reasonable CS.!” However, since the link between the aberrations and the focal and ex-
trafocal images that are analyzed is highly non-linear, PD usually requires time-consuming, high
computational cost, iterative minimization algorithms.

Before PD can be applied, the sub-apertures must be coarsely (geometrically) aligned. For
this step, Vievard et al.'”” developed the ELASTIC algorithm. The latter allows to reduce large



tip/tilt aberrations over sub-apertures from several A RMS to less than A /8 RMS when observing an
unresolved target. In this case, Mocceur et al.?’ proved through simulations that usual PD equations
could be linearized, and the algorithm thus made much simpler, and incomparably quicker for
whichever observed object (resolved or unknown and unresolved). Other methods, like Fast and
Furious,'>?! also exploited the small aberration regime to implement a fast estimator for wavefront
sensing and control but it does not allow open loop estimation, and is limited to unresolved sources.

In this Letter we present a new algorithm similar to the Newton-Raphson method** and based
on Mocceur et al.>® We derive and discuss the algorithm, numerically characterize it, and finally

we present the first lab experimental validation of linearized PD on a multi-aperture telescope.

2 The linearized phase diversity principle

The idea behind the new algorithm is to iteratively apply the linearized PD?° around the last esti-
mated set of aberrations. Concretely, it means that a first set of aberrations would be estimated and
then used as starting point to derive a new estimate. A few iteration of this method is expected to
help increasing the capture range of the linearized PD.

Following Mocceur et al.>° we begin by performing a 17! order Taylor expansion of the in-
strument Point Spread Function (PSF) h, a vector defined on Ny pixels, around the last known
aberration state a’ as a function of the current aberration vector a. With §, = a — a’, we can write :

h(a) = h(a') + Jx(a’)da + 0(0a) (1)

where the vector of the Zernike coefficients of the residual perturbations we want to measure is
a = (ap0, 0.1, ..., agn), wWith k € {1,2,3} the Zernike mode and n the sub-aperture index. Jp(a’)
oh  Oh oh )
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is the Jacobian matrix of hin a’: J;, = <

Doing so, Mocceur showed that the best maximum likelihood estimator is the one that min-
imizes a criterion L, defined from the two diversity images ¢; and ¢, whose Fourier Transform
(FT) are written as 2; and 25, as:

L(a) 2022]1& a— B(v)|* + Cst 2)

where o is the noise variance in each image, supposedly the same in both, v is the spatial
frequency index, and

ia(v)an(v) — 4 (v)as(v) and B(v) = 18,(v) — 62(v) B, (v)
VB[ + 1By (v)? + € VIBI W)+ [Bo(v)]* + €
with, for i € {1, 2} (each diversity plane), a; = FT[J,,] and B, = FT[h;].

Av) =

A(v)is a (kpaa/N,) vector (with k4, the highest Zernike mode considered and N, the number
of sub-apertures) defined for each v value. We can concatenate all A () vectors to obtain a A
matrix with (Ny, ke N,) dimensions. A corresponds to the part of the criteria that explicitly
depends on the sought aberrations. B(v) is a scalar and is used to compute the vector (with a



length of V) B corresponding to the criteria expression when there are no aberrations. ¢ is set to
107%, allowing the criteria not to diverge for high frequencies.

Since L is quadratic, the derivation of its gradient with respect to the aberrations leads to a

simple linear equation depending on a. Therefore, the latter can be estimated analytically thanks
to the least square solution for complex data:

a=[R(A"A)]". [R(A"B)] 3)

with R the real part and | the matrix generalized inverse.

Here, we compute the latter with the Singular Value Decomposition. In this process, we can
filter out singular modes whose singular values are too small and lead to noise amplification in the
inversion. We show Fig. 1 the filtered modes for a 6 circular aperture instrument. We can see that
the filtered modes, not seen by the system, are as expected the global piston, tip and tilt.

107" \ ] ﬁv ~>
107 ‘\—K” ;\‘" <(“I‘M
- 1 M
e

0 5 10 15 20
Mode

Fig 1 Singular values associated with each modes. The three lowest singular values showed for a 6 circular sub-
aperture system correspond to global tip, global tilt and global piston.
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We found that range and accuracy could be notably increased by performing a few internal
iterations (typically from 1 to 3 as we will show in the following section): a first set of aberrations
(noted a’) is estimated, and used as initial guess for a new estimation. It means that the Taylor

expansion is then performed around a’ (Eq. (1)). We call this algorithm LAPD for Linearized
Analytical Phase Diversity.

3 Numerical validation

The optimization and performance evaluations of LAPD are based on a compact pupil with 18 cir-
cular sub-apertures placed on a hexagonal grid (see Fig. 2 - left) and compared to a “classic”
iterative PD algorithm'® for an observation of an unresolved source. All our tests are performed
with a simulation tool that simulates the pupil, the phase map error in the pupil plane and that
generates images of a point source using the Fraunhofer diffraction theory®® . The size of the im-
ages is 64 by 64 pixels, with photon noise and a read-out-noise of 5 photo-electrons. For an initial
purpose of metrology tests we will consider high illumination of 5 x 10 photo-electrons per image

corresponding to a Signal-to-noise ratio of around 700. No higher order aberration are taken into
account in our tests here.



3.1 Phase diversity optimization

We start with the optimization of the defocus introduced between the focal plane image and the
diversity image. PD algorithms are based upon the difference between those two images. If this
difference is not large enough, performance of such algorithms is poor. In order to find the optimal
defocus for LAPD, we fix a random piston/tip/tilt aberration set with a 0.1 rad RMS standard
deviation and study the estimation error for various defocus values. For each value of defocus we
perform N, = 50 noise and perturbation draws. Fig. 2 shows the evolution of LAPD and classic
PD algorithm estimation root mean square error (RMSE) in regards of the defocus between images.
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Fig 2 Left: Simulated 18 compact circular sub-apertures. Right : Defocus amplitude optimization for LAPD and the
classic PD.

We can see that the tendency of both algorithms is that their estimation error decreases when
the defocus increases, until a minimal plateau. The latter minimum is slightly above /1000 RMS
for both algorithm when the defocus amplitude is larger than 0.2\. This result is in adequation
with previous work?* on optimal defocus diversity in the case of a monolithic telescope. In the
following we will use a 0.3\ defocus amplitude.

3.2 Linearity of the sensor

Let us now study the linearity and dynamic range of LAPD. We study the LAPD estimation using
0 to several internal iterations for a piston and a tilt error range of [—0.5)\; 0.5A]. Fig. 3 shows the
evolution of the mean estimation over NV, = 50 noise draws as a function of the introduced piston
or tilt. We keep an illumination of 5 x 10° photo-electrons per image for this test.

On Fig. 3 (left) we can see that LAPD without internal iteration has a linear response on the
[—0.2X;0.1)] piston range. Increasing the number of internal iterations enlarges LAPD linear
range to about [—0.4); 0.35\]. More than 3 internal iterations do not increase the dynamic range.
We also over-plot the linear range of the classic PD [—0.45); 0.4)]. The asymmetry that we notice
in the linear range comes from the choice of the small unilateral defocus as a phase diversity.
Indeed, further tests showed that the linear range will be symmetric only in the case of a symmetric
diversity (two diversity images with opposite defocus) or by increasing the defocus to several As.
On Fig. 3 (right) we see that LAPD tilt estimation is linear on the [—0.1X;0.1)\] range without
internal iteration. When increasing the number of internal iterations to 3 the tilt estimation is



-————F———— 77— . . . . .
|| ---- oiteration - = == Oiteration
0.4 | 1 iteration o 0.4 1 iteration
- - - - 2iterations ;4:‘ |1 - - - - 2iterations 4."\\ N
— - - - - Classic PD V - - - - 3iterations g \\\ \‘
S A \ | - i - \
\C/ 0.2 H Slope of 1 | |1 < 02N Classic PD e Vo
L . ' o Slope of 1 / “a
% r RN E’ By 4/’—~‘\\ \‘\
o e W =N pd S \:\\
L N 1 © N yd AN
o 0.0 . RSO Q 0.0 T~ y S
Q ?Ci)» VAN ® rooWo s pd v
© a4 AR e W S~ 7 l
\ RN = ~___ S
£ N AN .7 i \Q\\ 4 N
b L L L |
$ 02 || ll vy w02 N e v
L ' F vy - 1
¥ \ \_s \
\ v I N .
N e L
Rd \
041 - B 0.4 R
1 I I I I . I S T S S B S S S B
0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

Introduced Piston (1) Introduced Tip (1)

Fig 3 Evolution of the piston () and tilt () estimation as a function the introduced piston or tilt.

linear on the [—0.32); 0.32)\] range, just like the classic PD. We then showed that LAPD piston
or tilt estimation is linear on a given dynamic range and the latter can be increased by using more
internal LAPD iterations. Doing so, LAPD dynamic range is comparable to classic phase diversity
algorithm’s for tilt estimation. The dynamic range of the piston estimation does not reach the same
as the classic PD, however we can assume that static phasing errors would not be as large during
the telescope fine phasing step.

3.3 Noise propagation study

Finally, we study the performance of LAPD with regards to the photo-electron count (V). We
set the number of internal iterations to two, as we saw previously that it is sufficient to significantly
increase the capture range of the algorithm. For each case we study the standard deviation and the
RMSE of the piston/tip/tilt estimation over the A/, = 50 draws. A random piston/tip/tilt set with a
0.2 rad standard deviation is applied for each estimation. Fig. 4 left and right respectively show the
evolution of the standard deviation and the RMSE as a function of the number of photo-electrons
in each image.

We can distinguish different regimes in the standard deviation evolution of the LAPD and
classic PD estimations: at low flux (below 10° photo-electrons for LAPD, below 5 x 10% photo-
electrons for the classic PD) the standard deviation of the estimation is constant. The value of
the standard deviation is around \/16 for LAPD and around \/5 for the classic PD. This differ-
ence can be explained by the fact that the few number of iterations for LAPD can play the role
of regulation.” Since the classic PD does not have any kind of regularisation, the performance
at low flux is significantly worse. At high flux (N, > 10%, respectively A, > 10°), the slope
of detector-noise (respectively shot-noise) regime is clearly evidenced in the case of LAPD esti-
mation standard deviation. In the case of the classic PD, the shot-noise regime is evidenced for
N, > 10%. The evolution of the RMSE informs us that the estimation error is < \/40 for an
illumination > 103 photo-electrons for the classic PD and > 10* photo-electrons in the case of
LAPD. Both algorithms have similar behaviors. However we can notice that the classic PD algo-
rithm is slighly more accurate when the flux is above 3 x 10°. This difference is reduced (even )
by using LAPD with more internal iterations.

In this section the LAPD implementation (2 internal iterations, unoptimized IDL code) runs about
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Fig 4 LAPD propagation study. Evolution of the standard deviation (left) and RMSE (right) of the estimation as a
function of image illumination.

3x faster than the classic PD. The main bottleneck is the sequential computation of FTs for o¢;. For
the future, this should trivially be parallelizable for manycore architectures with little overhead.

4 Experimental validation

In order to experimentally validate LAPD, we use the BRISE bench built by Onera.'*?® We con-
duct tests imaging the collimated output of a fibered single-mode fiber near 635 nm, acting like an
unresolved source, through six circular apertures of a segmented mirror. Each segment is supported
by three piezoelectric actuators, allowing to introduce piston, tip or tilt perturbations. Downstream,
a phase diversity module is used to simultaneously form a focused and a defocused image of the
object on a 1300 x 1000 pixels camera, from which we extract two 128 x 128 diversity images.
We test LAPD with a 0.3\ defocus between the two images, and no internal iteration.

A closed-loop sequence is performed to correct piston/tip/tilt perturbations since it is not pos-
sible to perform a single-step correction, due to not perfectly deterministic active mounts. Figure 5
shows the effect of LAPD correction. The departure point (iteration 0) of the cophasing sequence
results from the previous coarse alignment,'®?” where we can see small piston/tip/tilt errors from
the PSF shape. The loop is closed with a pure integrator with 0.2 gain. We can see over the loop
iterations that LAPD manages to estimate the small errors to reach the phased instrument PSF. The
estimated piston/tip/tilt errors over the sub-aperture have a maximal amplitude of 0.1\ at the begin-
ning of the loop closure, and are brought to less than 0.02\, with a A\ /75 RMS dispersion. The total
flux is 10® photo-electrons. A comparison of the obtained dispersion (\/75) with the simulation
in Fig. 4-left (1073)) shows a difference of a factor 10. This difference can have several origins
mainly linked to the simplified case used for simulation: 1- the error induced by the piezoelectric
actuators ; 2- high order aberrations in the optical setup ; 3- bench modelization errors. Even with
the hypothetical presence of these errors, LAPD was still able to bring the instrument in a finely
cophased state.
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Fig 5 Experimental validation of LAPD: focal (top) and defocused (bottom) PSF evolution during iterations of a

closed-loop correction on a 6-subaperture mirror bringing the global phase error down to a A/75 RMS.

5 Conclusion

We presented here LAPD, an analytical fast solution to the fine phasing of multi-aperture sys-
tems from a pair of diversity images near the focal plane. We showed with simulations on a
18-subaperture imager observing (for simplicity) an unresolved source that LAPD could increase
its capture range with a small amount of internal iterations (typically less than 3), and that it can
estimate piston/tip/tilt aberrations with an error below /40 RMS for an illumination > 10* for
64 x 64 pixel images. Finally, we validated LAPD on a 6-subaperture mirror. We showed that
after correction of large alignment errors with ELASTIC we were able to bring the piston/tip/tilt
errors down to less than 0.02\ RMS using a close-loop enslavement using LAPD. This work could
be useful as an easy-to-implement, computationally efficient solution for the fine phasing of any
multi-aperture telescope, and could also be used in the case of unresolved objects.
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