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act

bine two non-perturbative approaches, one based on the two-particle-irreducible (2PI) action, t

n the functional renormalization group (fRG), in an effort to develop new non-perturbative appro

s for the field theoretical description of strongly coupled systems. In particular, we exploit the exa

lations between the two-point and four-point functions in order to truncate the infinite hierarc

tions of the functional renormalization group. The truncation is “exact” in two ways. First, t

n of the resulting flow equation is independent of the choice of the regulator. Second, this soluti

es with that of the 2PI equations for the two-point and the four-point functions, for any selecti

skeleton diagrams characterizing a so-called Φ-derivable approximation. The transformation of t

ns of the 2PI formalism into flow equations offers new ways to solve these equations in practice, a

s new insight on certain aspects of their renormalization. It also opens the possibility to devel

imation schemes going beyond the strict Φ-derivable ones, as well as new truncation schemes for t

erarchy.

rds: key words, key words, key words PACS codes here, in the form:

roduction

re is an obvious need to develop non-perturbative methods in quantum field theory in order to de

stems, both in-equilibrium and out-of-equilibrium, that are strongly coupled. A natural starti

or discussing such methods is the generating functional of connected Green’s functions W [J ],

ently, the one-particle-irreducible (1PI) effective action Γ[φ], a functional of the field expectati

This functional can be obtained as the Legendre transform of W [J ] with respect to a source

tively, it can be derived from more general functionals that involve Legendre transforms with respe

itional sources. Such functionals are commonly referred to as n-particle-irreducible effective actio
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1One ns,
see e.g.
short) and depend not only on the field expectation value, but also on the propagator, and possib

umber of dressed n-point vertices. This paper focuses on the 2PI effective action, denoted Γ[φ,G

depends both on the field expectation value φ and on the propagator G. It coincides with the 1

e action Γ[φ] once G is fixed to its stationary value determined by the condition δΓ[φ,G]/δG =

φ also assumes its stationary value, the 1PI and 2PI functionals coincide with the free energy of t

.

r goal in this paper is to explore the connections between techniques based on the 2PI formalis

e functional renormalization group (fRG). The fRG is usually formulated in terms of the 1PI effecti

[1–3]. It has led to many applications in different areas (for reviews see [4–14]. One of its maj

ages is to allow for the formulation of approximations at the level of the effective action itself,

ent example being the local potential approximation [1]. A drawback of the method is, however, th

for the effective action yields naturally an infinite hierarchy of equations for the n-point function

to the Dyson-Schwinger hierarchy, whose solution requires in practice some truncation. Such trunc

re usually justified on the basis of physical considerations, or the ease of their implementation, whi

troduce uncontrollable elements. One example of such uncontrollable elements relates to the presen

ulator that controls the flow of the various n-point functions. Within a given truncation, final valu

e n-point functions may depend on the choice of this regulator, which introduces uncertainties th

easy to control a priori.1

2PI formalism has been developed initially in the context of the non-relativistic many-body proble

], and formulated in [20] in terms of a 2PI effective action more suited to applications to relativis

eories. An essential element of the 2PI effective action is a specific functional of the single-partic

ator, Φ[G], often referred to as the Luttinger-Ward (LW) functional, which is the sum of all tw

e irreducible skeleton diagrams evaluated with the full propagator G. The LW functional is also t

ting functional for the self-energy, and other 2PI n-point functions that are obtained as function

ives of Φ[G] with respect to G. Selecting a specific class of skeleton diagrams in Φ[G] yields so-call

able approximations which have special symmetry conserving properties [21, 22] (see however t

ion in [23], and references therein). In the context of relativistic field theories, the 2PI formalis

en applied to the study of systems both in-equilibrium (see e.g. [24]) and out-of-equilibrium (s

5] and references therein), including the calculation of transport coefficients (see e.g. [26–28]). O

so mention a recent application in the more formal context of the SYK model [29]. There has al

uch effort to extend their application to gauge theories (see e.g. [30–33]). The 2PI formalism lea

-linear equations for the self-consistent propagator that are often difficult to solve, and may ha

ical solutions that can annihilate with physical ones in some particular cases (see e.g. [34, 35]).

possibility is to try to select appropriate (optimal) regulators that minimize the dependence upon small variatio
[15–17].
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four-poi
text of relativistic quantum field theories, a further difficulty concerns their renormalizability [36–3

purpose of this paper, as already mentioned, is to foster the connections between the fRG and t

malism, and get better insight into their non-perturbative properties. We shall do so by considering

scalar ϕ4 theory in four dimensions. We shall in particular analyze further the truncation of the fR

uations that has been proposed in Ref. [39], and that exploits the relation between the four-poi

n and the two-point function in the 2PI formalism. The truncation that we use is based on an exa

. It leads on the one hand to an exact reformulation of the flow equations for the two-point a

int functions, and on the other hand to an exact reformulation of the 2PI equations in terms of flo

ns. Approximations are formulated in terms of the selection of skeletons in the LW functional,

rit of Φ-derivable approximations. Thus, aside from providing a possible truncation of the usual flo

ns of the fRG, conversely, the fRG provides an alternative way to solve the 2PI equations. It al

clarifies some issues concerning the renormalization of Φ-derivable approximations. Ref. [39] w

to the case of a super-renomalizable theory (ϕ4 theory in three dimensions). Here we consider t

eneral case of renormalizable theories on the example of ϕ4 scalar theory in four dimensions.2 Th

us to analyze more fully the specificities of the renormalization of Φ-derivable approximations fro

nt of view of the exact renormalization group.

emphasize that our use of 2PI relations is distinct from that developed in [40, 42] or [43, 44].

orks, one writes flow equations for the 2PI effective action, which in turn translates into a hierarc

tions for the 2PI n-point functions. What we use in this paper is rather a hybrid scheme, where

he 1PI hierarchy of flow equations by using the 2PI relation between the two-point and four-poi

ns [39]. While the latter relation can be seen as part of the 2PI hierarchy, we do not focus on the 2

functions, as done for instance in [45] (see also [46–48], and similarly [49]), but rather on differe

, identified as loop truncations of the four-point function. These objects emerge naturally in the flo

ation of Φ-derivable approximations and turn out to play an important role in their renormalizatio

r this is achieved through the flow equations or via the more standard diagrammatic approach. A

ll see, the renormalization of Φ-derivable approximations via the flow equations brings both insig

xibility. This flexibility can be exploited to extend standard Φ-derivable approximations beyond th

rd diagrammatic formulations.

outline of the paper is as follows. In Sect. 2, we provide a short summary of both the function

alization group based on the 1PI effective action, and the 2PI formalism. We show how the centr

ns of the 2PI formalism, the gap equation that defines the two-point function self-consistently,

the equation that relates this two-point function to the free-energy, can be transformed into flo

ns: one that relates the self-energy to the four-point function, and another that relates the free-ener

discussion could also be extended to other systems, in particular fermionic ones where truncations at the level
nt functions are often employed, see for instance [12, 40, 41].
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two-point function. These equations are identical to the flow equations for the two- and zero-poi

ns that can be deduced from the fRG. In Sect. 3, we show how the relation between the two-poi

n and the four-point function of the 2PI formalism allows us to close the infinite fRG hierarc

tions for the 1PI n-point functions at the level of the four-point function. At this point we ha

d a possible calculation scheme where a given Φ-derivable approximation is exactly reformulat

s of flow equations. To this point, all the relevant equations depend on an ultraviolet cutoff. T

ng sections will be concerned with the elimination of this cutoff dependence through renormalizatio

. 4 we develop further the analysis of the flow equation for the four-point functions, in preparati

renormalization proper, which is addressed in the following two sections. In particular, we emphasi

e of auxiliary four-point functions truncated at a given loop order corresponding to the loop ord

Φ-derivable approximation considered. In Sect. 5, we show that the equations derived in Sect.

ite and can be made independent of the bare parameters. One can then extend the strategy

ndard 1PI flow equations to renormalize the 2PI approximation, without having to introduce t

rterms of the diagrammatic approach. In Sect. 6, we use these same flow equations to make conta

e diagrammatic approach. The flow equations clarify how the divergences are distributed amo

ious n-point functions involved in a given Φ-derivable approximation, and provide clear prescriptio

explicit determination of the counterterms. Overall, the flow equations bring new insights on t

renormalization procedure of the diagrammatic approach. In Sect. 7, we take a general view

as been achieved in previous sections and emphasize features that could potentially be generaliz

r approaches, beyond the Φ-derivable framework. We also propose yet a third, more practical flo

ulation of Φ-derivable approximations that combines the benefits of the flow equations derived

and 4. In the last section we discuss possible extensions of Φ-derivable approximations, as well

ssible truncations of the fRG. Appendix Appendix A illustrates with the simple two-loop examp

f the concepts developed in the main text. The remaining appendices gather technical material th

ments the developments of the main text. In particular, we show in Appendix Appendix B how, f

generic collections of diagrams, it is possible to hide any reference to the quartic coupling (of t

red ϕ4 theory) using the exact four-point function. This property is crucial to the strategy follow

present work and it may have applications elsewhere.

onnection between the 2PI formalism and the functional renormalization group

consider in this paper a scalar field theory with Euclidean action

S[ϕ] =

∫
ddx

{
1

2
(∂ϕ(x))

2
+
m2

b

2
ϕ2(x) +

λb

4!
ϕ4(x)

}
, (

4
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4 dimensions. When discussing systems at finite temperature, the integration over the (imaginar

restricted to the interval [0, β = 1/T ]. For clarity, we put a subscript b on the mass and the coupli

t, and refer to mb and λb as to bare parameters, although that terminology takes its full (a

rd) meaning only when we discuss renormalization issues, which will come later.3

r goal in this section is to relate two non-perturbative formulations of the same cut off theory, leavi

he issues of ultraviolet divergences and renormalization which will be addressed in later section

ll the momentum integrals that we shall introduce will be assumed to be evaluated with an ultravio

or characterized by a cutoff scale Λuv. For instance, this can be a sharp cutoff, in which case all t

tegrals are limited to momenta smaller than Λuv. Except in a few cases where explicit calculatio

e, this ultraviolet regulator will be left implicit.

he 1PI effective action and the functional renormalization group

one-particle-irreducible (1PI) effective action Γ[φ] is obtained from the action S[ϕ] through a Le

ransform, with φ denoting the expectation value of the field in the presence of an external source:

ce a source J(x) coupled to the field ϕ(x), and write the generating functional of connected Green

ns as4

W [J ] = ln

∫
Dϕ e−S[ϕ]+

∫
x
J(x)ϕ(x),

δW [J ]

δJ(x)
= 〈ϕ(x)〉 ≡ φ(x) . (

gendre transform of W [J ] yields Γ[φ]

Γ[φ] +W [J ] =

∫

x

J(x)φ(x) ,
δΓ[φ]

δφ(x)
= J(x) . (

mal equilibrium, the effective action Γ[φ] is the free energy for a given expectation value φ of the fie

hin a factor 1/β).

1PI n-point functions are obtained from Γ[φ] by functional differentiation with respect to φ(x

recisely, we define

Γ(n)(x1, . . . , xn;φ) ≡ δnΓ

δφ(x1) · · · δφ(xn)
, (

we leave explicit the functional dependence on the background field φ. By construction, the n-poi

ns are invariant under any permutation of their arguments, a property known as crossing symmet

keep the notation simple for the field ϕ, which here is also to be understood as the bare field. We shall switch to t
lized field when discussing renormalization in later sections (see e.g. Sect. 6.1).
oughout this paper we use a shorthand notation for the integrations over spatial and momentum integrals, viz.

∫

x
≡
∫

ddx ,

∫

q
≡
∫

ddq

(2π)d
.

5
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p1, . . . , p
we will discuss further in later sections. It is usually convenient to work with the Fourier transfor

e functions. With an obvious abuse of notation we set

Γ(n)(p1, . . . , pn;φ) ≡
∫

x1

· · ·
∫

xn

ei
∑n
j=1 pjxj Γ(n)(x1, . . . , xn;φ) . (

oice of a common sign for all the exponential factors corresponds to a convention of all incoming

going momenta. For the diagrammatic representation to be used in this work, we choose incomi

ta. It is easily seen that5

Γ(n)(p1, . . . , pn;φ) =
δnΓ

δφ(−p1) · · · δφ(−pn)
, (

makes the crossing symmetry explicit in terms of the momentum variables.

he case of a constant background field φ(x) = φ, the n-point functions Γ(n)(x1, . . . , xn;φ) are invaria

translations of the coordinates, and it is convenient to factor out of the definition of their Four

rm Γ(n)(p1, . . . , pn;φ) the δ-function that expresses the conservation of the total momentum:

Γ(n)(p1, . . . , pn;φ)→ δ(d) (p1 + · · ·+ pn) Γ(n)(p1, . . . , pn;φ) . (

ll refer to the function Γ(n)(p1, . . . , pn) in the right-hand side of (7) as to the “reduced” Four

rm. Note that we shall use the same notation for both the reduced and the full Fourier transform

confusion may arise, in which case we shall specify which one is used. It should be stressed th

uced Fourier transform is actually a function of n − 1 independent variables. The reason for usi

dant notation is that it makes it simpler to track down the crossing symmetry of Γ(n)(p1, . . . , pn

, we mention that a similar factorization of the momentum conserving delta-function applies in

o the effective action itself. Indeed, for a constant background configuration, the effective action

tional to the space time volume
∫
x

1 = δ(d)(0) (recall our convention for δ-functions in momentu

Γ[φ]→ δ(d)(0) Γ(φ) , (

Γ(φ) in the right-hand side defines the so-called effective potential.

absorb a factor of (2π)d in the definition of the functional derivative δ/δϕ(p) in momentum space. We shall absorb
actor in the definition of the δ-function in momentum space.
could decide to denote the reduced Fourier transform as a function of n− 1 variables among p1, . . . pn, for instance
. . . , pn−1). In this case, however, crossing symmetry, which just amounts to permutation invariance of Γ(n)(p1, . . . , p
es into permutation invariance of Γ(n)(p1, . . . , pn−1) plus invariance under the substitution of any momentum pi amo
n−1 by −∑n−1

j=1 pj .
6
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∫
x

∫
y R
1PI effective action (3) plays a central role in the functional renormalization group. Let us rec

one of its popular implementations, the fRG consists in adding to the original action S[ϕ] a non-loc

or term ∆Sκ[ϕ] of the form [14]

∆Sκ[ϕ] =
1

2

∫

x

∫

y

Rκ(x− y)ϕ(y)ϕ(x) =
1

2

∫

q

Rκ(q)ϕ(q)ϕ(−q) , (

the parameter κ runs continuously from a high momentum scale Λ (to be specified below) down

e the original theory is recovered. The regulator ∆Sκ modifies the free propagator. Its role is th

ss term that suppresses the fluctuations with momenta lower than κ, while leaving unaffected tho

omenta greater than κ. This is usually achieved with a smooth cutoff function Rκ(q) such that, f

omenta q, Rκ(q � κ) ' κ2, while at large momenta, Rκ(q) goes sufficiently rapidly to 0 as q >∼
∂κRκ(q) can play the role of an ultraviolet cutoff in the flow equations. A convenient choice for t

or, to which we shall occasionally refer to, is one which substitutes in the propagator the scale κ f

mentum q when q ≤ κ, and vanishes for q > κ, that is, Rκ(q) = (κ2− q2)θ(κ− q), [15]. We shall al

some places a sharp cutoff that completely eliminates all contributions to loop integrals coming fro

ta below the scale κ: in this case the loop momenta run strictly from κ to Λuv.

may consider the addition of the regulator term as a (non local) continous “deformation” of t

l ϕ4 theory. The generating functional of 1PI n-point functions in this deformed theory, Γκ[φ

he following flow equation [1–3]

∂κΓκ[φ] =
1

2

∫

x

∫

y

∂κRκ(x− y)Gκ(y, x;φ) , (1

Gκ(x, y;φ) denotes the full propagator in the deformed theory, related to the two-point functi

y;φ) by

∫

z

Gκ(x, z;φ)
[
Γ(2)
κ (z, y;φ) +Rκ(z − y)

]
= δ(d)(x− y) . (1

rier space, this becomes

∂κΓκ[φ] =
1

2

∫

q

∂κRκ(q)Gκ(q,−q;φ) , (1

∫

r

Gκ(p,−r;φ)
[
Γ(2)
κ (r,−q;φ) + δ(d)(r − q)Rκ(r)

]
= δ(d)(p− q) , (1

later is defined as in Eqs. (2)-(3) with S replaced by S + ∆Sκ and with the additional convenient subtraction
κ(x− y)φ(y)φ(x).

7
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Eq. (13)
: The two diagrams contributing to the flow of the two-point function, Eq. (15). The internal lines represent dress
tors, Gκ. The circled cross represents an insertion of ∂κRk. The vertices denoted by grey dots are respectively t
int functions Γ

(3)
κ (left) and the four-point function Γ

(4)
κ (right). Note that Γ

(3)
κ vanishes when φ vanishes, leaving th

t diagram as the only contribution to the flow of the two-point function.

ere Gκ(p, q) and Γ
(2)
κ (p, q) denote the full Fourier transforms (see above). In the case of a consta

ound, Eq. (12) retains its form if we replace Γκ[φ] by the effective potential (8) and Gκ(q,−q) by t

d propagator (7). This is because the same volume factor δ(d)(0) =
∫
x

1 can be factored out on bo

f the equation. In contrast, Eq. (13) becomes

G−1
κ (q,−q;φ) = Γ(2)

κ (q,−q;φ) +Rκ(q) , (1

κ(q,−q;φ) and Γ
(2)
κ (q,−q;φ) the reduced Fourier transforms. In what follows, and unlike our choi

tion for the higher reduced n-point functions, we denote Gκ(q,−q;φ) and Γ
(2)
κ (q,−q;φ) simp

q;φ) and Γ
(2)
κ (q;φ), the crossing symmetry implying in this case that Gκ(q;φ) = Gκ(−q;φ) a

q;φ) = Γ
(2)
κ (q;φ).

taking two derivatives of Eq. (10) with respect to φ, exploiting Eq. (11), and Fourier transformi

estricting to a constant background field, one obtains the flow equation for the two-point function

Γ(2)
κ (p;φ) =

∫

q

∂κRκ(q)G2
κ(q, φ)×

×
{

Γ(3)
κ (q, p,−p− q;φ)Gκ(q + p, φ)Γ(3)

κ (p+ q,−p,−q;φ)− 1

2
Γ(4)
κ (q,−q, p,−p;φ)

}
,

(1

it is understood that here all the n-point functions are the reduced ones. A diagrammatic illustrati

equation is given in Fig. 1. Flow equations for other n-point function are obtained similarly by taki

functional derivatives of Γ[φ].

this paper, we shall be considering only systems with φ = 0. External background fields will

ced occasionally only as intermediate tools to derive equations of motion. When φ = 0, the equati

rnatively, one could also start from Eq. (12), take two field derivatives in the momentum representation while exploit
, and then restrict oneself to a constant background field configuration.
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two-point function, Eq. (15), simplifies since Γ
(3)
κ (p, q,−p − q;φ = 0) = 0. We shall also use t

ed notation Γ(n)(p1, . . . , pn;φ = 0) = Γ(n)(p1, . . . , pn) and similarly Gκ(p;φ = 0) = Gκ(p).

he 2PI formalism

2PI formalism involves an additional Legendre transform with respect to a source K(x, y) coupl

bilinear ϕ(x)ϕ(y). One defines the functional

W [J,K] = ln

∫
Dϕ e−S[ϕ]+

∫
x
J(x)ϕ(x)+

∫
x

∫
y
K(x,y)ϕ(x)ϕ(y) , (1

r with the fields φ(x) and G(x, y) conjugated to the sources J(x) and K(x, y):

δW [J,K]

δJ(x)
= 〈ϕ(x)〉 ≡ φ(x) ,

δW [J,K]

δK(x, y)
= 〈ϕ(x)ϕ(y)〉 ≡ G(x, y) + φ(x)φ(y) . (1

gendre transform of W [J,K] yields the 2PI effective action Γ[φ,G]

Γ[φ,G] +W [J,K] =

∫

x

J(x)φ(x) +

∫

x

∫

y

K(x, y)
[
G(x, y) + φ(x)φ(y)

]
, (1

δΓ[φ,G]

δφ(x)
= J(x) + 2

∫

y

K(x, y)φ(y) ,
δΓ[φ,G]

δG(x, y)
= K(x, y) . (1

lation between the 1PI effective action Γ[φ] and the 2PI effective action Γ[φ,G] is easily unveiled

g that W [J ] as defined in Eq. (2) is obtained from W [J,K] in the limit K → 0. Taking the sam

Eqs. (18)-(19) and comparing to Eq. (3) one finds that Γ[φ] and Γ[φ,G] coincide when G is chos

its equation of motion:

Γ[φ] = Γ[φ,G] ,
δΓ[φ,G]

δG(x, y)
= 0 . (2

ntion that functional derivatives with respect to G(x, y) need to be taken in a symmetrical sense:

δ

δG(x, y)
→ 1

2

[
δ

δG(x, y)
+

δ

δG(y, x)

]
. (2

, it follows from Eq. (17) that G is crossing symmetric for any choice of sources, and, therefore, t

ns of the propagator need to satisfy this constraint. This does not play any crucial role for t

ive that appears in Eq. (20) but becomes crucial once one considers higher derivatives of Γ[φ,G] wi

9
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t as the 1PI effective action can be expressed in terms of 1PI diagrams, the 2PI effective action adm

ansion in terms of 2PI diagrams [18, 20, 50]. In the case of a vanishing field expectation value φ =

kes the form

Γ[G] =
1

2
Tr logG−1 +

1

2
TrG−1

0 G+ Φ[G] , (2

TrO denotes the trace of the operator O that can be expressed either as an integral over space-tim

ates or as an integral over 4-momenta:10

TrO ≡
∫

x

O(x, x) =

∫

p

O(p,−p) . (2

nctional Φ[G] in Eq. (22), often referred to as the Luttinger-Ward (LW) functional, plays a centr

the 2PI formalism. It is built as the sum of the “two-particle-irreducible” (2PI) diagrams of ordina

ation theory, with no external lines, but evaluated with the full propagator G rather than the fr

ator G0. These diagrams, sometimes also called “two-line-irreducible” diagrams, are diagrams th

be split apart by cutting two lines. In the absence of external lines, this notion coincides with that

n” diagrams (or two-skeletons), that is diagrams in which one cannot isolate self-energy insertion

absence of any external field, the case treated in this paper, Φ[G] is a functional of the full propagat

e skeletons diagrams contributing to Φ up to order four-loop are displayed in Fig. 2. One defin

2: The three skeleton diagrams that contribute to Φ[G] at order four-loop. The black dots represent bare vertices λ

ly skeleton diagrams with external lines as obtained by taking successive functional derivatives

ith respect to G. For two or more such derivatives, the corresponding skeleton diagrams are n

tely two-particle-irreducible: they are 2PI only with respect to cuts of two lines that leave the tw

ilarly, because K(x, y) only enters W [J,K] in the combination K(x, y)ϕ(x)ϕ(y), we can restrict ourself to symmetri
such that K(x, y) = K(y, x). In fact, this is a necessary requirement if one wants to ensure the invertibility of t
e transform.
nite temperature, integration over 4-momenta is replaced by integration over 3-momenta and summation over M
requencies ωn = 2πnT .
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us emphasize that G(x, y) in Eq. (22) is a priori a general symmetric function of the two positi

es x and y. In contrast, the equation of motion for G given in Eq. (20) defines a specific value for

ay be restricted by symmetry. For instance, in equilibrium and in the presence of a constant φ (su

vanishing background case considered here), the propagator determined by the equation of moti

slation invariant: G(x, y) = G(x − y, 0) ≡ G(x − y). For many purposes, it is enough to restrict t

nal Γ[G] to such propagators.11 In this case, it is readily seen that a trivial volume factor δ(d)(

es from all terms in Eq. (22). By dropping this factor, one is left with the reduced effective action

Γ[G] =
1

2

∫

p

logG−1(p) +
1

2

∫

p

G−1
0 (p)G(p) + Φ[G] , (2

s of a reduced Luttinger-Ward functional. Here, G−1
0 (p) stands for the inverse free propagato

= p2 + m2
b. The full propagator is obtained by extremizing the functional Γ[G]. This yields

sistent Dyson equation, commonly called a “gap equation”

G−1(p) = G−1
0 (p) + Σ(p), (2

the self-energy functional Σ[G] is obtained from Φ[G] via a functional derivative, viz.12

Σ(p) = 2
δΦ[G]

δG(p)
. (2

eleton diagrams contributing to Σ up to order three-loop13 are displayed in Fig. 3. By constructio

iagrams do not contain subdiagrams that can be identified as self-energy insertions. Solving the g

n (25) represents a major task in the 2PI formalism. After substituting the solution of this equati

. (22), one obtains the free energy as the sum of all the Feynman diagrams of ordinary perturbati

(i.e., irreducible and reducible and evaluated with propagators G0).14

urther differentiation of Φ[G] with respect to G yields the two-particle-irreducible kernel

I(q, p) = 2
δΣ(p)

δG(q)
= 4

δ2Φ

δG(q)δG(p)
= I(p, q). (2

w, we will discuss examples where the most general G(x, y) needs to be used.
recall that our convention for the functional derivative in momentum space includes an implicit factor (2π)d.
counting of loops depends on the quantity that one is looking at. Thus for instance a four-loop contribution to
s three-loop contributions to Σ. Note however that the functional derivative does not change the dependence on t
constant, and both the four-loop contribution to Φ and the three-loop contributions to Σ are of order λ3

b.
e that when substituting G for G0 in Φ, one ends up with an over-counting of the perturbative diagrams. This ov
is precisely corrected by the first two terms in Eq. (22) (see e.g. [37]). However, in contrast to what happens for
titution G0 → G in skeletons with external lines does not generate any over-counting.

11
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Fig. 2 by taking a functional derivative with respect to G, Eq. (26).

rnel can be used to construct the full four-point function Γ(4)(q, p), via a Bethe-Salpeter (BS) equati

Γ(4)(q, p) = I(q, p)− 1

2

∫

r

Γ(4)(q, r)G2(r) I(r, p)

= I(q, p)− 1

2

∫

r

I(q, r)G2(r) Γ(4)(r, p). (2

uation allows the calculation of the four-point function at specific values of the external moment

Γ(4)(q, p) ≡ Γ(4)(q,−q, p,−p), where it is here understood that Γ(4)(q,−q, p,−p) denotes the reduc
transform. As follows from Eq. (21), the functional derivative with respect to the propagator G(

o be taken in a symmetrical sense

I(q, p) = 2
δΣ(p)

δG(q)
−→ δΣ(p)

δG(q)
+

δΣ(p)

δG(−q) , (2

ng the crossing symmetry G(−q) = G(q). The diagrammatic interpretation of this operation is illu

in Fig. 4, and the skeletons contributing to I up to two-loop order are given in Fig. 6 below. T

I(q, p) is the two-line irreducible contribution to Γ(4)(q, p) in one particular channel. Borrowing fro

ticle physics terminology, we refer to this particular channel as the s-channel, with momenta p,−
g and q,−q leaving.15 The other two channels are the t and u channels.

ay not be immediately obvious why we need to consider the four-point function when calculating t

ergy and the self energy according to Eqs. (22) and (25), since these are functionals of the propagato

er, we shall see later that the four-point function and the corresponding BS equation play an importa

the renormalization, as they serve in particular to eliminate subdivergences both in the self-ener

the free energy. They also emerge naturally when reformulating the 2PI formalism in terms of flo

ns as we show below.

unrelated to this, the four-point function appears when one looks at how the solution of the g

all that we use a convention of “incoming” momenta: a momentum p is counted as +p if it enters a vertex, and −p
it.

12
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b, correspond to the t and the u channels respectively.

n, i.e. the self-consistent propagator G or the self-energy Σ, depends on parameters, in particular

ss mb. To see that, let us take the derivative of the self-energy, Eq. (26), with respect to m2
b. W

∂Σ(p)

∂m2
b

= 2

∫

q

∂G(q)

∂m2
b

δ2Φ[G]

δG(q)δG(p)
=

1

2

∫

q

∂G(q)

∂m2
b

I(q, p) . (3

e next that, according to Eq. (25), G−1 = p2 +m2
b + Σ[G], so that

∂G(q)

∂m2
b

= −G2(q)
∂G−1(q)

∂m2
b

= −G2(q)

(
1 +

∂Σ(q)

∂m2
b

)
. (3

ws that Eq. (30) can be written as

∫

q

∂Σ(q)

∂m2
b

(
δ(d)(q − p) +

1

2
G2(q) I(q, p)

)
= −1

2

∫

q

G2(q) I(q, p) . (3

quation can be read as a (continuous) matrix equation. Let us then define the matrix M(q, p)

: Graphical illustration of Eq. (33) for the two-loop skeleton. The derivative with respect to mb is denoted by
hen acting on a self-consistent propagator, this derivative generates the infinite tower of one-loop kernels I that

ed by the BS equation, Eq. (28).

p) + 1
2 G

2(q) I(q, p). It is easily checked, using Eq. (28), that the inverse matrix is given

13
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2(q) Γ(4)(q, p). Multiplying now both sides of Eq. (32) by this inverse matr

ing Eq. (28) once more, one arrives finally at

∂Σ(p)

∂m2
b

= −1

2

∫

q

G2(q) Γ(4)(q, p) (3

as anticipated, the four-point function explicitly appears. Note that this result has taken into accou

t that the dressed propagator depends on mb both explicitly and implicitly, through its dependen

self-energy, itself a functional of the propagator. It is this self-consistency which is at the origin of t

ance of the four-point function in the final result (see also Fig. 5). The flow equation (42) discuss

next subsection can be seen as a generalization of this equation (33).

ll skeletons are kept in Φ[G], all the functional relations written above are exact relations in the cut

But, of course, the main interest of the LW functional is to lend itself to particular approximation

-called “Φ-derivable” approximations [22] consist in selecting a class of skeletons in Φ[G] and calcula

nd Γ(4) from the equations above. It is easy to verify that all the relations mentioned above rema

hen, whichever group of skeletons is selected. It will be convenient in the foregoing discussion

a systematic expansion of the skeleton diagrams. One such expansion consists in selecting skeleto

increasing number of loops16. Since we shall constantly refer to this loop expansion in the prese

ion, we introduce a specific notation for the various objects that appear in this expansion. We deno

the contribution to the LW functional of all the skeletons that contains up to L loops. For instanc

r-loop approximation to Φ[G] is the following functional of G:

ΦL=4[G] =
λb

8

(∫

q

G(q)

)2

− λ2
b

48

∫

p

∫

q

∫

r

G(p)G(q)G(r)G(r + q + p)

+
λ3

b

48

∫

p

∫

q

∫

r

∫

k

G(p)G(q)G(r)G(k)G(r + q + p)G(k + q + p) . (3

ll call Φ(l) the l-loop contribution to Φ, with the factor λl−1
b left out, that is, we write17

ΦL = λbΦ(2) − λ2
bΦ(3) + · · ·+ λL−1

b (−)LΦ(L). (3

expansions will be used for other objects, such as the self-energy Σ (ΣL,Σ(l)), the irreducible kern

ther systematic expansion is that in number of components of the field, in the case of a scalar theory with O(
ry [51]. Most of the results of this paper extend to the corresponding 1/N expansion.
loop diagram that contributes to Φ contains l−1 vertices. It is tacitly assumed that the counting in loops is here ma
pect to a given propagator G. Of course, when such a propagator is replaced by the solution of the gap equation, ea
nite loop contributions that we are considering contains infinitely many “perturbative” loops with respect to the f
tor G0.
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I(l)) or the four-point function Γ(4) (Γ(4)
L ,Γ(4,l)), viz.

Γ
(4)
L = λb − λ2

bΓ(4,1) + · · ·+ λL+1
b (−)LΓ(4,L). (3

eletons corresponding to ΦL=4[G] are shown in Fig. 2, and those which contribute to ΣL=3[G] and

] in this approximation are displayed respectively in Figs. 3 and 6.

: The skeleton diagrams that contribute to the kernel I(q, p) up to order two-loop, i.e., the contributions to I2(q,
e obtained from the skeletons of Φ4[G] by taking two functional derivatives with respect to G, which amounts to cutt
s in the diagrams of Φ, that are subsequently labelled respectively p and q. These diagrams are two-line irreducible
annel, defined by the external lines that carry momentum p (or equivalently q). Only the t channel contributions
loop and two-loop diagrams are shown (the u channel diagrams are obtained from the t channel ones by exchang
es, as in Fig. 4).

s useful for the foregoing discussion to observe how the successive loop contributions to Γ(4)(q,

p as one takes successive skeletons into account in the loop expansion. At a given order in the lo

ion, the diagrams of Γ(4,l)(q, p) that are two-line-irreducible in the s-channel, are included into t

I(l), while those which are reducible are obtained from iterations in the Bethe-Salpeter equation

utions I(l′) with l′ < l. An illustration is provided in Fig. 7 which displays the three contributio
=1)(q, p). This illustration makes apparent a well-known feature of the Φ-derivable approximation

ssing on a specific channel, one looses the crossing symmetry which is present in each order

ation theory. Let us stress that, within the approximation defined by the replacement Φ→ ΦL, t

n to the BS equation (with I → IL−2), which we shall denote throughout Γ
(4)
ΦL

, contains of cour

t also infinitely many higher order contributions that make it distinct from Γ
(4)
L . In particular, wh

ious channels are always treated in a symmetrical way in Γ
(4)
L , this is not so for Γ

(4)
ΦL

. Both Γ
(4)
ΦL

a
)
′ with L′ < L− 3 play a role in the foregoing analysis.

aking contact with the exact renormalization group

return now to the functional renormalization group, and observe that all the functional relatio

ed in the previous subsection hold for the deformed theory, with the obvious modifications that a

in order to take into account the presence of the regulator in the free propagator. Consider

lar the gap equation in the deformed theory:

G−1
κ (p) = p2 +m2

b + Σκ(p) +Rκ(p), (3
15
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the κ dependence of the self-energy comes entirely from its dependence on the propagator Gκ, i.

[Gκ]. For κ = 0, since the regulator then vanishes, this equation reduces trivially to the gap equati

riginal theory, Eq. (25). Now, by taking a derivative of Σκ with respect to κ and using the extensi

(26) to the deformed theory, we obtain

∂κΣκ(p) = 2

∫

q

∂κGκ(q)
δ2Φ[G]

δG(q)δG(p)

∣∣∣∣
Gκ

=
1

2

∫

q

∂κGκ(q) Iκ(q, p), (3

the irreducible kernel Iκ(q, p) appears: this is given by the same skeletons as in the original theo

e propagators replaced by Gκ. Again, Gκ is the sole source of κ dependence of the kernel, i.

[Gκ]. A graphical illustration of this equation, analogous to Eq. (30), is presented in Fig. 8. T
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Figure 8: Graphical illustration of Eq. (38).

ice ∂κGκ(q) in Eq. (38) can be calculated from Eq. (37):

∂κGκ(q) = −G2
κ(q) ∂κG

−1
κ (q) = −G2

κ(q) (∂κΣκ(q) + ∂κRκ(q)) . (3
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∫

q

∂κΣκ(q)

(
δ(d)(q − p) +

1

2
G2
κ(q) Iκ(q, p)

)
= −1

2

∫

q

∂κRκ(q)G2
κ(q) Iκ(q, p) . (4

point we consider the extension of Eq. (28) to the deformed theory, viz.

Γ(4)
κ (q, p) = Iκ(q, p)− 1

2

∫

r

Γ(4)
κ (q, r)G2

κ(r) Iκ(r, p)

= Iκ(q, p)− 1

2

∫

r

Iκ(q, r)G2
κ(r) Γ(4)

κ (r, p) , (4

imple calculation, analogous to that leading to Eq. (33), allows us to rewrite Eq. (40) in the form

∂κΣκ(p) = −1

2

∫

q

∂κRκ(q)G2
κ(q) Γ(4)

κ (q, p) , (4

now the four-point function Γ
(4)
κ , solution of Eq. (41), explicitly appears on the right hand side. S

for a graphical illustration.
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: Graphical illustration of Eq. (42). The grey blob on the left diagram represents the four-point function Γ
(4)
κ , and t

bubbles in the right diagram represents the expression of Γ
(4)
κ in terms of the irreducible kernel Iκ as given by the

(41).

ce Γ
(2)
κ (p) = p2 + m2

b + Σκ(p), this equation coincides formally with that deduced from the flo

n for the 1PI effective action, after taking two functional derivatives, i.e., Eq. (15) where we s

It establishes a connection between the 2PI formalism and the functional renormalization group.

connection can also be made one step earlier in the hierarchy of flow equations. Indeed, the fre

density fκ ≡ Γκ[φ = 0] can be obtained by evaluating the 2PI effective action Γκ[G] at its stationa
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functio f a

flow eq of
= Gκ:

fκ =
1

2

∫

p

logG−1
κ (p) +

1

2

∫

p

G−1
0,κ(p)Gκ(p) + Φ[Gκ] , 0 =

δΓκ[G]

δG

∣∣∣∣
G=Gκ

. (4

e of the stationary condition, the only source of κ-dependence comes fromG−1
0,κ. Using ∂κG

−1
0,κ = ∂κR

∂κfκ =
1

2

∫

p

Gκ(p) ∂κRκ(p) , (4

coincides with Eq. (12) for φ = 0.

contrast, moving up in the hierarchy, a major difference occurs. Indeed, the usual 1PI hierarc

es with an equation for the four-point function which involves the six-point function Γ
(6)
κ (see Eq. (4

, and so on. As already mentioned, a difficulty in the practical implementation of the fRG is that

this hierarchy in order to get a finite set of equations that one can solve. The equations that we ha

d so far realize such a truncation. Indeed the four-point function is directly calculated by solving

ation with the irreducible kernel that corresponds to the considered Φ-derivable approximation, wi

rmation being needed about the higher point functions. In the next section, we analyze further th

tion, and discuss an alternative to solving the BS equation that consists in writing a flow equati

four-point function.

erivable approximations as truncations of the fRG equations

truncation that we have just discussed consists in using the expression of Γ
(4)
κ obtained from Eq. (41

e of the usual 1PI flow equation (49). From the way Eq. (42) was obtained, it is clear that solving t

set of equations (41)-(42) is equivalent to solving the gap equation (37) for each value of κ. Thu

om providing a truncation of the hierarchy of flow equations, these coupled equations constitute al

rnative formulation of a given Φ-derivable approximation: a flow equation for Σκ(p), coupled to a B

n for Γ
(4)
κ that needs to be solved at each step in κ. The approximation involves explicitly only t

Iκ, a known functional of Gκ once a choice of skeletons has been made for Φ. In this sense the syste

tions is closed. In fact, if we were to use the entire set of skeleton diagrams for Φ, the relation betwe

d Σκ would be exact. So the only approximation that we use here is that of a typical Φ-derivab

imation, namely a selection of a finite class of skeleton diagrams.

m the point of view of the fRG, we note that the present truncation does not treat the two-poi

n and the four-point function on the same footing: the two-point function is indeed the solution o

uation, Eq. (42), while the four-point function is obtained, for each value of κ, from the solution
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Eq. (46 nd

this ca ne

therefo w
quation, Eq. (41). However a simple alternative to solving the BS equation for each value of κ is

flow equation for Γ
(4)
κ . This is what we do in the next subsection.

ow equation for Γ
(4)
κ

us then take the derivative of Eq. (41) with respect to κ. We get

∫

r

∂κΓ(4)
κ (q, r)Mκ(r, p) = ∂κIκ(q, p) − 1

2

∫

r

Γ(4)
κ (q, r) ∂κG

2
κ(r) Iκ(r, p)

− 1

2

∫

r

Γ(4)
κ (q, r)G2

κ(r) ∂κIκ(r, p) (4

Mκ is defined in terms of Gκ and Iκ in the same way as M in terms of G and I at κ = 0 (see t

ter Eq. (32)). By multiplying both sides of this equation by M−1
κ (whose explicit expression follo

m that of M−1 given after Eq. (32)), and using again Eq. (41), one ends up with

∂κΓ(4)
κ (p, q) = ∂κIκ(p, q) − 1

2

∫

r

Γ(4)
κ (p, r) ∂κG

2
κ(r) Γ(4)

κ (r, q)

− 1

2

∫

r

∂κIκ(p, r)G2
κ(r) Γ(4)

κ (r, q)

− 1

2

∫

r

Γ(4)
κ (p, r)G2

κ(r) ∂κIκ(r, q)

+
1

4

∫

r

∫

s

Γ(4)
κ (p, r)G2

κ(r) ∂κIκ(r, s)G2
κ(s) Γ(4)

κ (s, q). (4

at Iκ has dropped out of the equation for ∂κΓ
(4)
κ , which depends now only on ∂κIκ, that is, on t

the kernel rather than on the kernel itself.

ving Eq. (46) requires the evaluation of ∂κIκ. In principle, this is a known functional of the propagato

κ itself. Indeed, using the property that the κ-dependence of Iκ comes entirely from its function

ence on the propagator Gκ, one finds

∂κIκ(q, p) =

∫

r

∂κGκ(r)
δI(q, p)

δG(r)

∣∣∣∣
G=Gκ

, (4

at each step in the flow, ∂κGκ can be evaluated from the known flow of Σκ, viz.

∂κGκ(r) = −(∂κRκ(r) + ∂κΣκ(r))G2
κ(r) . (4

phasize that Eq. (47) should not be considered as an additional flow equation, on the same level

) for instance. Indeed this is not an equation to be solved to get Iκ, since only ∂κIκ is needed a

n be calculated explicitly in terms of the propagator Gκ. Equations (42), (46), (47) and (48) defi

re a practical computational scheme, that we shall return to shortly. At this point, however, a fe

19



remark

The te

what it

∂κ

9)

This eq ng

φ = 0,

The is

part of w

it close at

the two of

the cho fly

mentio

The he

loop in as

we hav ed

one of ite

as the

Fin en

approx rn

to this

3.2. In

As of

equatio ns

need to of

18How tor
often sig is
obviousl
s are in order.

se remarks concern the nature of the truncation realized by the present scheme. To better apprecia

does, let us compare Eq. (46) with the usual fRG flow equation for the four-point function

Γ(4)
κ (q, p) = −1

2

∫

r

∂κRκ(r)G2
κ(r) Γ(6)

κ (r, q, p)

+

∫

r

Γ(4)
κ (q,−q, r,−r)G3

κ(r)∂κRκ(r) Γ(4)
κ (r,−r, p,−p)

+

∫

r

Γ(4)
κ (p, q, r,−p− q − r)G2

κ(r)∂κRκ(r)G2
κ(p+ q + r) Γ(4)

κ (p, q,−r,−p− q + r)

+

∫

r

Γ(4)
κ (p,−q, r,−p+ q − r)G2

κ(r)∂κRκ(r)G2
κ(p− q + r) Γ(4)

κ (q,−p, r, p− q − r).

(4

uation is obtained after taking four functional derivatives of Eq. (12) with respect to φ, then setti

and choosing a particular arrangement of external momenta.

appearance of the six-point function Γ
(6)
κ in Eq. (49) reflects the fact that this equation for Γ

(4)
κ

an infinite hierarchy. In contrast, Eq. (46) involves only known objects, and from that point of vie

s the system of flow equations. Furthermore, the present truncation is “exact” [39], in the sense th

-point and four-point functions obtained at the end of the flow, i.e. when κ = 0, are independent

ice of the regulator18 (except perhaps for a small effect in the initial conditions that we shall brie

n at the end of this section).

re is another important difference between Eq. (49) and Eq. (46), related to the convergence of t

tegrals. In Eq. (49) the convergence is ensured by the derivative of the regulator, ∂κRκ(r) which,

e already noticed, plays the role of an ultraviolet cutoff. This is not the case in Eq. (46), and inde

the issues that we shall have to address later is precisely that of whether Eq. (46) can be made fin

ultraviolet cutoff Λuv is sent to infinity.

ally, we note that crossing symmetry is respected in Eq. (49), but this is not so in Eq. (46) wh

imations are performed (since these approximations privilege a particular channel). We shall retu

issue in Sect. 8.

itial conditions

indicated earlier, Eqs. (42) and (46), together with Eqs. (47) and (48), constitute a closed set

ns that are equivalent to the original formulation of Φ-derivable approximations. These equatio

be solved with some initial conditions, and we want to choose these so as to reproduce the results

ever attractive this property may look, it is worth keeping in mind that such a complete independence of the regula
nals that what one does with the fRG is equivalent to an approximation that can be formulated in other terms, as
y the case here. For recent studies of the regulator choices, see [16, 17].
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Φ-deriv ty.

These es,

we nee e
al 2PI calculation at κ = 0. In principle, this requires the initial conditions to be obtained by solvi

and BS equations at some initial scale κ = Λ using standard methods. However, if the initializati

is chosen large enough, there is no need to do so. Indeed, in this case, the initial conditions f

and Γ
(4)
Λ (p, q) become simple polynomials in the external momenta whose determination does n

the resolution of the gap and BS equations.

e way to understand that is to consider a sharp infrared regulator, in which case all momenta in t

un strictly from κ to Λuv. In the limit κ → Λuv the loop integrals then trivially vanish. Thus f

e, the r-integral in Eq. (41) vanishes, so that Γ
(4)
Λ = IΛ = λb for Λ > Λuv, with λb the parameter

rangian. The same reasoning applies to the corrections to the mass: all fluctuations being suppress

≥ Λuv, the two-point function Γ
(2)
Λ reduces to p2 +m2

b, with mb the parameter of the Lagrangia

previous considerations extend to a smooth regulator. Indeed, in the fixed UV cutoff approach th

e been discussing so far, nothing prevents us from taking an initial scale Λ well above the cutoff sca

d thus much larger than any loop momentum k that enters the n-point functions (since k < Λuv � Λ

ws that the loop corrections are suppressed by the regulator RΛ(k) ∼ Λ2 (recall that Rκ(k) is chos

Rκ(k) ∼ κ2 when k � κ) and the initial condition takes then the form

Γ
(2)
κ=Λ(p) ∼ m2

b + p2 , Γ
(4)
κ=Λ(p, q) ∼ λb , Λ� Λuv. (5

at the approximate determination of the initial condition entails a small dependence on the choice

ulator. Indeed, strict regulator independence requires the gap and BS equations to be solved exact

initial scale κ = Λ. By approximating instead Γ
(2)
Λ (p) and Γ

(4)
Λ (q, p) by their simpler asympto

ors in Eq. (50), one reintroduces a slight regulator dependence that gets however smaller and smal

taken to larger and larger values (see the two-loop example discussed in Appendix Appendix A f

ete example).

e may perhaps wonder at this point what is the benefit of the reformulation of Φ-derivable appro

s as flow equations, as opposed to their standard formulation in terms of diagrams. On a practic

he equations that we have obtained provide an alternative method to solve the gap equation at κ =

ooth integration of fluctuations in successive momentum-shells controlled by the regulating scale

in contrast to standard methods, such as those based on iterations of the gap and BS equations, th

hibit instabilities and do not always converge (of course other methods exist to tame such instabi

, 53]). On a more formal level, the flow equations provide much insight into the renormalization

able approximations, while opening the way to extensions that do not hinder their renormalizabili

formal aspects are our main concern in this paper. In fact, to address these renormalization issu

d to develop further the analysis of the present section and provide a more explicit calculation schem
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flow of the irreducible kernel. This is the purpose of the next section.

w of the irreducible kernel

we have seen in the previous section, solving the equation for Γ
(4)
κ requires the computation of t

the irreducible kernel, ∂κIκ(q, p). This can be done by using Eqs. (47) and (48), and this may inde

a practical strategy to solve the equations. However, this simple approach suffers from conceptu

ions when it comes to understanding how the renormalization really operates, which we shall addre

ollowing sections. Indeed, the flow of the kernel, ∂κIκ(q, p), is given in Eq. (47) as a sum of diagram

ay be divergent when Λuv → ∞, and where, furthermore, the bare coupling constant sits at t

s. As we shall see, these represent obstacles in the renormalization, which however can be bypass

approach that we develop in this section. Once renormalization is clarified, we shall return in Sect

formulation of Sect. 3 and exploit this formulation to provide a finite and practical computation

for Φ-derivable approximations.

ifferent line of approach is based on the observation that the functional derivative δI(q, p)/δG(r)|G=

(47) is a contribution to a six-point function (however, not a 1PI six-point function, as in Eq. (49

, Eq. (47) may be viewed as the next equation, after Eq. (38) for Σκ, in a (finite) hierarchy

ns for the 2PI n-point functions [40]. Examples of these n-point functions are given explicitly

dix Appendix F for the case of the three-loop skeleton. These 2PI n-point functions, and their flo

ns, could be used to determine ∂κIκ(q, p). This strategy has indeed been put in practice in Ref. [4

er, the 2PI n-point functions are not the most natural objects to be used in the present context. F

ing, they are not 1PI n-point functions. As such they offer limited insight on the general structu

ing the renormalization of Φ-derivable approximations, which will be our main concern later in th

As we shall see, in this context, a prominent role is played by the functions Γ
(4)
L′ that have be

ced in Sect. 2.2 (see Eq. (36)). In fact, as discussed in more details in Appendix F, these functio

turally appear in the proper initialization of the flows of the 2PI n-point functions.19

his paper, we shall then proceed differently. We shall see that the flow of the kernel, ∂κIκ, can
ed in terms of the functions Γ

(4)
L′ that we have just mentioned and for which we shall obtain a fin

ow equations. In the next section, we shall verify that these equations are finite, and can be writt

a way that no reference to the bare coupling appears. As we shall see then, this allows for a simp

ion of the renormalisation.

stress that the discussion in Appendix F is not exactly the one followed in Ref. [47] and we shall point out some of t
es.
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proceed, we start with a detailed analysis of the diagrammatic content of Eq. (47), which is be

d by examining first the approximations to ∂κIκ up to L = 4 loops for Φ (i.e. two-loop for I). T

p approximation is trivial, since then IL=0 = λb, and is independent of κ. In this case only the fir

Eq. (46) contributes. Consider next the three-loop case, i.e., the one-loop approximation to Iκ. W

IL=1,κ(q, p) = λb − λ2
b I(1)

κ (q, p) , I(1)
κ (q, p) =

1

2

[
Jκ(p+ q) + Jκ(p− q)

]
, (5

Jκ(p) ≡
∫

r

Gκ(r)Gκ(r + p) . (5

ing the derivative with respect to κ, one gets

∂κIL=1,κ(q, p) = −λ
2
b

2

[
∂κJκ(p+ q) + ∂κJκ(p− q)

]

= −
[
(Γ

(4)
L=0,κ)2

∫

r

∂κGκ(r)Gκ(r + p+ q)

]

1

+ (q → −q) , (5

the six-point function δI(1)
κ (q, p)/δGκ(r) in the second line has a tree structure (two vertices link

opagator, see the next to last diagram in Fig. (F.22)). In the second line of Eq. (53), we have us

= λb. We have also introduced a notation that will be used throughout this paper, namely [_]

meaning is that of an operator that retains in the expression within the square brackets all the term

rder L-loop, thus extending (35) or (36). Since the integral is already one-loop, the notation is he

hat redundant but we shall see its usefulness below when considering the next order of approximatio

ntion that, in writing Eq. (53), we have exploited the symmetries of the integrals, which correspo

symmetries of the corresponding diagrams, see Fig. 10.
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@G(r)

0: The contributions to ∂κI(1)
κ (only the t-channel is drawn). The line that carries a slash represents ∂κGκ(r). T

obtained by opening the slashed line is a contribution to a six-point function which is manifestly one-line reducibl
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An nt
continue with the two-loop contribution to I(p, q). This is given by

IL=2,κ(q, p) = λb − λ2
b I(1)

κ (q, p) + λ3
b I(2)

κ (q, p) , (5

I(2)
κ (q, p) =

1

4

[
J2
κ(p+ q) + J2

κ(p− q)
]

+

∫

r

Gκ(r) [Gκ(r + p+ q) +Gκ(r + p− q)] Jκ(p+ r)

=
1

4

∫

r

Gκ(r)Gκ(r + q + p)

∫

s

Gκ(s)Gκ(s+ q + p) + (q → −q)

+

∫

r

Gκ(r)Gκ(r + p+ q)

∫

s

Gκ(s)Gκ(s+ r + p) + (q → −q) . (5

n contrast to δI(1)
κ (q, p)/δGκ(r) which has a tree structure, δI(2)

κ (q, p)/δGκ(r) contains a loop. Th

n is generic in higher orders. After taking a derivative with respect to κ, one gets

∂κI(2)
κ (q, p) =

∫

r

∂κGκ(r)Gκ(r + p+ q)

∫

s

Gκ(s)Gκ(s+ p+ q) + (q → −q)

+

∫

r

∂κGκ(r)Gκ(r + p+ q)

∫

s

Gκ(s)Gκ(s+ r + p) + (q → −q)

+

∫

r

∂κGκ(r)Gκ(r + p+ q)

∫

s

Gκ(s)Gκ(s+ r + q) + (q → −q)

+ 2

∫

r

Gκ(r)Gκ(r + p+ q)

∫

s

∂κGκ(s)Gκ(s+ r + p) + (q → −q) , (5

we have again exploited the symmetries of the integrals. An illustration of various contributions

ht-hand side of this equation is given in Fig. 11.

1: Contributions to ∂κI(l=2)
κ . The lines that carry a dash represent ∂κGκ(r). Note that the one-loop subdiagra

not carry a dash in the first and second diagrams add up to the full one-loop contribution to Γ
(4)
κ , as shown in Eq. (5

racting these four-point insertions to a point, one obtains the diagram displayed in Fig. 10, which is viewed as
leton diagram in the analysis of ∂κIκ developed in this section.

important observation is that, in the first three lines of Eq. (56), one can identify the three independe
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9)
utions to the one-loop four-point function. This is illustrated in Fig. 11, where the first two diagram

g from the left can be obtained form the diagram in Fig. 10, by replacing one of the vertices by t

p four point function. As we shall argue shortly, this diagram plays the role of a skeleton from whi

order contributions to ∂κI(1)
κ (q, p) can be obtained by replacing the vertices by four-point function

ll call these four-skeletons, in order not to confuse them with the two-skeletons introduced earli

ning with the result above for ∂κI(1)
κ (q, p), Eq. (53), one can indeed rewrite ∂κIL=2,κ(q, p) as follo

=2,κ(q, p) =

{
−
[∫

r

Γ
(4)
L=1,κ(r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ

(4)
L=1,κ(r, q, p)

]

2

(5

+ 2

[
(Γ

(4)
L=0,κ)3

∫

r

Gκ(r)Gκ(r + q + p)

∫

s

∂κGκ(s)Gκ(s+ r + p)

]

2

}
+ (q → −q) ,

Γ
(4)
L=1,κ(r, q, p) = λb −

λ2
b

2

[
Jκ(p+ q) + Jκ(q + r) + Jκ(r + p)

]
(5

omplete one-loop four-point function, and only terms up to two-loop order (that is to order λ3
b) ha

ept in each line. The first line has the same structure as that in Eq. (53), reflecting the skelet

re mentioned above. It contains the contributions of the three independent channels and carr

ingly a full momentum dependence. The second line in Eq. (57) involves a new four-skeleton diagra

ost diagram in Fig. (11)) which is the seed for higher order contributions to ∂κIκ.
ations such as Eq. (57) for ∂κIL=2,κ(q, p) reveal an emerging structure that generalizes to all orde

, ∂κIκ can be written in terms of four-skeleton diagrams in which the vertices are four-point function

icular, once written in terms of Γ
(4)
L=0,κ and Γ

(4)
L=1,κ, the right-hand side of Eq. (57) does not conta

plicit non-trivial four-point subdiagrams. As we discuss in Appendix B, this property extends

order truncations of ∂κIκ. More precisely, one defines four-skeletons as diagrams that contribute

nd which contain no non-trivial four-point vertex insertions (a trivial insertion being just a tree-lev

. All the diagrams contributing to the exact ∂κIκ can then be obtained by replacing the triv

s by the exact four-point function Γ(4), with appropriate rooting of the momenta. Thus, we can wr

∂κIκ(q, p) =

{
−
∫

r

Γ(4)
κ (r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ(4)

κ (r, q, p)

+ 2

∫

s

∂κGκ(s)

∫

r

Γ(4)
κ (r, q, p)Gκ(r)Gκ(r + q + p)

×Γ(4)
κ (−r,−s,−p)Gκ(r + s+ p) Γ(4)

κ (r + p+ q, s,−q)

+ . . .

}
+ (q → −q). (5
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truncated at (L− 2)-loop order, this formula generalizes Eq. (57) and reads

∂κIL−2,κ(q, p) =

{
−
[∫

r

Γ
(4)
L−3,κ(r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ

(4)
L−3,κ(r, q, p)

]

L−2

+ 2

[∫

s

∂κGκ(s)

∫

r

Γ
(4)
L−4,κ(r, q, p)Gκ(r)Gκ(r + q + p)

×Γ
(4)
L−4,κ(−r,−s,−p)Gκ(r + s+ p) Γ

(4)
L−4,κ(r + p+ q, s,−q)

]
L−2

+ . . .

}
+ (q → −q) (6

e dots representing higher order four-skeleton diagrams (up to (L− 2) loops) with vertices involvi

, . . . , Γ
(4)
0,κ. For instance, at order L = 3, we would find the same terms as in Eq. (57) but with Γ

(
L

d by Γ
(4)
L+1,κ and [_]2 replaced by [_]3, and new three-loop four-skeleton diagrams with vertices giv

.

analysis of this subsection has shown that the flow of Iκ involves four-skeleton diagrams, who

ions are entirely determined by the propagator Gκ, as well as a set of functions Γ
(4)
L,κ that sit at t

s of these four-skeleton diagrams. In order to complete the analysis, in the next subsection we wr

equations for these functions Γ
(4)
L,κ.

ow equations for the Γ
(4)
L,κ’s

flow equations for the Γ
(4)
L,κ’s are easily deduced from their diagrammatic expressions. For instanc

(4)
L=0,κ = λb, we find trivially

∂κΓ
(4)
L=0,κ = 0 . (6

q. (58), we find

∂κΓ
(4)
L=1,κ(k, q, p) = −

[
(Γ

(4)
L=0,κ)2

∫

s

∂κGκ(s)Gκ(s+ q + p)

]

1

+ (k, q, p)cyclic , (6

(k, q, p)cyclic denotes the contributions that are deduced from the first term in the right-hand side

) by cyclic permutations of (k, q, p). To obtain the flow of Γ
(4)
L=2,κ, we note that the two-loop diagram

uting to Γ
(4)
L=2,κ have the same topologies as those that appear in the kernel IL=2,κ that we treated

vious subsection, with the exception that the three channels should be present in Γ
(4)
L=2,κ. Extendi

ation for ∂κIL=2,κ to an arbitrary configuration of momenta and including the missing channel

ourse, there are other ways to obtain this equation, for instance using the BS equation truncated to L-loop order. T
ty to obtain Γ

(4)
L,κ from IL,κ (and therefore ΦL+2) generalizes to higher orders, as discussed in Appendix C where

a simple relation between Γ
(4)
L , IL, and the fully two-particle-irreducible four-point function ĪL.
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Wh in
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2,κ(k, q, p) =

{
−
[∫

r

Γ
(4)
L=1,κ(r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ

(4)
L=1,κ(r, q, p)

]

2

(6

+ 2

[
(Γ

(4)
L=0,κ)3

∫

s

∂κGκ(s)

∫

r

Gκ(r)Gκ(r + q + p)Gκ(r + s+ p)

]

2

}
+ (k, q, p)cycl

on (63) bears a strong similarity with Eq. (57). And indeed, as we show in Appendix B, the analy

e performed for ∂κIκ in terms of four-skeletons extends straightforwardly to ∂κΓ
(4)
κ . One can th

or the exact ∂κΓ
(4)
κ an equation analogous to Eq. (59), namely

∂κΓ(4)
κ (k, q, p) =

{
−
∫

r

Γ(4)
κ (r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ(4)

κ (r, q, p)

+ 2

∫

s

∂κGκ(s)

∫

r

Γ(4)
,κ (r, q, p)Gκ(r)Gκ(r + q + p)

×Γ(4)
κ (−r,−s,−p)Gκ(r + s+ p) Γ(4)

κ (r + p+ q, s,−q)

+ . . .

}
+ (k, q, p)cyclic . (6

truncated at L-loop order, this equation reads

∂κΓ
(4)
L,κ(k, q, p) =

{
−
[∫

r

Γ
(4)
L−1,κ(r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ

(4)
L−1,κ(r, q, p)

]

L

+ 2

[∫

s

∂κGκ(s)

∫

r

Γ
(4)
L−2,κ(r, q, p)Gκ(r)Gκ(r + q + p)

×Γ
(4)
L−2,κ(−r,−s,−p)Gκ(r + s+ p) Γ

(4)
L−2,κ(r + p+ q, s,−q)

]
L

+ . . .

}
+ (k, q, p)cyclic , (6

e dots representing higher order four-skeleton diagrams (up to L loops) with vertices involving Γ
(4)
L−3

4)
,κ.

mmary and initial conditions

at has been achieved in this section is a reformulation of the L-loop Φ-derivable approximation

f a set of coupled flow equations for Γ
(2)
L−1,κ ≡ p2 +m2

b + ΣL−1,κ and Γ
(4)
ΦL,κ

, that involve, in additio

uations for “auxiliary” functions Γ
(4)
L′,κ that enter the determination of the flow of the irreducib
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L,κ sa
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21Alth of
Gκ (see
∂κIκ.21 The flow equations for Γ
(2)
L−1,κ and Γ

(4)
ΦL,κ

read

∂κΓ
(2)
L−1,κ(p) = −1

2

∫

q

∂κRκ(q)G2
κ(q) Γ

(4)
ΦL,κ

(q, p), (6

∂κΓ
(4)
ΦL,κ

(p, q) = ∂κIL−2,κ(p, q)

− 1

2

∫

r

Γ
(4)
ΦL,κ

(p, r) ∂κG
2
κ(r) Γ

(4)
ΦL,κ

(r, q)

− 1

2

∫

r

∂κIL−2,κ(p, r)G2
κ(r) Γ

(4)
ΦL,κ

(r, q)

− 1

2

∫

r

Γ
(4)
ΦL,κ

(p, r)G2
κ(r) ∂κIL−2,κ(r, q)

+
1

4

∫

r

∫

s

Γ
(4)
ΦL,κ

(p, r)G2
κ(r) ∂κIL−2,κ(r, s)G2

κ(s) Γ
(4)
ΦL,κ

(s, q) , (6

κ(r) =
[
Γ

(2)
L−1(r) + Rκ(r)

]−1. In this equation, ∂κIL−2,κ(p, q) is given in terms of the Γ
(4)
L′,κ=0 (wi

≤ L− 3) by Eq. (60), with the flow of Γ
(4)
L′,κ=0 being given in Eq. (65).

order to facilitate foregoing discussions, we shall rewrite these equations in a more compact for

er first the equation for the two-point function

∂κΓ
(2)
L−1,κ(p) = F (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p)
∣∣∣
Λuv

. (6

tation specifies that the flow of the two-point function, denoted F (2)
L−1,κ, depends functionally on t

int function itself at the same loop order (L−1), as well as on the four-point function Γ
(4)
ΦL,κ

, soluti

BS equation (46) with kernel IL=2,κ(q, p). In addition it depends also on the momentum variable

-point function, as well as on the ultraviolet cutoff Λuv. We write the flow equation for Γ
(4)
ΦL,κ

in

fashion:

∂κΓ
(4)
ΦL,κ

(p, q) = F (4)
ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(p, q)

∣∣∣
Λuv

(6

the dependence of the flow F (4)
ΦL,κ

on the Γ
(4)
L′,κ is through its dependence on ∂κIL−2,κ. The functio

tisfy the flow equations

∂κΓ
(4)
L′,κ(pi) = F (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi)

∣∣∣
Λuv

(0 ≤ L′ ≤ L− 3). (7

ough it does not play a role in the determination of Gκ, we could add in this list the flow equation for fκ in terms
Eq. (44)).
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(we are e

Λ� Λ ch
cally, the solution of the flow equations (68), (69) and (70) can be written as

Γ(n)
κ (pi) = Γ

(n)
Λ (pi) +

∫ κ

Λ

dκ′ F (n)
κ′ (pi)

∣∣∣
Λuv

, (7

relates the value of the n-point function Γ
(n)
κ (pi) at a given scale κ to that at the initial scale Λ. W

own in the previous section that if this initial scale is chosen large enough (Λ � Λuv), the init

of the n-point functions, Γ
(n)
Λ (pi), are determined by the bare parameters, which may be adjusted

each the desired values at κ = 0 (see Eq. (50)). The solution depends on the ultraviolet cutoff th

ssary at this point in order to render finite the integrals that enter the flows F (n)
κ . The next thr

s, devoted to renormalization, will present three alternative ways to eliminate this dependence

normalized Φ-derivable approximations from the flow equations

until now, we have been dealing with Φ-derivable approximations within the theory with cuto

ve seen that such approximations could be reformulated in terms of flow equations, and that, f

ropriate choice of the initial conditions, the solution of these flow equations reproduces the resu

d by solving directly the gap equation and the BS equation. The initial conditions involve explicit

re parameters, i.e. the parameters of the lagrangian, as indicated in Eq. (50), and the soluti

s on the ultraviolet cutoff Λuv. We now address the question of whether and how we can remove t

ence on both the ultraviolet cutoff and the bare parameters by renormalization. In order to so so,

l to recall how this is achieved within the standard formulation of 1PI flow equations.

enormalization within the functional RG

then return to the functional renormalization group (see Sect. 2.1) and recall some general features

al flow equations for the 1PI n-point functions Γ
(n)
κ . These equations are obtained by taking successi

nal derivatives of Eq. (12), with examples given in Eq. (15) for the two-point function Γ
(2)
κ (p), a

) for the four-point function Γ
(4)
κ (q, p). There are three important properties of these flow equatio

ed to be underlined. The first one is that they make no reference to the bare parameters, but a

ed instead solely in terms of the n-point functions, which we may identify with the renormaliz

functions (see Sect. 6.2 below). The second property is that the flows (i.e., the derivatives ∂κΓ
(n
κ

given by one-loop integrals which are cut off by ∂κRκ. This means that the ultraviolet cutoff Λ

removed from the loops without altering the solution in any significant way. Finally, the n-poi

ns have simple behaviors for κ = Λ � Λphys, where Λphys is the scale of relevant physical momen

typically interested in n-point functions Γ(n)(pi) with external momenta pi . Λphys). In the regim

phys, the external momenta pi contribute to Γ(n)(pi) via propagators that always feature a scale mu
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than Λphys, of the order of Λ or higher.22 In this regime, it makes then sense to approximate t

functions by their Taylor expansion in powers of the pi. In the case of the renormalized n-poi

ns, which are our focus here, the corresponding coefficients are given by simple power counting:23

Γ
(2)
κ=Λ(p) ∼ m2

Λ + ZΛ p
2 , Γ

(4)
κ=Λ(p, q) ∼ λΛ , Γ

(2n≥6)
κ=Λ (pi) ≈ 0 , Λ� Λphys , (7

m2
Λ ∼ Λ2, ZΛ ∼ ln Λ and λΛ ∼ ln Λ, and we have neglected contributions that are suppressed

of Λphys/Λ.

s interesting to see how this general behavior of the n-point functions indicated in Eq. (72) emerg

lf-consistent solution of the flow equations. Let us indeed assume that the leading behaviors of t

functions are given by

Γ(2)
κ (p) ∼ m2

κ + Zκ p
2 , Γ(4)

κ ∼ λκ, Γ(n>4)
κ ∼ κ4−n, (7

2
κ ∼ κ2, Zκ ∼ lnκ and λκ ∼ lnκ, where the notation fκ ∼ lnκ, or equivalently κ∂κfκ ∼ κ0, is mea

cate that the growth of fκ at large κ is slower than any power of κ. As a specific illustration of t

nt, let us consider the flow equation for the four-point function, Eq. (49). The loop momentum r

uation is bounded by κ, because ∂κRκ(r) plays the role of an ultraviolet cutoff at the scale κ (e

(r) ∼ κ2θ(κ − r)). Then, by plugging the expected behaviors (73) into Eq. (49), using the fact th

ulated propagators Gκ(r) at large κ behave as κ−2 and taking into account the four dimension

pace integration ∼ κ4, one easily verifies that the leading order behaviors of the integrals in Eq. (4

eed ∼ κ0, in agreement with the initial assumption that Γ
(4)
κ ∼ lnκ. This argument can be eas

ed to arbitrary n-point functions, thereby verifying Eqs. (73). Thus, when κ = Λ becomes large, on

and four-point functions are relevant, and their values are determined by the parameters m2
Λ, a

ddition to ZΛ: the effective action ΓΛ[φ] eventually takes the form of the classical action of Eq. (1

itably defined parameters.24

may furthermore argue that when κ � Λphys (and p, q . Λphys) the dependence of the four-poi

s is because, the total momentum of a given propagator is either less than Λ in which case the propagator feature
ss of the order of Λ as given by the regulator RΛ(q < Λ) ∼ Λ2, or it is larger than Λ in which case it provides its
e momentum scale.
leading corrections to these coefficients involve terms controlled by m/Λ where m denotes the mass. We stress a
possibility of Taylor expanding in powers of pi applies both to renormalized and to unrenormalized n-point functio
ortant difference in the case of the renormalized fluctuations is that Λ is the only large scale and the coefficients
lor expansion are controlled by power counting with respect to this scale. In the case of unrenormalized fluctuatio
ast, the coefficients of the Taylor expansion are functions of both Λ and Λuv, and for Λuv � Λ� Λphys, one does n
imple power counting rule.
general structure outlined above depends crucially on the presence of a derivative of the regulator in all the lo
. Indeed, for regulators with a sufficiently rapid decay or even compact support for momenta p2 . κ2 all flows
and ultraviolet finite irrespective of the -perturbative- renormalizability of the theory at hand. For example, the curre
y in d = 6 dimensions is not renormalizable but features finite flows: the non-renormalizability of the theory refle
infinitely many correlation functions flowing with positive power laws as κ→∞.
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(70) th or
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Feynm ch

is inde we

rewrite nd

∆Γ
(4)
0,κ ng
n Γ
(4)
κ (p, q) on the external momenta p and q is negligible. Recall that κ plays a role similar to t

l momenta in the loop integrals. When κ . Λphys, the effect of changing κ is negligible, there

ally no flow: the external momenta play the role of the infrared regulator, and hide the effect of t

n of κ: . When κ� Λphys, the opposite situation prevails: the n-point functions become independe

enta. In other words, the flow is important only when κ is of the order of the external momenta (

ss). In the regime where Λphys � κ, the momentum dependence of the n-point functions shows

ll power corrections in p/κ which are obtained by expanding the loop integrals in powers of p/κ, t

e of the regulator eliminating potential infrared divergences.

e concludes from this discussion that if Λ is chosen large enough, Λphys � Λ � Λuv, then t

riate initial conditions on the flows of the various n-point functions may be taken as indicated

). The values of the parameters m2
Λ, λΛ and ZΛ can be chosen so that m2

κ, λκ and Zκ take specifi

at κ = 0, which correspond to the renormalized parameters (see renormalization conditions (8

. Note that the bare parameters, mb and λb, do not enter at all in the discussion: they have be

ted in favor of the parametersm2
Λ, λΛ and ZΛ that specify the initial conditions of the flows. Similar

raviolet cutoff drops out because the flow equations are finite, and fluctuations are integrated ov

ite range of momenta [0,Λ]. The independence of the renormalized parameters on the specific val

ensured by the flow equations. These govern the variations of the initial parameters m2
Λ, λΛ and Z

a change of Λ in a way compatible with power counting, as expressed in Eqs. (72).

the rest of this section, we shall verify that these features of the 1PI flow equations, in particul

iteness of the flow equations and the absence of reference to the bare parameters, hold, with som

ents, for the flow equations for Φ-derivable approximations, which are summarized in Sect. 4.3.

limination of bare parameters

first examine the dependence of the flow equations on the bare parameters. The flow equations (68

at we have derived in Sects. 3 and 4 are nearly independent of these parameters. If fact this is so f

) written in terms of Γ
(2)
L−1,κ rather than in terms of ΣL−1,κ. Since Gκ(r) =

[
Γ

(2)
L−1,κ(r) +Rκ(r)

]−

e mass non longer appears, as it would if one would relate the propagator to the self-energy, Gκ(r)

2
b + ΣL−1,κ(r) +Rκ(r)

]−1.

for the Γ
(4)
L,κ’s that appear in the right-hand side of Eqs. (65) they are still to be seen as cut-off regulat

an diagrams with vertices given by λb, as specified by the operator [_][L] (see after Eq. (53)), whi

ed based on the expansion (36) in powers of λb. To eliminate all reference to the bare coupling,

the strict l-loop contribution λl+1
b (−)lΓ(4,l) in Eq. (36) as ∆Γ

(4)
κ,l = Γ

(4)
L=l,κ − Γ

(4)
L=l−1,κ for l ≥ 1 a

= Γ
(4)
L=0,κ. We then replace in the right-hand side of Eqs. (65) any occurence of Γ

(4)
L,κ by the followi
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Γ
(4)
L,κ = Γ

(4)
L=0,κ︸ ︷︷ ︸

∆Γ
(4)
L=0,κ

+
[

Γ
(4)
L=1,κ − Γ

(4)
L=0,κ︸ ︷︷ ︸

∆Γ
(4)
L=1,κ

]
+ · · ·+

[
Γ

(4)
L,κ − Γ

(4)
L−1,κ︸ ︷︷ ︸

∆Γ
(4)
L,κ

]
, (7

ach consecutive term counts one extra loop, and we redefine the expansion operator [_]L with respe

formal loop expansion. For greater clarity, we shall denote by {_}L the expansion operator [_

ulas where this substitution is made. Of course, as far as the bare n-point functions are concerne

ither [_]L or {_}L makes no difference. However, by using {_}L in equations such as Eqs. (60) a

e obtain equations that make no reference to the bare coupling, and which therefore describe n

e bare n-point functions, but also the renormalized ones, the choice between one type of solution a

er being essentially determined by the initial conditions, as we discuss below.

niteness of the flow equations

that we have eliminated any reference to the bare parameters from the flow equations, let us sho

ey are finite. Before we proceed to this analysis a few words of caution are required however.

one thing, the present model features an ultraviolet Landau pole ΛL. Strictly speaking, this preven

taking the limit Λuv → ∞. However, at sufficiently weak coupling, the scale ΛL is so large th

consider values of the cut off that are large with respect to the physical scales, without hitting t

pole (see the discussion after Eq. (A.6) in Appendix A). It makes then sense to ask whether the flo

ns are essentially insensitive to the cut-off in this range of cut-off values. This is what will be mea

t follows by “checking the finiteness of the flow equations”, although we shall still use the short-ha

n Λuv →∞ in place of ΛL � Λuv � Λphys.

cut-off insensitivity of the flow equations will be granted in part by the presence of ∂κRκ whi

es some of the loop integrals in the UV. Some other loops, however, will not feature this natur

or and proving their insensitivity to the cut-off will require a finer analysis based on power countin

ll assume that, in estimating superficial degrees of divergence, Gκ(p) and Γ
(4)
ΦL,κ

(p, q) count respe

as −2 and 0. This natural assumption follows from the application of Weinberg’s theorem on t

onding perturbative contributions (see Appendix D). Such perturbative power counting needs to

ith a small pinch of salt, however, as the resummations entailed by the Φ-derivable approximatio

tentially alter the asymptotic behavior of the n-point functions. In the considered cut-off range,

these modifications to be marginal, such that a superficial degree of divergence that is found to

e based on the perturbative counting (δ ≤ −1), will remain so once resummation effects are consi

n other words, the perturbative power counting is sufficient to conclude on the finiteness of the flo
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h all these precautions taken, let us now analyze the finiteness of the flow equations. The flow of t

int function is given by Eq. (66), and is identical to that obtained in the 1PI approach: it contai

a derivative of the regulator in its right-hand side, so that the flow is finite if Γ
(4)
κ (q, p) is fini

n this equation, we can ignore the cutoff Λuv that controls the loop momentum without affecting t

n in any significant way.

situation is a priori different for the flow equation for Γ
(4)
κ (q, p), given by Eq. (46). The lo

ls in the right-hand side of this equation are not cut off by a factor ∂κRκ(q). Furthermore it contai

tions of n-point functions whose external momenta are not limited to the range pi . Λphys. Thu

ough we are a priori interested in Γ
(4)
κ (p, q) for p and q in the physical range, p, q . Λphys, in ord

ulate the integrals in the right-hand side of Eq. (46), we need the function Γ
(4)
κ (p, q) with at least o

rguments allowed to run freely to infinite values. The same remark applies to the irreducible kern

), or to the self-energy Σκ(r) that enters the propagators in Eq. (46). We need therefore to exami

losely whether Eq. (46) remains finite as Λuv →∞, by using power counting.

us then consider the first integral in the right-hand side of Eq. (46), which we rewrite here f

ience

∫

r

Γ
(4)
ΦL,κ

(p, r)Gκ(r) ∂κGκ(r) Γ
(4)
ΦL,κ

(r, q) . (7

lyze the convergence of this integral, we need to determine how much ∂κGκ contributes to the pow

g. This is easily done by combining the relation G−1
κ (r) = Γ

(2)
L−1,κ(r) +Rκ(r) and Eq. (66), to obta

∂κGκ(r) = −∂κRκ(r)G2
κ(r) +

1

2

∫

s

∂κRκ(s)G2
κ(s) Γ

(4)
ΦL,κ

(s, r)G2
κ(r) . (7

κRκ(r) is strongly suppressed at large r, the dominant asymptotic behavior of ∂κGκ(r) is given by t

term in Eq. (76), which is a finite integral. It follows that ∂κGκ(r) contributes as G2
κ(r), i.e. as −4

er counting. The superficial degree of divergence of the integral (75) is then 4 + 2× 0− 2− 4 = −
e counted 4 for the integration measure, 2×0 for the two four-point functions, −2 for the propagato

for the flow of the propagator. The integral is then finite. As for the other integrals in Eq. (46), th

te thanks to the fact that ∂κIκ(p, q) contributes as −2 to the power counting rules. This proper

ately related to the s-channel two-particle irreducibility of Iκ(p, q), as we discuss in Appendix

cannot exclude a situation where the resummation modifies the asymptotic behavior of the propagator in such a w
tain loops that are marginally divergent with a perturbative counting (δ = 0) become marginally convergent with t
turbative counting. In fact, this assumption has been implicitly made in [54] when checking the finiteness of cert
egrals. Here, we shall not make this assumption because, first, it is not clear whether the resummation tends to impro
ergence (this could in fact depend on the considered truncation), and, second, because the obtained convergence
quite slow and therefore does not necessarily ensure a strong cut off insensitivity before hitting the Landau pole.
stated above, such considerations are not necessary here because as we shall see, the perturbative counting is sufficie
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o one-loop integrals involving ∂κIκ in Eq. (46) have a superficial degree of divergence equal

2 × 2 − 2 = −2, where we counted 4 for the integration measure, 0 for the four-point functio

2) for the two propagators and −2 for ∂κIκ. The same goes for the two-loop integral in Eq. (4

oth its sub-loop integrals and the two-loop integral itself have superficial degrees of divergence equ

One concludes therefore that all the integrals involved in Eq. (46) are finite by power counting.

ations (59) and (65) are easier to handle. Because they involve diagrams with no explicit four-poi

grams (assuming the Γ
(4)
L ’s to be finite), the only possible divergence is an overall divergence. Howev

sily seen that the superficial degree of divergence of any integral appearing in ∂κIκ is δ = −2. Th

use the diagrams of ∂κIκ are nothing but those of Iκ with one of the propagators Gκ replaced

This implies that δ∂I = δI − 4 + 2 = 0 − 2 = −2, where we used that δI = 0 and that δ∂κGκ = −
me argument applies to ∂κΓ

(4)
L,κ.

e conclude that all the integrals that are involved in the flow equations for Φ-derivable approximatio

te. We may therefore safely eliminate the ultraviolet cutoff.

itial conditions

rting from the L-loop Φ-derivable approximation in the bare theory, we have derived a system

finite flow equations for Γ
(2)
L−1,κ, Γ

(4)
ΦL,κ

and the Γ
(4)
L′,κ (for 0 ≤ L′ ≤ L − 3), that make no referen

bare parameters. These equations can be written in the same concise form as in Sect. 4.3:

∂κΓ
(2)
L−1,κ(p) = F (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p). (7

∂κΓ
(4)
ΦL,κ

(p, q) = F (4)
ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(p, q) (7

∂κΓ
(4)
L′,κ(pi) = F (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi) (0 ≤ L′ ≤ L− 3). (7

equations have the same form as Eqs. (68)-(70). The main difference is that here, thanks to the u

{_}L expansion operator, the flows do not make any reference to the bare parameters. Moreov

he flows are finite, and we restrict κ to values smaller than Λ� Λuv, the ultraviolet cuttoff Λuv do

y any major role and can be dropped.

e can write the solution of these equations generically as in Eq. (71)

Γ(n)
κ (pi) = Γ

(n)
Λ (pi) +

∫ κ

Λ

dκ′F (n)
κ′ (pi). (8

ing the flow to be initialized at the scale Λ � Λphys, the initial conditions, that is the values of t
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)’s, are essentially constant, with only a very weak dependence on the momenta as discussed earl

s. (72)). They can be chosen in the form

,κ=Λ(p) ∼ m2
Λ + ZΛ p

2 , Γ
(4)
ΦL,κ=Λ(p, q) ∼ λΛ , Γ

(4)
L′,κ=Λ(p, q, r) = λL′,Λ , (0 ≤ L′ ≤ L− 3) , (8

Λphys. The need for different initial conditions for the Γ
(4)
L,κ’s, which also differ from the init

on for Γ
(4)
ΦL,κ

, reflects the fact that these are different approximations to the exact four-point functio

icular even though Γ
(4)
L,κ and Γ

(4)
ΦL,κ

should coincide in the exact case (correspoding to L→∞), th

o reason to coincide for any finite L. The best we can do is to adjust the initial conditions such th

nctions coincide at a given value of κ and a given value of the external momenta, see below. Conta

e original formulation of Φ-derivable approximations is made by fixing the values of the paramete

and λΛ via the “renormalization conditions”

Γ
(2)
L−1,κ=0(p = 0) = m2 ,

dΓ
(2)
L−1,κ=0

dp2

∣∣∣∣∣
p=0

= 1 , Γ
(4)
ΦL,κ=0(pi = 0) = λ , (8

s the λL,Λ’s are fixed via the “consistency” conditions26

Γ
(4)
L′,κ=0(pi = 0) = Γ

(4)
ΦL,κ=0(pi = 0) , (0 ≤ L′ ≤ L− 3) . (8

st condition ensures that Γ
(4)
L,κ and Γ

(4)
ΦL,κ

coincide as L→∞, a condition that is not necessarily m

xes the finite parts of the λL,Λ’s in an arbitrary way.27

onvenient feature that results from this choice of renormalization conditions, is that the renormaliz

n for Γ
(4)
L,κ is a polynomial of order L + 1 in the renormalized coupling λ, whose coefficients do n

on L. That is

Γ
(4)
L,κ = λ− λ2Γ̃(4,1)

κ + · · ·+ λL+1(−)LΓ̃(4,L) . (8

sults is established in Appendix E and will be exploited in the next section. Since the initial cond

L,Λ are nothing but the asymptotic form of the Γ
(4)
L,κ=Λ’s for Λ � pi, it follows that the λL,Λ’s ha

ar polynomial structure.

ummary, we have shown in this section that the flow equations for Φ-derivable approximations, th

marized in Set. 4.3, enjoy essentially the same properties as the usual flow equations for the 1

e that these consistency conditions have nothing to do with those introduced in [45]. Our choice follows the gene
described in [38].
sense, consistency conditions are implicitly used also in perturbative calculations where, for instance, the four-po
at any loop order is required to equal λ at the renormalization point.

35



n-point he

renorm s.

The st s,

withou he

diagram

The of

the 1P in

this co 4,

other f S

equatio n,

and th rs

that ne rs

in a re ed

approx is

balanc e

issue a

6. Re

The he

calcula on

of Φ-de he

flow eq

5)

We arg n,

the sam all

then ex s

present w

the ren
functions. In particular, they are finite, and can be made independent of the bare parameters. T

alization process can then be carried out in very much the same way as for the 1PI flow equation

rength of this approach resides in that it gives direct access to the renormalized n-point function

t having to deal with the ultraviolet divergences and the counterterms that are omnipresent in t

matic approach, the topic of the next section.

derivation of the flow equations in Sect. 3 was initially motivated by the search for a truncation

I equations at the level of the four-point function. The obvious four-point function that appears

ntext is that which solves the Bethe-Salpeter equation. However, as was discussed at length in Sect.

our-point functions naturally appear when calculating the flow of the irreducible kernel of the B

n. As we saw in the present section, these functions Γ
(4)
L play an important role in the renormalizatio

ey need to be properly initialized. We may be concerned by the fact that the number of paramete

ed to be specified to fix the initial conditions seem to exceed the usual number of available paramete

normalizable field theory, and furthermore this number grows with the loop order of the consider

imation. However, as we have seen, this is not the case, since the excess number of parameters

ed by an equal number of consistency conditions. As we shall see in the next section, the very sam

rises when we examine renormalization from the diagrammatic point of view.

normalized Φ-derivable approximations from the diagrammatic approach

approach based on flow equations, which was shown in the previous section to be so effective in t

tion of renormalized n-point functions, proves also to be quite helpful in analyzing the renormalizati

rivable approximations from the diagrammatic point of view. In the previous section, we wrote t

uations in the generic form

Γ(n)
κ (pi) = Γ

(n)
Λ (pi) +

∫ κ

Λ

dκ′ F (n)
κ′ (pi)

∣∣∣
Λuv

. (8

ued that since the flows F (n) are finite, and Λ is also kept finite, we could ignore Λuv. In this sectio

e flow equations will be used, but we shall let Λ → ∞ (as in Sect. 4), keeping Λuv fixed. We sh

amine the divergences that arise when Λuv →∞ and see how these can be absorbed in counterterm

in the initial conditions Γ
(n)
Λ (pi). Before we see how this works in detail, it is useful to recall ho

ormalization problem is formulated in the diagrammatic approach of Φ-derivable approximations.
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iagrammatic renormalization of Φ-derivable approximations: setting-up the problem

lowing the standard techniques of perturbative renormalization, one rewrites the action (1) in term

caled field, ϕb = Z1/2ϕ,

S[ϕ] =

∫
ddx

{
Z

2
(∂ϕ(x))

2
+
m2 + δm2

2
ϕ2(x) +

λ+ δλ

4!
ϕ4(x)

}
, (8

Zm2
b ≡ m2 + δm2, Z2λb ≡ λ+ δλ, Z = 1 + δZ, (8

ventionally split into renormalized parameters λ, m, and counterterms δλ, δm2 and δZ. To t

g of the field corresponds a rescaling of the n-point functions: Γ
(n)
b = Z−n/2Γ(n). In particula

pagator rescales as Gb = ZG and, to within an inessential additive constant term, the 2PI effecti

(24) becomes

Γ[G] =
1

2

∫

p

logG−1(p) +
1

2

∫

p

ZG−1
0 (p)G(p) + Φ[G] , (8

G−1
0 (p) = Zp2 + m2 + δm2. The functional Φ[G] is made of the same 2PI diagrams as before b

e coupling λb replaced by λ+ δλ.28 The corresponding gap equation is now

G−1 = ZG−1
0 + Σ[G], (8

the self-energy functional Σ[G] is related to Φ[G] as before, see Eq. (26).29 To take a definite examp

op order in Φ, the gap equation reads

G−1(p) = Zp2 +m2 + δm2 +
λ+ δλ

2

∫

q

G(q)− (λ+ δλ)2

6

∫

q

∫

r

G(q)G(r)G(r + q + p)

+
(λ+ δλ)3

4

∫

q

∫

r

∫

k

G(q)G(r)G(k)G(r + q + p)G(k + q + p) . (9

ne were doing perturbation theory (e.g. calculate contributions to the inverse propagator from t

n above with, in the right-hand side, G substituted by G0) one would follow the standard route. T

rterms δZ, δm2, δλ contain the parts of the bare parameters that diverge as Λuv → ∞.30 They a

reason is quite simple: a given diagram of Φ[G] has no external leg, so the number I of is internal lines is twice t
V of its vertices. The rescaling of the propagator, Gb = ZG, generates a factor ZI = Z2V that can be combined w
actor λVb into Z2V λVb = (λ+ δλ)V .
sometimes convenient to reabsorb the one-loop term

∫
(δZp2 + δm2)G(p)/2 in the definition of Φ[G], in which case t

tive action and the gap equation can be written with Z = 1 and G−1
0 = p2 +m2. The relation between the self-ener

al and Φ[G] remains unchanged.
in, the notation Λuv →∞ is to be understood as ΛLandau � Λuv � Λphys.
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osen so as to absorb the ultraviolet divergences order by order in the expansion in λ. Their fin

re fixed by the same renormalization conditions as in Eq. (82), namely31

dΓ(2)(p)

dp2

∣∣∣∣
p=0

= 1, Γ(2)(p = 0) = m2, Γ(4)(0, 0, 0) = λ. (9

s method, rooted in perturbation theory, can be extended to the Φ-derivable approximations [3

r the specific 4-loop example considered above, this implies solving the full non-linear gap equatio

), with the self-consistent propagator G in its right-hand side. The main difficulty that one has

this approach is the proper identification and treatment of the divergences and subdivergences in t

uation. In particular, the various occurrences of the coupling counterterm δλ, because they abso

t subdivergences, need to be treated on different footings. This is where the flow equations bri

ficant clarification by providing a precise map of how these divergences are distributed among t

t n-point functions and how they can be absorbed in counterterms. This is what we discuss in t

o subsections.

plicit renormalization from the flow

was shown in Sects. 3 and 4.3, the bare diagrammatic expansion is a solution to the flow equatio

with initial conditions (50) taken at a scale Λ well above the ultraviolet cutoff. Taking Λ→∞, o

ite the solutions of these equations formally as follows

Γ
(2)
L−1,κ=0(p) = p2 +m2

b +

∫ 0

∞
dκF (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p)
∣∣∣
Λuv

, (9

Γ
(4)
ΦL,κ=0(p, q) = λb +

∫ 0

∞
dκF (4)

ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(p, q)

∣∣∣
Λuv

, (9

Γ
(4)
L′,κ=0(pi) = λb +

∫ 0

∞
dκF (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi)

∣∣∣
Λuv

, (0 ≤ L′ ≤ L− 3) . (9

above equations, the notation |Λuv reminds one that the cutoff is kept in the integrals entering t
(n), and the n-point functions there should be viewed as the bare n-point functions.

this point it is easy to make contact with the renormalized theory. To do so, we first move to t

d theory, which is easily done since the flow equations are invariant under this operation, as is eas

consider only the massive case in this paper.
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. Only the initial conditions are affected. One obtains then, for the renormalized functions,

Γ
(2)
L−1,κ=0(p) = Zp2 +m2 + δm2 +

∫ 0

∞
dκF (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p)
∣∣∣
Λuv

, (9

(4)
ΦL,κ=0(p, q) = λ+ δλ+

∫ 0

∞
dκF (4)

ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(p, q)

∣∣∣
Λuv

, (9

Γ
(4)
L′,κ=0(pi) = λ+ δλ+

∫ 0

∞
dκF (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi)

∣∣∣
Λuv

, (0 ≤ L′ ≤ L− 3) . (9

important observation is that these equations clearly separate the subdivergences and the over

nces of a given n-point function. Indeed, since overall Λuv-divergences are associated to the regim

all loop momenta of a given diagram contributing to Γ(n) grow large, they cannot depend on κ.

that the F (n)|Λuv
’s in the above equations, which are nothing but the κ-derivatives of the correspon

oint functions, are only sensitive to the subdivergences of these n-point functions, while the over

nces occur due to the explicit unbounded κ-integrals in Eqs. (95)-(97). A second observation is tha

e the explicit loops that enter the F (n)
κ |Λuv

’s are convergent for Λuv � κ, the subdivergences nev

explicitly but only as hidden divergences (including overall divergences) of the various n-point fun

hat enter as arguments of the F (n)
κ |Λuv ’s. It results from these observations that overall divergenc

ass actually all the possible divergences that can appear in the n-point functions (a well know

, also in perturbation theory). It is a strength of the flow formulation to remove all divergences

y removing only overall divergences, since the counterterms never appear explicitly in F (n)
κ |Λuv

, b

tree-level contributions in Eqs. (95)-(97) via the initial conditions. Thus, by fixing these counte

order to satisfy renormalization conditions at κ = 0, one handles simultaneously both the over

nces and the subdivergences present in the n-point functions. This consitutes in fact an essent

ent towards a formal proof of renormalization in the diagrammatic formulation.

previous argument needs to be slightly amended to take into account the fact that Γ
(4)
ΦL

and the Γ
(4
L

erent approximations to the four-point function, and there is no reason for their overall divergenc

bsorbed by the same counterterm δλ. Such an observation was already made in the previous secti

. (81)). To account for this possibility, we modify the initial conditions and set

(2)
L−1,κ=0(p) = Zp2 +m2 + δm2 +

∫ 0

∞
dκF (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p)
∣∣∣
Λuv

, (9

(4)
ΦL,κ=0(p, q) = λ+ δλ̃+

∫ 0

∞
dκF (4)

ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(p, q)

∣∣∣
Λuv

, (9

Γ
(4)
L′,κ=0(pi) = λ+ δλL′ +

∫ 0

∞
dκF (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi)

∣∣∣
Λuv

, (0 ≤ L′ ≤ L− 3) .

(10

wn by these equations, the counterterms determine the n-point functions at the large initial sca
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5)

with

6)

Here, u ).

It is th ,κ

and Γ
(
Φ ed

in Sect ee
. Upon imposing the same renormalization conditions as in the previous section (see Eqs. (91)),

the following formal expressions:

δm2 = −
∫ 0

∞
dκF (2)

L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(0)
∣∣∣
Λuv

, (10

δZ = −
∫ 0

∞
dκ

d

dp2
F (2)
L−1,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

]
(p)
∣∣∣
Λuv

∣∣∣∣
p=0

, (10

δλ̃ = −
∫ 0

∞
dκF (4)

ΦL,κ

[
Γ

(2)
L−1,κ,Γ

(4)
ΦL,κ

,Γ
(4)
L−3,κ, . . . ,Γ

(4)
L=0,κ

]
(0, 0)

∣∣∣
Λuv

, (10

δλL′ = −
∫ 0

∞
dκF (4)

L′,κ

[
Γ

(2)
L−1,κ,Γ

(4)
L−1,κ, . . . ,Γ

(4)
L=0,κ

]
(pi = 0)

∣∣∣
Λuv

, (0 ≤ L′ ≤ L− 3) . (10

these expressions may be of limited practical use, they summarize the general structure of the cou

s that are needed to cope with all the divergences of the L-loop Φ-derivable approximation. Th

the basic n-point functions on which to impose the renormalization conditions necessary to t

te determination of these counterterms, namely Γ
(2)
L−1, Γ

(4)
ΦL

and the Γ
(4)
L′ ’s. In the next subsectio

ll turn these formal considerations into a more explicit construction by integrating exactly the flo

ns (98)-(100) in terms of the diagrams. This will also allow us to derive diagrammatic expressio

counterterms (101)-(104), thus providing an explicit and synthetic procedure for the renormalizati

rivable approximations in their diagrammatic formulation.

iagrammatic form of the renormalized solution

begin with an observation concerning the general structure of the solution, and in particular on t

depends on the parameters of the initial conditions. Let us consider the original 2PI effective actio

), truncated at order L-loop, and write it as follows

ΓL[G] =
1

2

∫

p

logG−1(p) +
1

2

∫

p

(zp2 + y)G(p) + ΦL[G] , (10

ΦL[G] = uΦ(2)[G]− v2 Φ(3)[G] + · · ·+ vL−1(−)LΦ(L) . (10

, v, y and z are arbitrary constants and Φ(l)[G] is built with the same cut off integrals as in Eq. (35

en easily verified, by following the same steps as in Sects. 3 and 4, that Γ
(2)
L−1,κ ≡ zp2 + y + ΣL−1

4)

L,κ
, defined from the LW functional ΦL[Gκ] just given, obey the same flow equations as those deriv

s. 3 and 4. The Γ
(4)
L,κ’s now involve v as coupling constant rather than λb, and correspondingly (s
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9)
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solutio re

polyno or

the δλL

Let ≡
zp2 + y fy

the flow

0)

also ob ns

(59) an ed

after E ,κ
))

Γ
(4)
L,κ = v − v2Γ(4,1)

κ + · · ·+ vL+1(−)LΓ(4,L)
κ . (10

sult is in fact trivial: first, y and z disappear entirely from the flow equations once these are written

f Γ
(2)
L−1,κ rather than ΣL−1,κ (see Eq. (66)); second, the term involving the coefficient u in Eq. (10

ntirely from the flow equation since it gives a constant contribution to IL−2,κ which disappears

,κ; finally, v is a mere renaming of the bare coupling.

arly, the solution to the flow equations that corresponds to Eqs. (106) and (107) obeys the init

ons

Γ
(2)
L−1,κ=∞(p) = zp2 + y , Γ

(4)
ΦL,κ=∞ = u , Γ

(4)
L,κ=∞(p) = v . (10

pe of initial conditions accommodates the solution (95)-(97), upon the choice z = Z, y = m2 + δm

λ+ δλ, which corresponds to a simple rescaling of the n-point functions. But it cannot correspo

enormalized solution (98)-(100) because, although u can be chosen independently of v, as in Eq. (99

Γ
(4)
L,κ’s are initialized at the same value, independent of L.

know, however, that the different δλL’s in Eq. (100) are finite order truncations of a unique ser

owers of λ:

δλ =
∑

l≥1

λl+1δλ(l), δλL =
∑

1≤l≤L
λl+1δλ(l) . (10

because the counterterms are essentially nothing but the initial conditions for the renormaliz

n at the scale Λ � Λuv. We have seen in the previous section that the renormalized Γ
(4)
L,κ’s a

mials in λ with L-independent coefficients (see Eq. (84)). It follows that the same property holds f

’s, which is precisely what Eq. (109) states.

us then consider the extension of Φ[G] in Eq. (106) to arbitrary order in v, and define Γ
(2)
κ

+ Σκ and Γ
(4)
κ from the (exact) gap and BS equations. It is easily seen that these functions satis

equations (66) and (67), with ∂κIκ given by the exact relation (59), while

Γ(4)
κ = v − v2Γ(4,1)

κ + · · ·+ vL+1(−)LΓ(4,L)
κ + · · · (11

eys the exact equation (64). At this point we substitute v → λ+ δλ and expand the exact equatio

d (64) in a loop expansion in power of λ, using wherever needed the expansion operator {_}L defin

q. (74), as well as the expansion (109) of δλ. By doing so, one easily verifies that Γ
(2)
L−1,κ and ΓΦL
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ved from

ΦL[G] = uΦ(2)[G] +
[
− (λ+ δλ)2 Φ(3)[G] + · · ·+ (λ+ δλ)L−1(−)LΦ(L)

]
L

= uΦ(2)[G]−
[
(λ+ δλ)2

]
L−3

Φ(3)[G] + · · ·+
[
(λ+ δλ)L−1

]
L=0

(−)LΦ(L) , (11

as Γ
(4)
L,κ defined as

Γ
(4)
L,κ =

[
λ+ δλ− (λ+ δλ)2Γ(4,1)

κ + · · ·+ (λ+ δλ)L+1(−)LΓ(4,L)
κ

]
L

=
[
λ+ δλ

]
L
−
[
(λ+ δλ)2

]
L−1

Γ(4,1)
κ + · · ·+

[
(λ+ δλ)L+1

]
L=0

(−)LΓ(4,L)
κ (11

[_]L refers now the loop expansion in powers of λ, obey the same flow equations as those in Sect. 5

solution just obtained satisfies now the initial conditions in Eqs. (95)-(97). It corresponds to t

ng expression for the LW functional

Φ[G] = (λ+ δλ̃) Φ(2)[G] +
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l Φ(l)[G] , (11

the counterterms δλ̃ and δλL are explicitly indicated. These are determined from the renormalizati

ons imposed respectively on Γ
(4)
ΦL

, as given by the BS equation, and Γ
(4)
L , as given by

Γ
(4)
L =

∑

0≤l≤L

[
(λ+ δλ)l+1

]
L−l (−)l Γ(4,l) . (11

iagrammatic form of the counterterms

preceding analysis has taught us how the counterterms δλL, δλ̃, δm2 and δZ should be implement

diagrammatic formulation of Φ-derivable approximations. In this subsection we turn to their expli

ination.

Counterterm δλL and renormalization of the Γ
(4)
L ’s

renormalized expression (114) is similar to that obtained in perturbation theory, the only differen

hat the self-consistent propagator G is involved in the calculation of the integrals Γ(4,l) instead of t

ative one, G0. So the renormalization works along the same lines as in perturbation theory, whi

ll follow to determine the first contributions to δλ.

ng the expansion (109) of δλ, one can recast Eq. (114) in the form

Γ
(4)
L =

∑

0≤l≤L
λl+1(−)l Γ̃(4,l), (11
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3)
Γ̃(4,0) = 1 , (11

Γ̃(4,1) = Γ(4,1) − δλ(1) , (11

Γ̃(4,2) = Γ(4,2) + δλ(2) − 2δλ(1)Γ(4,1) , (11

. . .

orders feature the same triangular structure. For a given Γ̃(4,l), δλ(l) appears as a tree-level co

on whereas the δλ(l′<l) multiply lower instances of Γ̃(4,l). The role of these δλ(l′<l) is to elimina

ergences within Γ̃(4,l), whereas the remaining overall divergence is absorbed into δλ(l). The fin

f the δλ(l) are fixed by the renormalizations conditions. Here we choose Γ̃
(4)
L (pi = 0) = λ for any

s one would do in the perturbative loop expansion), which corresponds to Γ̃(4,l>0)(pi) = 0.

the first non-trivial orders, we have

Γ(4,1)(k, q, p) =
1

2
J(p+ q) + (k, q, p)cyclic , (11

Γ(4,2)(k, q, p) =
1

4
J(p+ q)2 +

1

2

∫

r

[
J(p+ r) + J(k − r)

]
G(r)G(r + p+ q) + (k, q, p)cyclic , (12

the one-loop integral Jκ(p) is defined in Eq. (52). Since Γ(4,1) is made of one-loop contributions, the

an overall divergence in Eq. (117) which is absorbed in δλ(1). The chosen renormalization conditi

δλ(1) = Γ(4,1)(pi = 0) , (12

4,1)(pi = 0) = (3/2)Jκ=0(0). In Eq. (118), the term proportional to δλ(1) eliminates the subdivergen

in Γ(4,2). To see that, we set J̄(p) = J(p)− J(0), and get

Γ(4,2)(k, q, p) =
1

4

[
J̄(p+ q)2 + 6J̄(p+ q)J(0) + 5J(0)2

]
+ (k, q, p)cyclic

+
1

2

∫

r

[
J̄(p+ r) + J̄(k − r)

]
G(r)G(r + p+ q) + (k, q, p)cyclic , (12

the subdivergence is located in the second term of the first line. By using the expression of Γ(4

(119), and the just determined δλ(1), we see that the last term in the right-hand side of Eq. (12

this subdivergence. We are then left with an overall divergence that can be absorbed in δλ(2). T

alization conditions fixes

δλ(2) = −Γ(4,2)(pi = 0) + 2
(
Γ(4,1)(pi = 0)

)2
. (12
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ocedure can be continued to higher loop orders.

Counterterm δλ̃ and renormalization of Γ
(4)
ΦL

counterterm δλ̃ is determined from the renormalization condition Γ
(4)
ΦL

(pi) = λ which reads

λ = IL−2(0, 0)− 1

2

∫

r

Γ
(4)
ΦL

(0, r)G2(r)IL−2(r, 0) . (12

uation should be seen as an equation for δλ̃ that appears as a tree-level contribution to IL−2.

δλ̃, we use Eq. (113) and write

IL=2 = λ+ δλ̃+ ĨL−2 , (12

ĨL−2(q, p) ≡
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

δ2Φ(l)[G]

δG(q)δG(p)
. (12

now solve for δλ̃ in Eq. (124) and find

δλ̃ = −
ĨL−2(0, 0)− 1

2

∫
r

Γ
(4)
ΦL

(0, r)G2(r)(λ+ ĨL−2(r, 0))

1− 1
2

∫
r

Γ
(4)
ΦL

(0, r)G2(r)
. (12

he general discussion in Sect. 6.2 we know that the counterterms δλ and δλ̃ that we have ju

ined allow us to renormalize Γ
(4)
ΦL

. Note that this result was obtained without referring explicit

rams. It is however interesting to see how the renormalization of Γ
(4)
ΦL

works by inspecting t

ation of the relevant diagrams.

arly, Γ
(4)
ΦL

can be viewed as an infinite sum of ladder diagrams with rungs given by IL−2. The

s are obtained by iterating the BS equation. It is then convenient to classify the four-point dive

in Γ
(4)
ΦL

into two groups: the four-point subdivergences of a given rung IL−2, and the rest. Due to t

rticle irreducibility of the rungs, it is easily checked that these other divergences involve an integ

r of rungs, including the case of a single rung. Let us now discuss these two classes of divergenc

ely.

have seen that the subdivergences of IL−2 are nothing but the divergences of Γ
(4)
L′ (for 0 ≤ L′ ≤ L−3

illustrate this in the case of I2 which reads

I2(q, p) = λ+ δλ̃− (λ2 + 2λ3 δλ(1)) I(1)(q, p) + λ3 I(2)(q, p) , (12
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I(1)(q, p) =
1

2
[J(p+ q) + J(p− q)] , (12

I(2)(q, p) =
1

4

[
J2(p+ q) + J2(p− q)

]
+

∫

r

J(p+ r)G(r) [G(r + p+ q) +G(r + p− q)] . (13

ms that contribute to I(2)(q, p) are displayed in Fig. 12. We observe that I(1)(q, p) and I(2)(q,

exactly the same topologies as Γ(4,1) and Γ(4,2), the only difference being that a particular confi

of the external momenta has been chosen, and that only two out of the three channels are prese

(q, p) and I(2)(q, p). Since the analysis of the subdivergences of Γ(4,2) was made separately for ea

l, it is clear that a similar analysis applies for I(2)(q, p). Thus, one verifies that the counterter

which renormalizes Γ(4,1), see Eq. (121)), when multiplied by I(1) in Eq. (128), absorbs precisely t

ergence of I2, as expected. The same occurs at higher orders.

2: The two left diagrams are the two-loop 2PI diagrams that contribute to the kernel I(q, p) . The grey blob of t
st diagram is the counterterm δλ(1) that renormalizes Γ

(4)
L=1.

now turn to the remaining divergences in Γ
(4)
ΦL

, namely those associated to sets of consecutive rung

divergences have the special property of being simultaneously subdivergences and overall divergenc

. This can be seen already from the flow equations. According to Eq. (67), the subdivergences of Γ
(
Φ

divergences of ∂κIL−2 (and hence the subdivergences of IL−2) and the divergences of Γ
(4)
ΦL

itse

ng overall divergences. Thus, once the subdivergences of IL−2 have been eliminated, the divergenc

main in Γ
(4)
ΦL

play both the role of subdivergences and overall divergences. To see how this emerg

matically, take for instance a subdivergence coming from a set of r′ consecutive rungs in a ladd

f r > r′ rungs. It is clear that this ladder of r′ rungs also contributes to Γ
(4)
ΦL

as a whole diagram.

utes therefore to an overall divergence.

show that these divergences can be absorbed in the tree-level contribution λ+ δλ̃ to Γ
(4)
ΦL

, we resca

tarily the rungs IL−2 by a parameter η (that we shall eventually set to 1) whose role is to count t

r of rungs. We then define the bare rung expansion of Γ
(4)
ΦL

up tor R rungs as

[
Γ

(4)
ΦL

]
[R]

=
∑

1≤r≤R
ηr Γ

(4,r)
ΦL

, (13
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Γ
(4,r)
ΦL

is the contribution of exactly r rungs, viz. (−1/2)r−1IL−2(G2IL−2)r−1. We next define t

alized rung expansion up to R rungs as follows. We split the one-rung contribution as in Eq. (125

ite formally the counterterm δλ̃ as an infinite series in η:

δλ̃ =
∑

r≥1

ηr−1 δλ̃(r) . (13

normalized rung expansion is obtained by expanding Γ
(4)
ΦL

in powers of η, taking into account tho

t come from the expansion of the counterterm δλ̃, that is

[
Γ

(4)
ΦL

]
[R]

=
∑

1≤r≤R
ηr Γ̃

(4,r)
ΦL

, (13

Γ̃
(4,1)
ΦL

= λ+ δλ̃(1) − 1

2
ĨL−2 , (13

Γ̃
(4,2)
ΦL

= δλ̃(2) +
1

2
(λ+ δλ̃(1))G2ĨL−2 +

1

4
ĨL−2G

2ĨL−2 (13

. . .

unterterm contribution δλ̃(1) renormalizes the first rung (which has only an overall divergence sin

divergences have been removed by the renormalization of the Γ
(4)
L ’s). This same counterterm allo

ove a subdivergence in the two-rung contribution, as it is clear from (135). There only remains

divergence that can be absorbed in δλ̃(2). The same logic extends in higher rung contributions.

counterterms δλ and δλ̃ have different structures and renormalize their respective four-point fun

different ways. Thus, as all the ladders are resummed in Γ
(4)
ΦL

, the same counterterm (132) en

rmalizing the subdivergences and the overall divergences of the rung expansion, as we have just d

In contrast, in the case of a given Γ
(4)
L , different expansions of the same counterterm δλ renormaliz

rall divergences and the subdivergences. We should note however that all these countertems are n

tely independent since, as discussed at the end of Sect. 2.2, at a given loop order the diagrams th

ute to Γ
(4)
L can be separated into contributions to I and diagrams resulting from the iteration of t

ation (see e.g. Fig. 13). Thus, when restricted at a given loop order, the counterterm δλ̃L obvious

es with δλL, the difference between the two quantities being of order λL+2.

urning now to the general form of the BS equation, Eq. (28), we use the equation for the counterter
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Figure 13: The contributions to Γ(4,2) that involve iterations of I1 in the BS equation up to order λ3.

he form of Eq. (124) and subtract it from the BS equation. One obtains

p)− λ = ĨL−2(q, p)− ĨL−2(0, 0)− 1

2

∫

r

Γ
(4)
ΦL

(q, r)G2(r)IL−2(r, p) +
1

2

∫

r

Γ
(4)
ΦL

(0, r)G2(r)IL−2(r,

= ĨL−2(q, p)− ĨL−2(0, 0)− 1

2

∫

r

Γ
(4)
ΦL

(q, r)G2(r)[ĨL−2(r, p)− ĨL−2(r, 0)]

+
1

2

∫

r

Γ
(4)
ΦL

(0, r)G2(r)[ĨL−2(r, 0)− ĨL−2(r, q)] . (13

g from the first to the second line, we have added and subtracted the same quantity but written

uivalent ways (that follows from the ladder structure of the diagrams resummed by the BS equatio

as the symmetry under the exchanges of the arguments):

1

2

∫

r

Γ
(4)
ΦL

(q, r)G2(r)IL−2(r, 0) =
1

2

∫

r

IL−2(q, r)G2(r)Γ
(4)
ΦL

(r, 0). (13

nefit of the second equality in Eq. (136) is that it provides an explicitly finite equation for Γ
(4)
ΦL

(q, p

ĨL−2(r, q) has no subdivergences thanks to the renormalization of the Γ
(4)
L ’s, and the remaini

divergence cancels in the difference ĨL−2(r, q) − ĨL−2(r, 0). Moreover, as we argue in Appendix

the two-particule irreductibility of ĨL−2(r, q), the leading asymptotic behavior at large r does n

on q. It therefore cancels in the difference ĨL−2(r, q) − ĨL−2(r, 0), ensuring the convergence of t

ls in the second equality of Eq. (136).

Counterterms δZ and δm2 and renormalization of G

come now to the final steps involved in the renormalization of the gap equation. From Eq. (113

rives the gap equation in the form

G−1(p) = Zp2 +m2 + δm2 + (λ+ δλ̃)
δΦ(2)

δG(p)
+
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

δΦ(l)[G]

δG(p)
. (13
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ng the renormalization conditions, we find

δm2 = −(λ+ δλ̃)
δΦ(2)

δG(0)
−
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

δΦ(l)[G]

δG(0)
, (13

δZ = −
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

d

dp2

δΦ(l)[G]

δG(p)

∣∣∣∣
p=0

, (14

we have used that δΦ(2)/δG(p) does not depend on p. Again, we know from the general consider

f Sect. 6.2 that, together with the previously determined δλ and δλ̃, the counterterms δZ and δm

alize the gap equation. We can use their expressions above to rewrite the gap equation as

−1(p) = p2 +m2 +
L∑

l=3

[
(λ+ δλ)l−1

]
L−l (−)l

[
δΦ(l)[G]

δG(p)
− δΦ(l)[G]

δG(0)
− p2 d

dp2

δΦ(l)[G]

δG(p)

∣∣∣∣
p=0

]
. (14

uation still depends on the counterterm δλ needed to absorb the divergences associated to the Γ
(4
L

q. (114)). Note, however, that the value of δλ̃ is not used at all. This is because the term

it would appear in the gap equation is momentum independent, and it is cancelled by an identic

ution to δm2 that has the opposite sign. This is why, for instance, the renormalization of t

uation in the vacuum can be done independently from that of the BS equation [55, 56]. At fin

ature, this would remain true in a thermal scheme where renormalization conditions are imposed

emperature. However, in this case the renormalized mass becomes temperature dependent and t

s of this temperature dependence relates to the BS equation and its renormalization [57]. The BS

andatory when one does not use a thermal scheme (see the discussion in Appendix A).

ilar considerations can be used to renormalize the free-energy density, to within an additive glob

rterm.

enormalization recipe

us summarize the above findings by providing a synthetic renormalization procedure for Φ-derivab

imations. Consider the L-loop Φ-derivable approximation. In a first step, one replaces the ba

truncation by

Γ[G] =
1

2

∫

p

logG−1(p) +
1

2

∫

p

(Zp2 +m2 + δm2)G(p)

+ (λ+ δλ̃)Φ(2) +
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l Φ(l)[G] . (14

48



Second

3)

4)

5)

6)

where of

the fou

7)

These ),

but als

The a-

tions, t

7. Ge

We he

renorm se

the dia n,

but kee is

section

As w

diverge be

achieve ial

conditi y

imposi a

formal

In f ed

by Eq. ed
, the counterterms δZ, δm2, δλ̃ and δλ are given by

δZ = −
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

d

dp2

δΦ(l)[G]

δG(p)

∣∣∣∣
p=0

, (14

δm2 = −(λ+ δλ̃)
δΦ(2)

δG(0)
−
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

δΦ(l)[G]

δG(0)
, (14

δλ̃ = −
ĨL−2(0, 0)− 1

2

∫
r

Γ
(4)
ΦL

(0, r)G2(r)(λ+ ĨL−2(r, 0))

1− 1
2

∫
r

Γ
(4)
ΦL

(0, r)G2(r)
. (14

δλ = λ2Γ(4,2)(pi = 0) + λ3
[
− Γ(4,2)(pi = 0) + 2

(
Γ(4,1)(pi = 0)

)2]
+ . . . (14

the higher terms in δλ can be determined systematically by renormalizing the skeleton expansion

r-point function, as explained above, and where

ĨL−2(q, p) ≡
∑

3≤l≤L

[
(λ+ δλ)l−1

]
L−l (−)l

δ2Φ(l)[G]

δG(q)δG(p)
. (14

counterterms renormalize not only the gap and Bethe-Salpeter equations that one derives from (142

o the free-energy density up to an overall shift.

equations (142)-(147) provide a concise summary of the renormalization of Φ-derivable approxim

o all orders, in their diagrammatic formulation.

neral remarks and practical implementations

have seen in the previous section that the flow equations (77)-(79) allow us to understand t

alization of Φ-derivable approximations in their original diagrammatic formulation. This is becau

grammatic formulation can be based on the same flow equations that were used in the previous sectio

ping the ultraviolet cutoff and choosing the initial scale Λ =∞, as indicated at the beginning of th

, see Eq. (85).

described above, this exact rewriting of the diagrammatic formulation provides a clear map of ho

nces are distributed among the relevant n-point functions and shows that their cancellations can

d by removing solely overall divergences. This is done by adjusting the counterterms in the init

ons in Eqs. (98-100) such that the renormalization and consistency conditions are met at κ = 0. B

ng these conditions on the relevant n-point functions written in terms of the diagrams (and not as

solution to the flow equations), we can obtain the explicit expressions for the counterterms.

act, for a given set of renormalization and consistency conditions, the renormalized solution defin

(80) and the renormalized solution defined by Eq. (85), with the appropriate modifications referr
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The pr ld
e, are one and the same renormalized solution. To make this clearer, let us rewrite Eq. (85) here:

Γ(n)
κ (pi) = Γ

(n)
Λ (pi) +

∫ κ

Λ

dκ′ F (n)
κ′ (pi)

∣∣∣
Λuv

. (14

y read this equation backwards, that is as an equation specifying the n-point functions at scale Λ

of their values at scale κ = 0, i.e., in terms of their renormalized values. What was done in Sect.

choose an initial scale large compared to the physical momenta, Λ � Λphys, but small compared

raviolet cutoff. In fact, as long as Λ is kept finite, the ultraviolet cutoff is not needed, and can ju

ped. One gets then

Γ
(n)
Λ (pi) = Γ

(n)
κ=0(pi) +

∫ Λ

0

dκ′F (n)
κ′ (pi). (14

w equation ensures that Γ
(n)
κ=0(pi), the renormalized n-point functions at scale κ = 0, remain consta

hange Λ: the change of Γ
(n)
κ=0(pi) is compensated by the change of the integration boundary. Wh

ne in the previous section was to rewrite the same solution with a different treatment of the init

ons. Because we let Λ→∞, we need to keep Λuv finite to avoid divergences. One gets then

Γ
(n)
Λ→∞(pi) = Γ

(n)
κ=0(pi) +

∫ ∞

0

dκ′ F (n)
κ′ (pi)

∣∣∣
Λuv

. (15

ences appear as one lets Λuv → ∞. What we have seen in the previous section is that these dive

can be handled by counterterms in the initial values Γ
(n)
Λ→∞(pi). These counterterms eliminate glob

nces, subdivergences being effectively taken care of by the coupled flow equations. The initial co

Γ
(n)
Λ→∞(pi) depend on Λuv in a similar way as Γ

(n)
Λ (pi) depend on Λ, this being dominated by pow

g. In a way, we could view the flow approach based on Eq. (149) as a (powerful) regularisation, whi

the needs to determine the counterterms of the more conventional regularizations of diagramma

ches, such as summarized in Eq. (150). Because we are dealing with the same solution, it is cle

e functions that need to be initialized in this “flow regularization” are nothing but those functio

ed to be renormalized in the cutoff regularization.

r analysis has been based on a specific treatment of the flow of the irreducible kernel which, we believ

which best reveals the general structure of the approximations that we are considering. Howev

tical applications, some hybrid alternative could be advantageous. For instance, since we have

form for the renormalized Γ
(4)
L,κ’s, Eq. (114), we can use it directly in Eq. (60) with the expansi

r [_]L replaced by {_}L or reinterpreted as referring to the loop expansion in powers of λ. One

ft with the flow equations for the two-point function Γ
(2)
L−1,κ and for the four-point function Γ

(4)
ΦL

actical advantage of such an hybrid scheme is that computing directly the renormalized Γ
(4)
L,κ’s cou
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e economical than solving the tower of their flow equations. Yet another possibility is to coup

equation for Γ
(2)
L−1,κ to the renormalized BS equation for Γ

(4)
ΦL,κ

, obtained from a straightforwa

on of Eq. (136) in the presence of Rκ.

proving on Φ-derivable approximations using their fRG reformulation

he previous sections, we have shown that the reformulation of Φ-derivable approximations in terms

uations provides much insight into their renormalization. The resulting flow equations form a finite s

tions, realizing a specific truncation of the fRG equations, and we have indicated several strateg

n be implemented to solve these equations in practice. In this section, we exploit the flexibili

reformulation and show how it can be used to construct approximations that extend Φ-derivab

imations beyond their standard diagrammatic derivation. As an example, we derive approximatio

e crossing-symmetric. We also provide possible generalizations of the present truncation of the fR

ns.

rossing symmetric approximations

us first recall that the standard 1PI flow equations are explicitly crossing symmetric, and rema

in the presence of approximations. This is perhaps not completely obvious at the level of Eq. (4

e this equation is restricted to a particular momentum configuration. However, one may derive

eneral version of the flow equation, valid for an arbitrary configuration of external momenta, viz.

∂κΓ(4)
κ (p1, p2, p3, p4) = −1

2

∫

r

∂κRκ(r)G2
κ(r) Γ(6)

κ (r,−r, p1, p2, p3, p4)

+

∫

r

Γ(4)
κ (p1, p2, r,−p1 − p2 − r)Gκ(r + p1 + p2)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p2 − r, p3, p4)

+

∫

r

Γ(4)
κ (p1, p3, r,−p1 − p3 − r)Gκ(r + p1 + p3)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p3 − r, p2, p4)

+

∫

r

Γ(4)
κ (p1, p4, r,−p1 − p4 − r)Gκ(r + p1 + p4)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p4 − r, p3, p2).

(15

on (151) is now explicitly crossing symmetric, ensuring in a trivial way that the crossing symmet

-point functions is preserved along the flow. As we have already mentioned, the same property do

ld for the flow formulation of the 2PI equations that is discussed in the main text (see the discussi

end of Sect. 3.1). However, we shall see that the flow formulation allows for a simple extension of th

n that preserves crossing symmetry through approximations.

he present discussion, we do not immediately restrict ourselves to translational invariant system a

the propagator to be a function of two momentum variables, G(p1, p2). By taking two derivativ
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Luttinger-Ward functional with respect to G(p, q), one obtains the kernel32

I(p1, p2; p3, p4) = 4
δ2Φ[G]

δG(p1, p2)δG(p3, p4)
. (15

n be used to obtain the complete four-point function from the Bethe-Salpeter equation

1, p2; p3, p4) = I(p1, p2; p3, p4)− 1

2

∫

q,k,r,s

Γ(4)(p1, p2; q, r)G(−q,−k)G(−r,−s)I(−k,−s; p3, p4)

= I(p1, p2; p3, p4)− 1

2

∫

q,k,r,s

I(p1, p2; q, r)G(−q,−k)G(−r,−s)Γ(4)(−k,−s; p3, p4)

(15

is understood that G, I and Γ(4) are full Fourier transforms (see the discussion around Eq. (7

full and reduced Fourier transforms are introduced). Restricting now the propagators to be those o

tion invariant system, G(p, q) = δ(d)(p+ q)G(p), and extracting similar δ-functions from I and Γ(

ve at the following equation for the reduced Fourier transforms (we keep the same notation for t

d and full Fourier transforms, as done throughout the paper)

)(p1, p2; p3, p4) = I(p1, p2; p3, p4)

− 1

2

∫

q

Γ(4)(p1, p2; q,−p1 − p2 − q)G(q)G(p1 + p2 + q)I(−q, p1 + p2 + q; p3, p4)

= I(p1, p2; p3, p4)

− 1

2

∫

q

I(p1, p2; q,−p1 − p2 − q)G(q)G(p1 + p2 + q)Γ(4)(−q, p1 + p2 + q; p3, p4)

(15

it is understood that p4 = −(p1 + p2 + p3) and we have used G(−q) = G(q). In the case whe

= −p2 and p3 = q = −p4, we recover Eq. (28).33

can proceed identically in the presence of a regulator κ. Then, after taking a κ-derivative and slight

absorb two factors of (2π)d in the definition of δ/δG(p, q).
rder to verify that the kernels coincide, we recall that the functional Φ in (27) is not exactly the same as the one
he former is the restriction of the latter to propagators of the form G(p, q) = δ(d)(p+q)G(p) and there is also a volu
that has been factored out. For the sake of clarity, we momentarily denote the reduced functional φ[g] = Φ[G = g

δφ

δG(p)
=

1

V

∫

q,r

δ(δ(d)(q + r)G(q))

δG(p)

δΦ

δG(q, r)

∣∣∣∣
G(q,r)=δ(d)(q+r)G(q)

=
1

V

∫

q,r
δ(d)(q + r)δ(d)(p− q) δΦ

δG(q, r)

∣∣∣∣
G(q,r)=δ(d)(q+r)G(q)

=
1

V

δΦ

δG(p,−p) . (15

ilarly δ2φ/δg(p)δg(q) = (1/V )δ2φ/δG(p,−p)δG(q,−q). If we explicitly factor out the momentum conservation de
φ/δG(p,−p)δG(q,−q) while keeping the same notation for the reduced object, that is δ2φ/δG(p,−p)δG(q,−q)
p+ q − q)δ2φ/δG(p,−p)δG(q,−q) we arrive at δ2φ/δg(p)δg(q) = δ2φ/δG(p,−p)δG(q,−q) and so the kernels ident
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∂κΓ(4)
κ (p1, p2; p3, p4) = ∂κIκ(p1, p2; p3, p4)

− 1

2

∫

q

Γ(4)
κ (p1, p2;−q, q − p1 − p2) ∂κ[Gκ(q)Gκ(p1 + p2 − q)] Γ(4)

κ (q, p1 + p2 − q, p3, p4)

− 1

2

∫

q

∂κIκ(p1, p2,−q, q − p1 − p2)Gκ(q)Gκ(p1 + p2 − q) Γ(4)
κ (q, p1 + p2 − q, p3, p4)

− 1

2

∫

q

Γ(4)
κ (p1, p2,−q, q − p1 − p2)Gκ(q)Gκ(p1 + p2 − q) ∂κIκ(q, p1 + p2 − 1; p3, p4)

+
1

4

∫

q

∫

k

Γ(4)
κ (p1, p2;−q, p1 + p2 − q)Gκ(q)Gκ(p1 + p2 − q) ∂κ

×Iκ(q, p1 + p2 − q; k, p3 + p4 − k)Gκ(k)Gκ(p3 + p4 − k) Γ(4)
κ (−k, k − p3 − p4; p3, p4).

(15

uation is quite different from (49). In particular, even though its solution in the absence of appro

s obeys crossing symmetry, this symmetry is not manifest in the equation itself, and it generally ge

the presence of approximations. It is in this sense that the flow equation (46), which is only a pa

case of Eq. (156), is not compatible with crossing symmetry. This of course relates to the discussi

end of Sect. 2.2 of how the different channels are non-equivalently resummed by the Bethe-Salpet

n.

cope with this issue, we write a symmetrize version of Eq. (156), viz.

∂κΓ(4)
κ (p1, p2, p3, p4) =

1

3

[
∂κIκ(p1, p2; p3, p4)

− 1

6

∫

q

Γ(4)
κ (p1, p2;−q, q − p1 − p2) ∂κ[Gκ(q)Gκ(p1 + p2 − q)] Γ(4)

κ (q, p1 + p2 − q, p3, p4)

− 1

6

∫

q

∂κIκ(p1, p2,−q, q − p1 − p2)Gκ(q)Gκ(p1 + p2 − q) Γ(4)
κ (q, p1 + p2 − q, p3, p4)

− 1

6

∫

q

Γ(4)
κ (p1, p2,−q, q − p1 − p2)Gκ(q)Gκ(p1 + p2 − q) ∂κIκ(q, p1 + p2 − 1; p3, p4)

+
1

12

∫

q

∫

k

Γ(4)
κ (p1, p2;−q, p1 + p2 − q)Gκ(q)Gκ(p1 + p2 − q)

× ∂κIκ(q, p1 + p2 − q; k, p3 + p4 − k)Gκ(k)Gκ(p3 + p4 − k) Γ(4)
κ (−k, k − p3 − p4; p3, p4)

+ (p2 ↔ p3) + (p2 ↔ p4)

]
. (15

uation is, by construction, crossing-symmetric. It is obeyed by the exact four-point function. Wh

to Eq. (42), and upon truncations of the Φ[G] functional, it generates a new expansion scheme f
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can even go a step further. We have illustrated above that subdivergent contributions that appear

of Iκ could always be written in terms of the loop approximations Γ
(4)
κ,L to the four-point functio

approximations are always crossing symmetric. However they differ from the four-point function th

Eq. (42). We can solve this issue by replacing any occurrence of Γ
(4)
κ,L by the function Γ

(4)
κ that solv

7). For instance, at four-loop order in Φ, Eq. (57) would be replaced by

∂κIκ(q, p) = −
∫

r

Γ(4)
κ (r, q, p) ∂κGκ(r)Gκ(r + q + p) Γ(4)

κ (r, q, p) + (q → −q)

+ 2

∫

s

∂κGκ(s)

∫

r

Γ(4)
κ (r, q, p)Gκ(r)Gκ(r + q + p)

×Γ(4)
κ (−r,−s,−p)Gκ(r + s+ p) Γ(4)

κ (r + p+ q, s,−q) + (q → −q) . (15

bining Eqs. (42), (157) and (158), we have now an “improved” four-loop Φ-derivable truncation

not only crossing symmetry is manifest, but also, where only one version of the four-point functi

ong the flow. This is a simplification since it eliminates the need to deal with various versions of t

int function.

course, in doing what we do here, we depart from the strict correspondence with the diagramma

ch. In particular the solution of the above flow equations is likely sensitive to the choice of regulato

re is a trade-of between extending Φ-derivable approximations in a crossing symmetric way, as

e to do here, and the reintroduction of a regulator dependence. We mention, however, that, since t

heme is still based on a skeleton expansion, we expect this regulator dependence to be controlled,

rmally, by the number of loops kept in the expansion.

ther possible truncations of the fRG hierarchy using skeleton expansions

analysis of the present paper has revealed the role of various skeleton expansions, beyond the skelet

ion of the Luttinger-Ward functional at the core of Φ-derivable approximations. These other skelet

ions suggest other possibilities to truncate the fRG hierarchy which we now briefly review.

e possibility is to use directly the two-skeleton expansion of Γ
(4)
L . Thus one may replace the exa

uation (42) by

∂κΣκ(p) = −1

2

∫

q

∂κRκ(q)G2
κ(q) Γ

(4)
L,κ(q, p) , (15

inclusion of channels beyond the standard Φ-derivable approximation has been discussed in Ref. [58] within a particu
ation in the context of magnetic catalysis. The present discussion makes these considerations more systematic.
ourse, as one increases the truncation order of Φ[G] new terms appear in (158) but they can alway be determined in
tic way.
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clearly a systematically improvable approximation. It respects crossing symmetry since all t

ls enter the four-point function Γ
(4)
L,κ(q, p). These Γ

(4)
L,κ(q, p) can be obtained as renormalized diagram

olutions of the flow equations (65).

another truncation consists in using the expansion of the six-point function in terms of four-skeleton

ussed at the end of Appendix B. We write

∂κΣκ(p) = −1

2

∫

q

∂κRκ(q)G2
κ(q) Γ(4)

κ (q, p) (16

∂κΓ(4)
κ (p1, p2, p3, p4) = −1

2

∫

r

∂κRκ(r)G2
κ(r) Γ

(6)
L,κ(r,−r, p1, p2, p3, p4)

+

∫

r

Γ(4)
κ (p1, p2, r,−p1 − p2 − r)Gκ(r + p1 + p2)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p2 − r, p3, p4)

+

∫

r

Γ(4)
κ (p1, p3, r,−p1 − p3 − r)Gκ(r + p1 + p3)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p3 − r, p2, p4)

+

∫

r

Γ(4)
κ (p1, p4, r,−p1 − p4 − r)Gκ(r + p1 + p4)G2

κ(r)∂κRκ(r) Γ(4)
κ (r,−p1 − p4 − r, p3, p2)

(16

(6)
L,κ an explicitly finite expression in terms of Gκ and Γ

(4)
κ . Again, this truncation is systematica

able by adding more terms in the expansion of Γ
(6)
κ in terms of four-skeletons.

nclusions

he present work we have studied a particular truncation of the flow equations for the 1PI effecti

for a scalar ϕ4 theory in four dimensions in the symmetric phase, extending the fRG-2PI approa

d in [39]. This truncation exploits the relation that exists between the four-point function and the tw

nction in the 2PI formalism based on the Luttinger-Ward functional. It provides an exact formulati

PI equations in terms of flow equations. The solution of these flow equations remains independent

ice of the regulator that controls the flows within the so-called Φ-derivable approximations based on

n of a finite set of skeletons contributing to the LW functional. This suggests specific approximati

s in which skeletons are ordered according to their number of loops, and one selects skeletons up

number of loops. Once such an approximation is made, the two-point and four-point functions th

ained are of course only approximate. However the independence of the solution of the flow equatio

choice of the regulator persists.

e important benefit of writing the 2PI equations in terms of flow equations is that the function

ovides much insight on the renormalization, which constitutes a major part of the present pap
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We in

particu
ve shown that the flow equations that govern a given Φ-derivable approximation are finite, th

are independent of any ultraviolet cutoff that may need to be introduced at intermediate stag

rmore, they can be made independent of the parameters of the bare theory. It follows that t

alization can be achieved by following essentially the same route as in the standard 1PI fRG, i

t introducing counterterms: the choice of counterterms is replaced by a suitable choice of init

ons. The flow equations also clarify the mechanisms of elimination of divergences, in particular th

re automatically of the subdivergences, and resolve the subtle issue of hidden subdivergences th

cates the diagrammatic approach to renormalization. All in all, the flow equations provide a comple

tanding of the all-order renormalization of Φ-derivable approximations, and clarify a number of issu

ing higher orders that were left unsettled in previous studies.

formulation of the 2PI equations in terms of flow equations not only provides an efficient tool

tand the formal aspects of the renormalization of Φ-derivable approximations, it also leads to vario

al implementations. It offers furthermore a flexibility that allows us to extend the Φ-derivable appro

s beyond the strict diagrammatic domain where they are usually defined. We have provided examp

extensions, as well as suggestions for new possible truncations of the fRG equations. Finally,

at the strategy that has been developed in this paper could also be tried with other non-perturbati

ches defined in terms of diagrams, such as higher (nPI) effective actions or Dyson-Schwinger equation
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dix A. Illustrative example: the 2-loop approximation

his appendix, we illustrate some of the formal developments of the main text with the simplest n

example, that of the two-loop Φ-skeleton (left diagram in Fig. 2). The self-energy is momentu

ndent and so is the four-point function Γ(4)(p, q) = Γ(4)(0, 0), with I(p, q) = λb. To alleviate t

n, we set λ = Γ(4)(0, 0), and call m2 the solution of the gap equation, to be identified with t

l (or renormalized) mass.

ix A.1. General considerations

start by considering the gap equation, the BS equation, and their solutions. This will allow us

lar to recall well known features of the ϕ4 field theory in four dimensions.
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the two-loop approximation, the gap equation and the BS equation take simple forms. The g

n reads

m2 = m2
b + Σ(m) = m2

b +
λb

2
I(m), I(m) ≡

∫

q<Λuv

1

q2 +m2
, (A.

e BS equation (28) can be written as

1

λ
=

1

λb
+

1

2
J(m), J(m) ≡

∫

q<Λuv

1

(q2 +m2)2
. (A.

two equations provide the values of the physical mass m, and the four-point function λ, as a functi

mb and the ultraviolet cutoff Λuv. At weak coupling, and for Λuv � m, we have approximately

m2 −m2
b ≈ λbΛ2

uv/(32π2),
1

λ
≈ 1

λb
+

1

16π2

(
−1 + ln

Λ2
uv

m2

)
. (A.

st relation shows that, at fixed λb, λ is a decreasing function of Λuv (eventually going to zero as Λ

infinity). Alternatively, Eqs. (A.3) specify how the parameters of the Lagrangian, λb and mb, ne

ge when one varies Λuv, so as to maintain λ and m at their physical values. Consider for instan

ivative of λb with respect to Λuv, at fixed λ. One gets36

Λuv
∂

∂Λuv

(
1

λb

)
≈ − 1

32π2
. (A.

gative sign is indicative of the presence of a so-called “Landau pole”: λb blows up for a finite val

uv. To see that, we integrate Eq. (A.4) and get, with Λ0 some reference scale,

λb(Λuv) =
λb(Λ0)

1− λb(Λ0)
32π2 log Λuv

Λ0

. (A.

ows that λb(Λuv) blows up when Λuv = ΛL, with

ΛL = Λ0 exp

(
32π2

λb(Λ0)

)
. (A.

l known, the presence of this Landau pole renders delicate the discussions concerning the renorm

, and in particular the limit of infinite cutoff Λuv → ∞. We always assume in this paper that

a regime of sufficiently weak coupling (that is λb(Λ0) � 1), so that we can allow Λuv to becom

hile staying far below ΛL, i.e., Λ0 � Λuv � ΛL.

e that the BS equation captures only 1/3 of the one-loop beta-function, as only a single channel out of three is be
to account.
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ix A.2. Flow equations

sider now the analogs of Eqs. (A.1) and (A.2) obtained when a regulator is added to all the prop

as in Eq. (37). These read respectively

m2
κ = m2

b +
λb

2

∫

q<Λuv

Gκ(q), Gκ(q) =
1

q2 +m2
κ +Rκ(q)

, (A.

1

λκ
=

1

λb
+

1

2

∫

q<Λuv

G2
κ(q), (A.

we have set λκ = Γ
(4)
κ (0, 0). The presence of the regulator does not alter significantly the gener

re of the equations. In particular, for κ = 0 one recovers trivially the solution written above.

may however proceed as in Sect. 2.3 and obtain mκ and λκ as solutions of flow equations. The flo

n for mκ is obtained simply by taking the derivative of Eq. (A.7). One gets

∂κm
2
κ = −λb

2

∫

q<Λuv

G2
κ(q)

(
∂κm

2
κ + ∂κRκ

)
, (A.

g Eq. (A.8),

∂κm
2
κ = −1

2
λκ

∫

q<Λuv

(∂κRκ)G2
κ(q) . (A.1

indeed the expected flow equation for the two-point function (see Eq. (42)). Note that the flow

ss and that of the coupling constant are naturally coupled. The flow equation for λκ, can be obtain

ly by differentiating Eq. (A.8) with respect to κ. It reads

∂κ

(
1

λκ

)
=

1

2
∂κ

∫

q<Λuv

G2
κ(q), ∂κλκ = −λ

2
κ

2
∂κ

∫

q<Λuv

G2
κ(q). (A.1

iting on the right corresponds indeed to Eq. (46), where only the first line contributes since ∂κIκ =

present case.

emains to determine the initial conditions for these flow equations (see the discussion in Sect. 4.3

nt to choose these at a large value κ = Λ, in such a way as to recover the standard 2PI results at κ =

sily done since we know the explicit solution, given in Eqs. (A.7) and (A.8) above: it is sufficie

yze the behavior of this solution as κ = Λ becomes large. If we use a sharp infrared regulator, t

is immediate: when Λ = Λuv, ΣΛ = 0 so that mΛ = mb, and λΛ = λb. For a smooth regulator, e
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6)
(κ2 − q2)θ(κ− q), and Λ > Λuv, one gets instead

1

λΛ
=

1

λb
+

1

64π2

Λ4
uv

(Λ2 +M2
Λ)2

, ΣΛ =
λb

64π2

Λ4
uv

Λ2 +M2
Λ

, (A.1

m2
Λ = m2 +ΣΛ. The dependence on Λ reflects the fact that, with a smooth regulator, the fluctuatio

ng momenta below the ultraviolet cutoff Λuv) are only gradually suppressed as Λ grows; they a

suppressed only as Λ → ∞: when Λ/Λuv → ∞, λΛ → λb and ΣΛ/Λ
2
uv → 0, the deviations fro

imits being powers of Λuv/Λ.

ix A.3. Renormalization and hidden sub-divergences

now examine the renormalization with counterterms, as outlined in Sect. 6. In the 2-loop appro

, there is no field renormalization (Z = 1) and therefore we have simply

λb = λ+ δλ, m2
b = m2 + δm2. (A.1

h the self-energy given in Eq. (A.1), the gap equation reads

m2 = m2
b +

λb

2
I(m) = m2 + δm2 +

λb

2
I(m), (A.1

we have used Eq. (91) to identify the renormalized mass m with the solution of the gap equation. T

p self-energy is divergent when Λuv →∞. This divergence may be absorbed in the mass counterter

δm2 = −λb

2
I(m). (A.1

er, by doing this simple subtraction, one ignores the fact that there are subdivergences hidden

and failing to eliminate those properly may lead to difficulties. This is the case in particular

emperature calculations. Such subdivergences appear explicitly when one performs a perturbati

s, i.e., expand the self-consistent propagator in powers of the coupling, and they are related to t

alization of the coupling constant (see Fig. A.14 for an explicit example at two-loop perturbati

show now that such subdivergences are eliminated when one simultaneously renormalize the se

and the BS equation. For better illustration, we consider a calculation at finite temperature a

he relevant integrals as follows

I(M) = I0(M) + IT (M),

J(M) = J0(M) + JT (M) (A.1
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r is evaluated with a self-consistent propagator. Such a subdivergence is eliminated by a renormalization of the coupl
.

I0(M) and IT (M) denote respectively the zero temperature and the finite temperature contributio

), and similarly for J0 and JT (J = −∂I/∂M2). At one-loop order this separation is not ambiguou

ote by M the solution of the finite temperature gap equation, the renormalized mass m being giv

solution of this equation at zero temperature. Similarly, we call Γ(4)(M) the solution of the B

n, with the renormalized coupling given by λ = Γ(4)(m) at T = 0. We have

M2 = m2 + δm2 +
1

2
(λ+ δλ)I(M),

1

Γ(4)(M)
=

1

λ+ δλ
+

1

2
J(M). (A.1

point, one may impose the renormalization conditions (at T = 0) and determine the counterterm

,

δλ =
λ

2
J0(m)

λ

1− λ
2J0(m)

, δm2 = −λ+ δλ

2
I0(m). (A.1

his expression for the mass counterterm, we rewrite the gap equation as follows

M2 −m2 =
1

2
(λ+ δλ) [I(M)− I0(m)] . (A.1

e have

I(M) = I0(m) +
(
M2 −m2

) ∂I0
∂M2

∣∣∣∣
M=m

+ C(M,m)

= I0(m)−
(
M2 −m2

)
J0(m) + C(M,m) (A.2

C(M,m) is a finite quantity, with C(M,M) = IT (M). Note how the quadratic divergence dro

difference I(M) − I0(m), leaving a logarithmic divergence that cancels against that of J0(m) (t

nt intermediate loop in Fig. A.14). By using the explicit expression of δλ in terms of J0(m) giv
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Eq. (A.18), one finally obtains the following simple form of the gap equation

M2 −m2 =
λ

2
C(M,m). (A.2

temperature, M = m is obviously solution (since then C(m,m) = 0). At finite temperature t

n remains finite. Observe that the elimination of the subdivergences has been crucial to obtain th

result. This was achieved by considering the “internal structure” of the self-consistent propagators

o exhibit the hidden subdivergences. As we shall see in the next section, handling subdivergences

uch easier with the flow equations.

ore moving to the next section, we mention that one could also impose the renormalization conditio

at finite temperature. In this case

δm2 = −λ+ δλ

2
I(m) (A.2

e gap equation becomesM2 = m2 which is the simple statement that the renormalized mass is chos

cide with the solution of the gap equation. Here, it may seem that the four-point function pla

in the gap equation. This is however an illusion since, in this scheme, the renormalized mass

ature dependent, and, when inquiring how it depends on the temperature the four-point functi

ges. Indeed, since the bare mass m2
b = m2 + δm2 is temperature independent, on has

0 =
dm2

b

dT
=

dm2

dT
− λ+ δλ

2

dI

dT
, (A.2

we used that λb = λ+ δλ is also temperature independent. Now the temperature dependence of I

explicit, through IT , or implicit through m2. Then, one finds

0 =
dm2

dT
− λ+ δλ

2

[
−J(m2)

dm2

dT
+
∂I

∂T

]
, (A.2

we used that ∂I/∂m2 = −J(m2). Solving for dm2/dT , one find eventually

dm2

dT
=

Γ(4)(m)

2

∂I

∂T
, (A.2

involves the four-point function, as announced.
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ix A.4. Renormalization with flow equations

rder to illustrate the developments in Sects. 5 and 6 we write the flow equations for m2
κ and λκ

(here, for simplicity, we switch back to the zero temperature case)

∂κm
2
κ = F (2)

κ (m2
κ, λκ), ∂κλκ = F (4)

κ (m2
κ, λκ), (A.2

all the important properties that the flows F (n)
κ are finite. It is convenient however, for integrati

uations, to keep an ultraviolet cutoff. We shall then be able to illustrate the strategies follow

ively in Sects. 6 and 5.

he first case, that of Sect. 6, one writes the solution of the flow equations formally as

m2
κ = m2

b +

∫ κ

∞
dκ′ F (2)

κ′ (m2
κ′ , λκ′)

∣∣∣
Λuv

, λκ = λb +

∫ κ

∞
dκ′ F (4)

κ′ (m2
κ′ , λκ′)

∣∣∣
Λuv

, (A.2

we have made explicit the dependence of the flows on the ultraviolet cutoff. The initial condition

the scale Λ � Λuv, actually Λ → ∞, and we used m2
Λ→∞ = m2

b and λΛ→∞ = λb. By replacing t

rameters by their expressions (A.13) in terms of renormalized ones and counterterms, one recove

mal expressions (101) and (103) of the counterterms (note that δλ here is the same as what is call

ect. 6):

δm2 = −
∫ 0

∞
dκ′ F (2)

κ′ (m2
κ′ , λκ′)

∣∣∣
Λuv

, δλ = −
∫ 0

∞
dκ′ F (4)

κ′ (m2
κ′ , λκ′)

∣∣∣
Λuv

. (A.2

t expressions are easily obtained by integrating the flow equation Eq. (A.11) for λκ between the sca

the scale κ. One gets

1

λκ
− 1

λΛ
=

∫ κ

Λ

dκ′
∫

q<Λuv

Gκ′(q)∂κ′Gκ′(q), (A.2

ing Λ→∞, and setting λκ=0 = λ,

1

λ
− 1

λb
=

∫ 0

∞
dκ′
∫

q<Λuv

Gκ′(q)∂κ′Gκ′(q) =
1

2

∫

q<Λuv

G2(q), (A.3

we have used GΛ→∞ = 0. The expression of the counterterms, already given in Eq. (A.18), follo

acing λb by λ+ δλ. One may proceed similarly for the mass. By using directly the solution given

.7), one gets

m2
κ −m2

Λ

λb
=

1

2

∫

q<Λuv

[Gκ(q)−GΛ(q)] . (A.3
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of all p
Λ → ∞, using m2
Λ→∞ = m2

b = m2 + δm2, and setting m2
κ=0 = m2, one immediately recovers t

ion (A.18) of the mass counterterm. In fact, it is interesting to rewrite this equation (A.31) in term

renormalized parameters

m2
κ

λ
=
m2

λ
+

1

2

∫

q<Λuv

[
Gκ(q)−G(q) + (m2

κ −m2)G2(q)
]
. (A.3

cognizes in this integral the pattern of the elimination of divergences already discussed at the e

. Appendix A.3, with the last term proportional to G2 cancelling the logarithmic divergence in t

ce Gκ−G, and leaving a potential quadratic divergence that disappears in the difference. This simp

le illustrates the efficiency of the flow equation in dealing with (hidden) subdivergences.

now return to the flow equations (A.26), and integrate them from 0 to Λ, and Λ is now kept fini

the result is written in Eq. (A.29), which we can rewrite as follows

1

λκ
− 1

λΛ
=

1

2

∫

q<Λuv

[
G2
κ(q)−G2

Λ(q)
]
. (A.3

tegral is now finite, which results from the fact that the integration over the scale parameter κ

to the finite interval [0,Λ]. The limit Λuv → ∞ can then be trivially taken. One sees that λΛ

antity that is related by the flow to the renormalized coupling λ = λκ=0. In other word this is t

initial condition on the flow, when this is initialized at Λ < Λuv. Note how λκ remains independe

s one varies Λ, one changes the amount of fluctuations that are integrated out (in the integral

ht-hand side), and that change is exactly compensated by a change in the value of λΛ. If Λ is lar

, the flow of λΛ is simple, Λ∂ΛλΛ ' −1/(32π2). This specifies how λΛ has to change as one modifi

tial scale Λ so as to leave invariant the flow of λκ for κ < Λ, and in particular the renormaliz

g λ = λκ=0. Similar considerations apply of course for the dependence of the bare parameters or t

rterms on Λuv, as given for instance by Eqs. (A.3) for the bare parameters, or Eqs. (A.18) for t

rterms

ilar manipulations can be done for the mass. One obtains easily the following equation,

m2
κ

λΛ
=
m2

Λ

λΛ
+

1

2

∫

q<Λuv

[
Gκ(q)−GΛ(q) + (m2

κ −m2
Λ)G2

Λ(q)
]
, (A.3

s of the parameters at scale Λ. Here again we can set Λuv → ∞. By choosing λΛ and mΛ, t

alized parameters at the scale Λ, as initial conditions for the coupled flow equations for Γ
(4)
κ and m

minates the need to determine the counterterms of the standard renormalization procedure. Reno

tion here amounts to appropriate subtractions at the scale Λ, as shown for instance in Eqs. (A.29) a

Once such subtractions are made at the initial scale, the coupled equations take care automatica

otential four-point subdivergences.
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dix B. Four point insertions in ∂κIκ

his section we generalize the analysis presented in Sect. 4 to arbitrary diagrams contributing to t

Iκ. The diagrams contributing to Iκ are obtained from the skeleton diagrams of Φ by opening tw

nd the derivative ∂κ entails opening one extra line, thereby making the diagrams of ∂κIκ effective

f a six-point function, δI/δG. Examples of diagrams contributing to Φ and I, and exhibiting vario

ies, are given below (Figs. B.15 and B.16) at five and six-loop orders for Φ. Our goal in th

dix is to analyze the four-point insertions in the diagrams contributing to ∂κIκ and show how the

resummed into complete four-point functions. At the end of this Appendix, we mention possib

lizations of this analysis to other classes of diagrams as well as to other n-point functions.

Figure B.15: Some five and six-loop diagrams that contribute to Φ, with various topologies.

us first specify what we mean by a four-point insertion, which we shall refer to simply as a fou

n. Consider a diagram D contributing to ∂κIκ, noted ∂I for short. We draw this, as in Fig. B.1

agram contributing to I, with one line carrying a slash, which is the line to be opened to yield t

onding diagram of δI/δG. The external lines of the diagrams are labelled by a number, specifyi

nnel in which I is irreducible (see Appendix C for more details). Thus, for instance, the diagram

B.16 are irreducible in the channel (12;34). The external lines are considered parts of the diagra

-insertion is any 1PI four-point subgraph of D, possibly including some of the external lines of

obtained by cutting up to four internal lines of D, such that, after the cut, the diagram splits in

connected pieces. Including the external lines in the process allows us in particular to consider

ns the tree-level vertices (as well as insertions containing vertices attached to these external line

ur-insertions that isolate a single tree-level vertex will be called trivial. A diagram in which on

four-insertions can be identified will be said to be irreducible. Examples are displayed in Fig. B.16

en a diagram D, it is straightforward to make the list of all its four-insertions. Elements of this l

ve the same topology, but involve distinct elements of D, are to be considered as distinct. Amo

r-insertions of D some can be imbedded into larger four-insertions (see Fig. B.16 for an exampl

l maximal insertion a four-insertion which is not itself a four-insertion in a larger one. We sh

n this appendix that these maximal insertions can be identified without ambiguity in any diagra

ributing to ∂I. It is then possible to substitute them by trivial ones, i.e., by tree-level vertices.
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.16: Some diagrams that contribute to I12;34, and that can be deduced from those of Φ in Fig. B.15 by functio
iation. The lines that carry a slash are the lines that are opened when differentiating I, leading effectively to diagra
oint functions. The dotted lines isolate four-insertions. The middle bubble in the left diagram is an insertion embedd
rger insertion made by the two most right bubbles which constitute a maximal insertion for ∂I. The diagram on t
irreducible, i.e., it contains only trivial four-insertions.

g, one transforms D into an irreducible diagram, in the sense defined above, which we shall refer

ur-skeleton. Examples of four-skeletons contributing to ∂I are given in Fig. B.17. That the maxim

sertions can be identified unambiguously means that a given diagram of ∂I has a unique four-skeleto

ws that one can generate all the diagrams of ∂I by replacing the vertices of the four-skeletons by t

te four-point function, which is our ultimate goal (see Sect. 4). This replacement does not chan

rall irreducibility properties of ∂I: a four-skeleton of ∂I12;34 is irreducible in the channel (12; 3

tains no four-insertion with lines 1,2 or 3,4 as external legs), and this property subsists after t

ment of the trivial vertices by full four-point functions. It is also clear that all the diagrams of ∂

generated in this way, since each diagram of ∂I has a unique skeleton. Furthermore, the argume

shall develop shortly, showing that maximal four-insertions cannot have common elements, indicat

mmetry factors factorize into symmetry factors attached to the skeletons, and those of the individu

int functions that sit at the vertices of the four-skeletons. This insures that each diagram is proper

d. An explicit verification by direct evaluation of the symmetry factors will be given elsewhere [59

1 12 2

3 34 4

1 2

3 4

.17: Some of the irreducible diagrams that contribute to ∂I that are deduced from the three diagrams of Fig. B.15
edure indicated in the text. These diagrams contain only trivial four-insertions. The left diagram is clearly one-l
e: it is split into two parts when the line that joins the two vertices is cut.

issues that we are considering in this appendix bear similarities with those addressed at the beginni

paper about 2PI, or more generally nPI, approximations. Among typical such issues, let us reca

ance, that vacuum diagrams do not, in general, have unique two-skeletons, and the substitution

re propagators by dressed ones in the Luttinger-Ward functional generates an over-counting of t
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(n = 2).

conside 8,
l diagrams. By contrast, the two-skeletons of the two-point function (or higher n-point function

identified without ambiguity and it is then possible to generate, without double counting, all t

s of the two-point function by substituting in its two-skeletons the bare propagators with the f

However, the notion of maximal four-insertion, and the fact that we consider external lines in t

on of the four-insertions, are important elements that make the present analysis deviate somewh

ore standard diagrammatic analysis in nPI formalisms (see e.g. [50]). Note for instance that t

s of this appendix will apply to ∂I but not to I. For one thing, with our definition, each diagram of

aximal) four-insertion, so that I has a unique skeleton, the tree-level vertex. But the replacement

rtex by a full four-point function would not be legitimate since it would not preserve the irreducibili

t is easy to see that no such constraint remains on the four-insertions of ∂I.
proof that maximal four-insertions in the diagrams of ∂I can be non ambiguously identified relies

perty that, in such diagrams, any two maximal four-insertions cannot have any element in commo

, they do not overlap. In order to establish the latter property we shall consider first the case of

int function for which such overlaps are possible, and we shall identify how two insertions M1 a

ot necessarily maximal) can overlap. Then we shall return to the diagrams of ∂I and, by using

o ad absurdum argument, we will show that no overlap of two four-insertions can occur there if

M1 andM2 to be maximal.

sider then a diagram D, in which two insertions M1 and M2 have been identified. The inserti

similar discussion can be made for M2) has been obtained by cutting a quadruplet of lines in t

, including possibly some of the external lines of D. We shall call these four lines the external le

insertion: these are composed, as just said, of cut internal lines of D and possibly some extern

D. InM1, there could also exist sets of internal lines such that, once cut, the insertion splits in

connected parts. We shall call connecting lines such internal lines. To make things more concre

1 2

a1

b1
c1

a2

b2
c2

M1

M2

C

.18: Example of two overlapping (non maximal) four-insertionsM1 andM2, in a diagram D with two external lin

r for instance the diagram of Fig. B.18, that contributes to a two-point function (n = 2). In Fig. B.1
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.19: Example of two overlapping maximal four-insertions in a diagram with n = 2. The two diagrams represent t
four-insertions that have all their vertices, and all their lines but two in common.

isolated from D by cutting the lines a2, b2, c2. Together with the external line labelled 1, these lin

ute the external legs of M1. By cutting the lines a1, b1, c1 one splits M1 into two disconnect

one of them containing the vertex attached to the line 1, the other part being a six point functi

1, b1, c1 and a2, b2, c2 as external legs. The lines a1, b1, c1 are connecting lines of M1. Similarly, t

n called M2, has a1, b1, c1 and 2 as external legs, and a2, b2, c2 as connecting lines. M2 and M
common subgraph, the six-point function labelled C, already identified as part ofM1. The structu

e see emerging on this simple example is that depicted more generally in Fig. B.20 below. It revea

ssible type of overlap between four-insertions which, however, are here non maximal.

re is another possibility of overlap, which is illustrated in Fig. B.19. The two displayed four-insertio

re now maximal, and overlapping. They share all their vertices and their lines, except the line

in the left one and c opened in the right one. There are no connecting lines. The two lines a a

a special role: they are not lines of C, the set of common elements, but they join two vertices th

to C. For this reason, such lines will be called returning lines. Each of these lines belongs to one

r-insertions but not to the other. Typically, opening such a line in an n-point function generates

oint function. Thus, returning lines may appear as parts of the external legs of a four-insertion, b

lay no role in isolating the insertion from the rest of the diagram. For a more general discussion

nnecting and returning lines describe the insertion of a graph into another graph, see [59].

h these elements in mind, we now return to the diagram displayed in Fig. B.20, which is a part o

diagran D. This exhibits two overlapping insertionsM1 andM2 and has n external lines (we ke

≥ 4 as a free parameter). We denote by C the part common toM1 andM2. We assume thatM
s m1 > 0 lines connecting C andM1/C , whereM1/C denotes the complementary part of C inM1

ilarly for M2. In order to isolate M1 in D, one has to cut a number of lines: these include t

ting lines ofM2, as well as possibly internal lines of D. That is, the lines whose number is denot

ay contain external legs of D as well as cut internal lines of D that connect a vertex of C to the re

diagram. These nC lines are common to both M1 and M2. Similarly, the nM1/C external lines

/C is the set of all the vertices ofM1 that are not in C together with the lines attached to them. The m1 connect
not counted as part of the external lines ofM1/C.
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may contain external lines of D and cut internal lines of D. The total number of external lines of t

sertionM1, nM1
, is therefore nM1

= nM1/C + nC + m2. The same reasoning holds forM2 so th

e

4 = nM1 = nM1/C + nC +m2 = nM2
= nM2/C + nC +m1 , (B.

we have used the fact that bothM1 andM2 are four-insertions, so that nM1 = nM2 = 4.

M1/C M2/CCm1 m2

nC

nM1/C nM2/C

Figure B.20: Generic configuration with an overlap of two maximal vertex insertions.

this point, we note thatM1 ∪M2, the graph that contains all the elements ofM1 andM2, can

as a 1PI subgraph of D with nM1/C + nM2/C + nC external legs. This number is necessary great

since we started from a diagram D that does not contain any self-energy insertion and our assumpti

has at least four external legs exclude the case n = 2. Since it is not possible to isolate three-poi

ns in D, we must have then nM1/C +nM2/C +nC ≥ 4. The case nM1/C +nM2/C +nC = 4 is exclud

e it would imply that bothM1 andM2 are insertions ofM1∪M2, which is impossible sinceM1 a

e maximal. We conclude therefore that nM1/C + nM2/C + nC > 4 which, with the help of Eq. (B.

rewrite as

m1 +m2 + nC < 4. (B.

1 ≥ 2 and m2 ≥ 2 sinceM1 andM2 are 1PI subgraphs, so that m1 +m2 + nC ≥ 4, in contradicti

q. (B.2). We conclude that two four-insertions of D cannot share a common subgraph C with t

re exhibited in Fig. B.20.

acute reader may have noticed that we did not take into account the possibility that returning lin

e attached to C. That is, we have ignored the possibility that the dotted box on the right of Fig. B.

e or various lines that start at a vertex of C and return to a vertex of C while not being cut by t

box on the left. One could also consider similar returning lines that are cut by the left box but n

right one. In fact it is easy to argue that such cases cannot occur here. Assume indeed that the
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instance, one returning line contributing to M1. It would contribute to two external lines of M
g that the insertion that has been isolated from D before opening the returning line is a two-poi

n. But this is excluded by our assumptions that D is 2PI and n ≥ 4.

, even though this possibility is excluded in the present case, it is nevertheless interesting to push t

ng by keeping open the possibility of returning lines, in particular in view of potential generalizatio

resent analysis [59]. To do so, let us assume that in addition to the lines indicated in Fig. B.20 the

returning lines in M1 and r2 returning lines in M2. It is easy to see that the mere effect of th

e is to change m1 → m1 + 2r1 and similarly for m2. The inequality (B.2) gets modified by the sam

ution and leads to the same contradiction, and hence the same conclusion.

need now examine the two possibilities that are not covered by the generic case that we have ju

red and which assumed that both m1 and m2 were different from zero. The first situation is that

the two four-insertionsM1 andM2 share all their vertices. This corresponds to m1 = m2 = 0. If

possible returning lines, it is clear thatM1 =M2 which is just the trivial case of overlap between

sertion and itself. With the possibility of returning lines taken into account, Eq. (B.1) gets replac

nC + 2r1 = nC + 2r2 , so that either r1 = r2 = 1 and nC = 2 or r1 = r2 = 2 and nC = 0. In t

se, M1 ∪M2 is a two-point function and in the second case a zero-point function, but this is ju

ible since we excluded these possibilities.

second situation is that where the common part C shares all its vertices with say M1, but whe

re still connecting lines within M2. This correspond to the case m1 6= 0,m2 = 0 (clearly, the ca

,m2 6= 0 can be treated similarly). If we ignore possible returning lines, it is clear that M1 ⊂ M
is not possible since we assumedM1 to be maximal. If we include the possibility of returning lin

ng the same reasoning as above, we arrive at m2 + 2r1 + 2r2 + nC < 4. But since m2 ≥ 2 and at lea

the ri is different from zero, we have m2 + 2r1 + 2r2 + nC ≥ 4 which again leads to a contradiction

s concludes our proof that in the diagrams contributing to ∂I there is no ambiguity in isolating fou

insertions, and consequently in identifying the four-skeletons. This proof extends in fact to a wid

f diagrams. Clearly, it applies to any connected two-skeleton diagram that has a number n ≥ 4

l lines (this is why we kept n ≥ 4 as a free parameter in the previous discussion), and by extensio

disconnected diagram made of such pieces. One example is provided by the diagrams that ent

I n-point functions δmI/δGm, with m > 1 (m = 1 corresponding to ∂I). These correspond to t

n-point diagrams that are 2PI with respect to the cuts that leave the legs originating from a giv

ive δ/δG on the same side of the cut. Their connected parts involve skeleton graphs with more th

s. Another case that fits the picture is Γ(p) for p ≥ 4 once written in terms of two-skeleton diagram

it is always possible to do unambiguously), and also δmΓ(p)/δGm. Note that both δΓ(4)/δG a

, enter the flow equations that are considered in Sect. 4, once convoluted with ∂κGκ. Of course t

ution of the bare vertices by the full four-point function requires that there is no restriction on t
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four-insertions that can appear (such as the restriction of irreducibility already mentioned for I)
ty that needs to be checked for any infinite class of diagrams that one wants to analyse.

previous discussion concerned four-point insertions in connected two-skeleton diagrams with n ≥
l lines (or disconnected combination of those), the case for which we have shown that the four-poi

ns do not overlap. In a diagram with more than six external lines, we may encounter overlappi

al insertions with more than six external lines. To see that, we shall extend the discussion of t

situation depicted in Fig. B.20 to the case of a diagram with n ≥ 6 external lines built on fou

ns, with two overlapping insertions M1 and M2. For simplicity we restrict the discussion to t

here the considered insertions have 6 external lines, and the assumption of a four-skeleton eliminat

ng lines. The same reasoning as that leading to Eq. (B.1) yields now

nM1
= nM1/C + nC +m2 = nM2

= nM2/C + nC +m1 = 6 . (B.

ver, the union ofM1 andM2 is a 1PI (nM1/C + nM2/C + nC)-point vertex function whose numb

Figure B.21: Example of overlapping six-vertex insertion within a 8-point function.

cannot be less than 4 since we have assumed that D is a four-skeleton with more than six legs. Th

r of legs must be even, so it cannot be 5. It cannot be 6 either since this would mean thatM1 ∪M
-point vertex that contains the maximal six-point verticesM1 andM2. It follows that

nC + nM1/C + nM2/C > 6 . (B.

ning this with (B.3) together with the fact that mi ≥ 2 (sinceMi is 1PI), one arrives at

4 ≤ m1 +m2 + nC < 6 (B.

is indeed room for overlap, with for instance the solution m1 = m2 = 2 and nC = 0. An illustration
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Fig. B.21 showing a contribution to the eight-point function with two overlapping maximal six-poi

insertions.

dix C. A simple relation between Γ
(4)
L,κ and IL,κ

lowing an analysis similar to that in Ref. [50], we present here a simple relation between the fo

unction Γ(4) and its irreducible parts in the three independent channels. We consider here the gener

n where the propagator is a function of two positions or two momenta, and we write it simply as G

ij = G(xi, xj) or Gij = G(pi, pj). The kernel I is then a function of four variables

I12;34 ≡ 4
δ2Φ[G]

δG12δG34
, (C.

the semi-colon indicates the channel in which I is irreducible. The diagrams contributing to I12

be split into two disconnected pieces containing respectively the pairs (1, 2) and (3, 4) by cutti

its internal lines: they are irreducible in the channel (12; 34). I12;34 can be used to construct t

int function Γ
(4)
1234 from the Bethe-Salpeter equation

Γ
(4)
1234 = I12;34 −

1

2
I12;ij GikGjl Γ

(4)
kl34

= I12;34 −
1

2
Γ

(4)
12ij GikGjl Ikl;a34 . (C.

hat Γ
(4)
1234 is crossing symmetric, in contrast to the kernel I12;34, which only obeys the followi

ties I12;34 = I34;12 as follows from its definition, and I12;34 = I21;34 = I12;43 as follows from t

try Gij = Gji. But, for instance, it is not invariant under the exchange of 2 and 3.

shall write the BS equation in the following way

Γ
(4)
1234 = I12;34 + ∆Γ

(4)
12;34, (C.

ing the contributions of the diagrams that are irreducible in the channel (12; 34) from those whi

. One can write similar relations for the other two channels:

Γ
(4)
1234 = I13;24 + ∆Γ

(4)
13;24, (C.

Γ
(4)
1234 = I14;23 + ∆Γ

(4)
14;23. (C.

, when only quartic interactions are present and the field expectation value is assumed to vanis

gram contributing to Γ
(4)
1234 can be reducible in only one channel.38 The decompositions above a

ed, consider a diagram that admits a cut that leaves (1, 2) and (3, 4) on each side. Then the diagram writes necessar
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ong the diagrams that contribute to I12;34, which are irreducible in the channel (12; 34), there a

s that are also irreducible in the other two channels. We call Ī1234 the sum of the diagrams that a

ible in all channels (including the elementary vertex). Now, the diagrams that contribute to I12

er fully irreducible, or reducible in either the channel (13; 24) or (14; 23). The latter contributio

pectively ∆Γ
(4)
13;24 and ∆Γ

(4)
14;23, so that

I12;34 = Ī1234 + ∆Γ
(4)
13;24 + ∆Γ

(4)
14;23. (C.

ws that

Γ
(4)
1234 = I12;34 + ∆Γ

(4)
12;34 (C.

= Ī1234 + ∆Γ
(4)
13;24 + ∆Γ

(4)
14;23 + ∆Γ

(4)
12;34. (C.

his relation and (C.3)-(C.5), a simple calculation yields the following identity

Γ
(4)
1234 =

1

2

[
I12;34 + I13;24 + I14;23 − Ī1234

]
. (C.

entity, valid at any loop order, allows one to construct Γ
(4)
L from IL. It also shows that Ī1234

g-symmetric as we anticipated by our choice of notation.

dix D. ∂κIκ and power counting

us briefly recall how Weinberg’s theorem can be used to determine the large momentum behavior

n-point function Γ(n)(p1, . . . , pn) as some (not necessarily all) of its external momenta grow larg

volves the identification of subgraphs attached to the large external momenta, and such that

l lines of these subgraphs carry large momenta. Because of this, one can expand the propagato

ers of the small scales present in the subgraph (such as the mass or the regulator), or the (sma

l momenta. The leading asymptotic behavior is then determined by power counting applied to t

ph in question. This leading behavior does not depend on the small scales, which however rema

in the rest of the diagram and may contribute as a multiplicative factor.

re concretely, consider for instance a diagram contributing to Γ
(4)
κ (p, q) and suppose that p is “larg

q, κ. It is easily seen that the subgraphs attached to p that have a maximal superficial degree

kGjlYkl34. Now, if we assume that there is a second possible cut that leaves (1, 3) and (2, 4) on each side, th
1 and 2 cannot be on the same side of the cut, and similarly for 3 and 4, the only possibility is that the diagram wri

′j′X
′
2jj′GikGjlYkk′3Gk′l′Y

′
ll′4 which involves three-point functions X, X′, Y and Y ′. However, in a quartic theo

ishing field expectation value, three-point functions vanish and there are no such diagrams.
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nce are four-point subgraphs. These behave logarithmically at large p (by power counting). Simil

hold in the regimes q � p, κ and p, q � κ. Returning to the case p � q, κ, we note that a typic

contributing to Γ
(4)
κ (p, q) that possesses four-point subgraphs attached to p will yield contributio

form Γ
(4)
κ (p, q) ∼ ln p × rκ(q), as discussed above39. It follows in particular that for p � q,

p, q) ∼ ln p × ∂κrκ(q). In other words, ∂κΓ
(4)
κ (p, q) also counts as 0 in the power counting f

κ. This result extends to the regimes q � p, κ and p, q � κ.

situation is different for ∂κIκ(p, q). Indeed, although Iκ(p, q) may also contain subgraphs co

ng to the four-point function, its s-channel two-particle irreducibility implies that the only four-poi

ph that one can attach to the external legs carrying the momentum p is the diagram itself. It follo

re rκ(q) = 1, and the logarithmic asymptotic behavior is independent of κ. As a result, ∂κIκ(p,

ressed by at least one unit (in fact two) as compared to ∂κΓ
(4)
κ (p, q) and finally counts as −2 in t

counting. Similar remarks apply to the regimes q � p, κ and p, q � κ.

same result can be obtained directly from the flow equation (47). The two-particle irreducibility

means that the leading asymptotic behavior of ∂κIκ(p, q) comes from the regime where all momen

integral are large and is thus given by the superficial degree of divergence of that integral. Using th

ounts as −4 and δI/δG as −2 (since I counts as 0 but δ/δG kills one integral and one propagato

the superficial degree of divergence δ∂I = 4− 4− 2 = −2, in agreement with the result above.

dix E. Renormalized loop skeleton expansion

this section, we show that the renormalized solution Γ
(4)
L,κ of the flow equations (65) with init

ons such that the conditions (82) and (83) are fulfilled has the polynomial form (84). To this purpo

te Γ
(4)
L,κ as in Eq. (74) and show that ∆Γ

(4)
L,κ is proportional to λL+1.

start by considering ∆Γ
(4)
L=0,κ(pi) = Γ

(4)
L=0,κ(pi), without any prejudice on its original diagramma

re. Since its flow vanishes, see Eq. (61), the value of Γ
(4)
L=0,κ(pi) does not depend on κ. Furthermo

(4)
L=0,Λ(pi) does not depend on pi, Γ

(4)
L=0,κ(pi) cannot depend on pi either. The constant value

=0(pi = 0) is fixed from the conditions (82) and (83):

Γ
(4)
L=0,κ(pi) = λ . (E.

now consider a generic ∆Γ
(4)
L,κ(pi)

. We proceed recursively assuming that ∆Γ
(4)
L′,κ(pi) has been show

roportional to λL
′+1 for L′ < L, and show that the property extends to L′ = L. Writing

Γ
(4)
L,κ(pi) = λL,Λ +

∫ κ

Λ

dκ′∂κ′Γ
(4)
L,κ′(pi), (E.

‘ln p’ we mean a function that grows logarithmically. This could include powers of logarithms.
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posing the conditions (82)-(83), we find

λL,Λ = λ−
∫ 0

Λ

dκ′∂κ′Γ
(4)
L,κ′(pi = 0), (E.

Γ
(4)
L,κ(pi) = λ−

∫ 0

Λ

dκ′∂κ′Γ
(4)
L,κ′(pi = 0) +

∫ κ

Λ

dκ′∂κ′Γ
(4)
L,κ′(pi) . (E.

tracting a similar equation with L replaced by L− 1, we obtain

∆Γ
(4)
L,κ(pi) = −

∫ 0

Λ

dκ′∂κ′∆Γ
(4)
L,κ′(pi = 0) +

∫ κ

Λ

dκ′∂κ′∆Γ
(4)
L,κ′(pi) . (E.

return now to Eq. (65), and we perform the substitution indicated in Eq. (74). We note then th

rm on the right-hand side of Eq. (65) now involves ∆Γ
(4
L′,κ with L′ < L. We call L̄ the number of loo

en term of Eq. (65); for instance the first term has L̄ = 1 loop, the second term L̄ = 2 loops and so o

he definition of the operator [_]{L} given after Eq. (74), we are instructed to keep in the expansi

s of order L̄, all the terms that are such that L = L̄+
∑
L′. Using our recurrence assumption, ea

cales with λ as λ
∑
L′+V , with V the number of explicit vertices of the considered term. It is eas

at V = L̄ + 1, from which it follows finally that ∂κ∆Γ
(4)
L,κ is proportional to λ

∑
L′+L̄+1 = λL+1.

Eq. (E.5), this conclusion extends to ∆Γ
(4)
L,κ itself.

dix F. Remarks on the 2PI n-point functions

his Appendix we analyze the flow equations for the 2PI n-point functions. The first two equation

r the self-energy Σκ(p) and that for the irreducible kernel Iκ(p, q), have already been given in t

ext, Eqs. (38) and (47) respectively. It is convenient to rewrite the equation for the self-energy

f the two-point function, i.e.,

∂κΓ(2)
κ (p) =

1

2

∫

q

∂κGκ(q) Iκ(q, p) , (F.

−1
κ (q) = Γ

(2)
L−1,κ(q) +Rκ(q) and where Iκ needs to be seen at this stage as a sum of skeleton diagram

bare theory. To remove this reference to the bare theory, we may obtain Iκ from the integration

equation. This is easily obtained by noticing that the κ dependence of Iκ(q, p) originates solely fro

pagator Gκ. We get (see Eq. (47))

∂κIκ(q, p) =

∫

r1

∂κGκ(r1)
δI(q, p)

δG(r1)

∣∣∣∣
G=Gκ

. (F.
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Γ
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where A

further

6)

compo s)

40For he
sequenc
since δI/δG is to be seen as a sum of skeleton diagrams in the bare theory, we repeat the previo

d obtain δI/δG from the integration of a flow equation

∂κ
δI(q, p)

δG(r1)

∣∣∣∣
G=Gκ

=

∫

r2

∂κGκ(r2)
δ2I(q, p)

δG(r2)δG(r1)

∣∣∣∣
G=Gκ

. (F.

continue this procedure until we reach δm+1I(q, p)/δG(rm+1) · · · δG(r1) = 0 with m equal to t

al number of propagators in the diagrams of I, in the considered Φ-derivable approximation. In th

e flow of δmI(q, p)/δG(rm) · · · δG(r1) vanishes and the tower of flow equations terminates40 One th

at a reformulation of Φ-derivable approximations as a system of flow equations for the quantit

, Iκ(q, p) and δkI(q, p)/δG(rk) · · · δG(r1)|G=Gκ , with 1 ≤ k ≤ m. These equations are (F.1), (F.

κ
δkI(q, p)

δG(rk) · · · δG(r1)

∣∣∣∣
G=Gκ

=

∫

rk+1

∂κGκ(rk+1)
δk+1I(q, p)

δG(rk+1) · · · δG(r1)

∣∣∣∣
G=Gκ

, 1 ≤ k ≤ m. (F.

have seen, these equations rely on the fact that the Luttinger-Ward functional Φ has no expli

ence on κ, all the dependence on κ being carried by the propagator.

p p

p p

q q

p p

r

q q

r r

q q

r s s

p p

.22: The various 2PI n-point functions that appear in the three-loop approximation to Φ. From left to right: Φ, Σ,
.

an illustration, consider the three-loop approximation for Φ (see Fig. F.22). The irreducible kern

ys

∂κIκ(q, p) =

∫

r

∂κGκ(r)Jκ(p, q, r), Jκ(p, q, r) ≡ δIκ(q, p)

δGκ(r)
. (F.

Jκ(p, q, r) is a six-point function with a tree structure: a propagator connecting two vertices.

functional derivative yields an eight-point function Kκ(q, p, r, s)

∂κJκ(q, p, r) =

∫

s

∂κGκ(s)Kκ(q, p, r, s), Kκ(q, p, r, s) ≡ δJκ(q, p, r)

δGκ(s)
, (F.

sed of two disconnected vertices. Clearly, in the three-loop Φ-derivable approximation, Kκ(q, p, r,

instance, in the L-loop approximation, the diagrams that contribute to Φ contain up to 2L − 2 propagators and t
e of 2PI n-point functions that can be constructed terminates with 2PI (4L− 4)-point functions.
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are rep in
ast 2PI n-point function that can be constructed and we have ∂κKκ = 0.

ile at a given loop order, the sequence of 2PI n-point functions is finite and provides therefore

e practical scheme to determine ∂κIκ, there are two features that make this procedure somewh

factory, as we now explain. The first one is easily dealt with, while the second one points to

tual issue that motivated the strategy adopted in Sect. 4.

us consider the first issue. From the 2PI nature of the derivatives δkI(q, p)/δG(rk) · · · δG(r1),

that there are no four-point functions attached directly to the two legs associated to a given derivati

i). From Weinberg theorem, it follows that δkI(q, p)/δG(rk) · · · δG(r1) counts as a strictly negati

ution in the power counting of the integral in Eq. (F.4). Since ∂κGκ(rk+1) counts as −4, the integr

e. In contrast, Eq. (F.2) is not finite by power couting since the superficial degree of divergence

− 4 + 0 = 0. There is however a simple solution to this problem. All one needs to do is repla

.1) and (F.2) by

∂κΓ(2)
κ (p) =

1

2

∫

q

∂κRκ(q) Γ(4)
κ (q, p) , (F.

∂κΓ(4)
κ (p, q) = ∂κIκ(p, q) − 1

2

∫

r

Γ(4)
κ (p, r) ∂κG

2
κ(r) Γ(4)

κ (r, q)

− 1

2

∫

r

∂κIκ(p, r)G2
κ(r) Γ(4)

κ (r, q)

− 1

2

∫

r

Γ(4)
κ (p, r)G2

κ(r) ∂κIκ(r, q)

+
1

4

∫

r

∫

s

Γ(4)
κ (p, r)G2

κ(r) ∂κIκ(r, s)G2
κ(s) Γ(4)

κ (s, q). (F.

equations have been shown to be finite by power counting in the main text. We then arrive

m of finite flow equations, Eqs. (F.7), (F.8) and (F.4) for the functions Γ
(2)
κ (p), Γ

(4)
κ (q, p) a

p)/δG(rk) · · · δG(r1), with 1 ≤ k ≤ m. We note that Iκ does not appear in this set since it e

e equations only through ∂κIκ, and its flow equation never needs to be integrated.

second unsatisfactory feature concerns the initialization of the system of equations. Because Γ

4) are 1PI functions, their initial conditions are simple and given in Eq. (72). On the other hand, t

ns δkI(q, p)/δG(rk) · · · δG(r1)’s are not 1PI functions. They can contain in particular disconnect

involving delta functions in momentum space. The developments in Appendix B allow us to clar

ucture of the initial conditions to a large extent. In fact, the functions δkI(q, p)/δG(rk) · · · δG(r

he same properties as δI/δG(r): they are expressible as skeleton diagrams in which tree-level vertic

laced by the exact Γ(4). In a given Φ-derivable approximation, one truncates at a given loop order,
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loops, p
ase the exact Γ(4) needs to be replaced by Γ
(4)
L , as appropriate.41 Among the skeleton diagrams, the

grams where all propagators have been cut and there remain only the tree-level vertices multipli

ropriate delta functions. After replacing the tree-level vertices by four-point functions, one obtai

ts of Γ
(4)
L ’s (expanded to the relevant loop order) multiplied by delta functions, which survive wh

ken large an lead to products of the initial conditions λL,Λ (again, expanded to the relevant lo

The other diagrams, involve, in addition, some Γ
(4)
L ’s connected by propagators. These diagrams a

ssed at large κ because, once expressed in terms of the Γ
(4)
L ’s, all their possible loops have a negati

cial degree of divergence.

make things more concrete, let us take a few examples. At three-loop order, the tower of flow equatio

s δI/δG and δ2I/δG2 whose diagrammatic contributions are shown as the last two diagrams of Fig.

e obviously expressed in terms of Γ
(4)
L=0. In δI/δG, the two Γ

(4)
L=0 are connected by a propagat

suppresses the contribution at large κ . One may then initialize δI/δG to 0. On the other hand,

ator appears in δ2I/δG2 together with the two vertices, so this quantity has a non-trivial initializatio

δ2I(q, p)

δG(r2)δG(r1)

∣∣∣∣
G=GΛ

= −λ2
0,Λδ(p+ q + r1 + r2) (F.

that λ0,Λ is simply λ with our choice of renormalization conditions). At four-loop order, the tow

equations involves δI/δG, δ2I/δG2, δ3I/δG3, δ4I/δG4. A simple analysis reveals that δI/δG a
3 do not contain contributions involving only disconnected four-point functions. These objects a

re suppressed at large κ and need to be initialized to 0. On the other hand δ2I/δG2 and δ4I/δG
such contributions and thus require a non-trivial initialization. We have for instance

δ2I(q, p)

δG(r2)δG(r1)
= −

[[
Γ

(4)
L=1(p, q, r1)

]2]
1
δ(p+ q + r1 + r2) (F.1

initial condition is

δ2I(q, p)

δG(r2)δG(r1)

∣∣∣∣
G=GΛ

= −
[
λ2

1,Λ

]
1
δ(p+ q + r1 + r2) . (F.1

n similarly deduce the initial condition for δ4I(q, p)/δG(r2)δG(r2)δG(q)δG(p)|G=Gκ . We note th

r-point functions Γ
(4)
L that were found to play a major role in our main discussion, also appear he

determination of the initial conditions for some of the flow equations of the 2PI n-point function

ore, these functions cannot be ignored, and need to be properly treated.

us finally mention that while the hierarchy of equations (F.1), (F.2) and (F.4) is identical to th

ed in Ref. [45], our analysis deviates from that presented in that reference. According to Ref. [4

is made of diagrams up to L− 2 loops, δkI(q, p)/δG(rk) · · · δG(r1) should be seen as made of diagrams up to L− 2−
rovided one counts the possible delta functions that may appear, as negative loops.
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