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Abstract: In this paper we propose an estimator of vehicle density in every road section of a
large urban traffic network. We assume a limited number of flow and turning ratio sensors can
be installed, and that aggregate floating car data (FCD) is available, such that the space-mean
speed of each road can be estimated. We propose a method to locate turning ratio sensors,
which takes as input previous low-quality estimates of the turn rates, and then assigns to each
intersection a weight according to the effect on the total density reconstruction error caused
by perturbations between a priori and actual turning ratio values. We evaluate the models and
estimator using data from the urban traffic network of Grenoble in France.

Keywords: Traffic density estimation, Sensor location, Large networks, Turning ratios.

1. INTRODUCTION

Traffic state estimation (TSE) is an important stage in the
development of Intelligent Transportation Systems (ITS),
as the knowledge of the evolution of traffic state variables
such as flow and density for each road can be used to
implement control strategies, or help in the decision taking
stages for network design for better smart cities. This
information can be used to calculate the mean traveling
times for users, fuel consumption and vehicle emissions
(important for air quality assessment), estimate the life
of pavement, and many other applications. Because of
this, accurate TSE is an active field in the transportation
research literature [Seo et al. (2017)].

According to Rostami Shahrbabaki et al. (2020), two main
components of existing estimation methods are the mod-
eling choice and the input data. The most commonly used
model for traffic dynamics is the well-known Lighthill-
Whitham [Lighthill and Whitham (1955)] and Richards
[Richards (1956)] (LWR) model, and its discrete coun-
terpart, the Cell Transmission Model (CTM) [Daganzo
(1994)]. This model is based on the vehicle conservation
law, in addition with a empirical relationship between
road density and traffic flow known as the Fundamental
Diagram. In Highways, this approach for traffic state es-
timation is extensively used as in Tampere and Immers
(2007), Mihaylova et al. (2007), Canudas de Wit et al.
(2012), Canepa and Claudel (2017) and more recently in
Takenouchi et al. (2019). The case of networks, requires
additional modeling tools to describe vehicle interactions
in intersections, Jabari (2016). The extended version of
the CTM developed in Daganzo (1995) brings a solution
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this problem via a flow maximization formulation under
constraints provided by the fundamental diagram. This
approach is widely used as can be seen in Lovisari et al.
(2016) and Ladino et al. (2018).

However, the use of the fundamental diagram, specially
in urban networks, is challenging as it requires the cal-
ibration of many parameters. Moreover, the presence of
external factor such as traffic lights and pedestrian cross-
ings, contradict the hypothesis of the LWR model that
vehicle speed is only a function of its local density. Thus,
data-based approaches that do not require a fundamental
diagram have been proposed. The main tool in many meth-
ods, is to use probe vehicle that periodically send informa-
tion about traffic conditions such as speed and headway,
as showed in Bekiaris-Liberis et al. (2016), Wright and
Horowitz (2016) for Highways and Rostami Shahrbabaki
et al. (2020) in networks. These methods show promising
results, but in some applications individual traces of probe
vehicles might not be available due to privacy regulations.

In addition to these approaches, developments in new sens-
ing technologies make available new information sources
that can be used in TSE approaches. Abbott-jard et al.
(2013); Bhaskar and Chung (2013) proposed the use of
WiFi and Bluetooth scanners for the evaluation of traffic
conditions, and for the estimation of road traveling times.
Another data source are mobile phone networks, which
have been studied by Derrmann et al. (2020); Li et al.
(2020). Moreover, GPS traces of probe vehicles, also known
as Floating Car Data (FCD) [Treiber and Kesting (2013)]
can be more easily obtainable as they can be ensured to
protect user privacy.

Our contribution in this paper is the proposal of a data-
based traffic state estimation method for general urban
networks that requires little knowledge of input parame-
ters. We make use of three different data sources: station-



ary flow sensors, vehicle and FCD. Data provided by these
sources is used to estimate the external inflows to a traffic
network, the turning ratios for a selection of intersections,
and the space mean speed of the road sections of the
network. We take into account economical constraints by
proposing a flexible sensor location scheme that identifies
the optimal locations to measure the turning ratios. The
results of the proposed methods are tested using microsim-
ulations.

This paper is organized as follows. Section 2 defines the
traffic variables and traffic evolution model that are used
throughout the paper, and proposes an estimator for the
density of each road of a traffic network. Section 3 discusses
the location of different sensor technologies required by
the estimator, and proposes a method to identify the most
critical locations to instrument with sensors in order to
reduce estimation error. Section 4 presents the use of
simulated data to evaluate the performance of the models
and algorithms described in the paper. Section 5 ends the
paper with a conclusion.

2. MODEL

We define a traffic network as a directed graph G = {N, €}
where the nodes N C N correspond to intersections and
junctions, and the edges € C N x N correspond to road
sections. Additionally, for every road section i, there are
associated parameters such as the road length ¢;, number

of lanes I';, and maximum velocity v;"®*.

The traffic state refers to the collection of road densities,
inflows and outflows for all roads, which we denote with
vectors p(t), o™ (t), " (t) € RI¢l. Traffic dynamics are
governed by the conservation law

d — in u

P =1L He™(t) — o™ (1)) (1)
where L is a diagonal matrix containing the road lengths,
ie., L = diag(¥).

Intersections are modeled as 0 dimensional points that
do not store vehicles. To model the exchange of inflows
and outflows of the different roads at the intersections we
use the parameters called turning ratios. Let Z(n) be the
set of incoming roads to some intersection n € N and
O(n) be the set of outgoing roads from n. A turning ratio
r;; for i € Z(n) and j € O(n) defines the proportion of
vehicles exiting ¢ that enters j. As intersections do not
store vehicles, then the conservation of density implies that
Y rmj=1, VneN Vieg\e (2)
JEO(n)
where €°"* are outgoing roads at the boundary of the
network, hence have no downstream roads. Let R €
RIEIXIEl be the turning ratio matrix with elements r; ;.
If there is no connection between roads i, j, then r; ; = 0.
The input flows of each section can be expressed as a linear
combination of the output flows of the preceding sections.
() = BT (1) + (1) (3)
where ®**(t) corresponds to the external inflows (also
known as the input demands), which are the incoming flow
for the roads which are at the boundaries of the network.
Combining egs. (1) and (3), we have

P = LTHRT =™ (1) + L™ (1) (4)

Define v;(t) as the space-mean speed of road i, that is,
the average of the speeds of vehicles inside road i at
time instant ¢. Denote v(t) as the speed vector with
elements v;(t). Using the hydrodynamic relation, we can
approximate the outflows as

™ (t) = V(t)p(1) (5)
where V() = diag(v(t)). This relation applies accurately
when considering very short distances, or when the spatial
variations in vehicle speed and density is negligible. We
make the following assumption,

Hypothesis 1. The speed and density throughout a road
section do not vary significantly in the spatial domain.

Therefore, (4) can be rewritten as

d “DV()p(t) + L6 () (6)

o) = LR

Consider the open-loop estimator

d —1/p ¥ ~ —1 _mea
Sht) = LHRT DV (0(0) + L Ne™ ) (7
where R, V(t), ¢™(t) are the measured turning ratios,
road velocities, and flows, respectively. The measurement
process is described in Section 3.

3. SENSOR LOCATION AND INPUT DATA

The use of the dynamic model (7) requires the knowledge
of the turning ratio parameters r;;, the measurement
of space-mean speeds v(t), and flow measurements. We
consider the following sources of information:

3.1 Floating car data

Consider that a fraction of the vehicles in the network
are equipped with devices (e.g. a GPS navigator) that
periodically report to a centralized server information
about the vehicles trajectory, such as its position and
velocity at a given time via FCD. However, because of
privacy policies, only aggregated variables and not the raw
vehicles are available.

Define by V;(t) the set of vehicles indexes that provide
FCD that are inside road ¢ at time ¢. The total number
of vehicles in i cannot be estimated with this information
as the penetration rate of vehicles that provide FCD is
unknown. However, as the velocity of a vehicle is affected
by the velocities of surrounding vehicles, this can be used
to estimate the space-mean speed of the section. Let v,
be the speed of a vehicle indexed by «. We define the
aggregated speed for road section i from FCD data by

FCD _ 1 v
o) = 2 el 3)

a€V;(t)

We assume in what follows that the aggregated speeds are
available for all roads. In the case where the information
is not available for some roads due to a lack of reporting
vehicles, we use the value of the maximum speed (or
speed limit) v™®*. Moreover, as the FCD speeds are direct
measurements of the space-mean speed, we consider

V(t) = V(1) (9)



3.2 Stationary counting sensors

Counting sensors such as cameras, induction loops, radar,
and others, are the most commonly used way to obtain
traffic information. These sensors are placed in a fixed
position in a road section, and collect information of
the vehicles passing through that point. The collected
data varies according to the technology, but generally
variables such as length, speed, and time of passage are
recorded. In some applications, technical constraints allow
only aggregated data to be accessible, such as the total
number of vehicles observed during a time interval, from
which flow in the road section can be estimated.

We consider that sensors are located in the incoming roads
at the boundary of the network, such that the external
flows ®*t(t) are measured directly,

o (t) = (1)

3.8 Turning ratio measurements

(10)

Turning ratio information can be obtained by different
ways. One option is the use of vehicle identifier sensors
such as Blutooth or WiF1i taggers, and license plate readers
can be located at the incoming and outgoing roads of in-
tersections, such that an approximate count of the number
of vehicles making each turn is obtained. Another option
is manual collection of data during time periods, and ex-
trapolate the recollected data for all times. However, using
any of these methods for all intersections is unfeasible, as
budgetary limits can be surpassed in networks with more
than a few intersections.

Another approach is to use a priori values for these
parameters, which are calculated using only the physical
characteristics of the network with ad hoc heuristics,
and can be used as working values to provide estimates.
This however introduces large sources of error, as the a
priori values can be very far from the real parameters.
Nevertheless, this error can be reduced by measuring a
selection of intersections.

Suppose that a limited number of sensors are available.
The selection of intersections should be done optimally
to minimize the error in density estimation caused by
deviations between the real and estimated turning ratios.
For this, we propose a method to identify the intersections
that generate the highest error given some perturbations
in its turning ratios.

Estimation error  Let #; ; be the a priori value proposed
for some turning ratio. Let the deviation between this and
the actual value be given by &; ; such that,
Tij = Tij +&ij (11)
The deviations ¢; ; will cause an error in the state estima-
tion
e(t) = p(t) — p(t). (12)
Define R and Z as matrices with elements 7; ; and &; j,

respectively. Note that R = R+ Z To quantify the
sensitivity of the turning ratios in the error, we neglect
the effects of time variations of the external flows and
velocities, that is V() = V and ¢®(t) = ™.

We want to express the effect of the turning ratio pertur-
bations = in the reconstruction error e(t). To simplify the

notation, let M = (I— RT)V and M = (I — RT)V, such
that M = M — ZTV. Under the assumption that section
speeds are constant, the dynamics (6) and (7) become
time-invariant, for which a closed-form solution is known,

t
p(t) — efL_lMtp(O) + (/ e—LlMTd> Lflsoext
0
(13)
N t 1.7
ﬁ(t) — efL—lMtl’j(O) + </ efL M7d> Lflcpext
0
Therefore, the error can be written explicitly as
e(t) = e7k Mtp(0) — emE M H(0)
+/t (e—LflMT _ e—LflMT) drL Lot (
0
In Rodriguez-Vega et al. (2019), we showed that I — RT
is an invertible M-matrix, with all eigenvalues having pos-
itive real parts. Therefore, it can be shown that —L~'M

has eigenvalues with negative real parts, so it is a stable
matrix. Thus, the asymptotic error is

— 1i _ —1 _ ar—1y,,ext
e= tlgglo e(t)=(M M e

14)

(15)

where we have used the facts that the exponential function
of a stable matrix goes to zero as time goes to infinity, and

that -
/ eMdt = —A~"
0

for any stable matrix A.

(16)

Sensitivity of turning ratio deviations Suppose that the
deviations ¢; ; are small, and that we want to calculate the
error resulting from small nudges in a single value,

aijj _ aZ’j ((MA _Mfl)cpext>

9 .
- _ M—1> ext
(3&4‘ ¥

Consider the following theorem.

Theorem 2. (Magnus and Neudecker (2019)) Let A(t) be
an invertible matrix that depends on a scalar parameter t.
Then,

(17)

dA=! |dA

AT —A EA ! (18)
Using Theorem 2, (17) can be written as
e _ = VM~ (19)
0% 0&;.j

Assume that the turning ratio deviations are independent
from each other. Thus,

o=T

9,
where u; is the i-th column of the identity matrix of
suitable dimensions. Hence,

Oe
& j

Selection of intersections  Consider an intersection n € N
with incoming roads Z(n) and outgoing roads O(n). Let
& = {&ij}jeom) for each i € Z(n). To quantify the effect
of the perturbations &; ; on the error e we propose the
following procedure:

(20)

= lljlli

= ]\Z_1ujuZ-TVJ\A4_1(,DEXt

(21)



(1) Calculate the Jacobian matrix

Oe

9&;
for each incoming road ¢ € Z(n).

(2) Calculate the error “energy” due to perturbations in
the turning ratios of ¢ using the Frobenius norm of
the Jacobian,

a 2
E=3 3 (af) .

ke€ jeO(n)

Ji = (22)

(23)

(3) Calculate the intersection weight as the total error
energy due to its incoming roads,

Wn = Z HJZH%

i€Z(n)

(24)

(4) Locate the available sensors in intersections with the
highest values of w,,.

Note that the intersection weight can be simplified to

2
wa= D D0 D | D MM vy

i€Z(n) jeO(n) ke& \pe&

(25)

This heuristic procedure is a greedy approach as it assumes
that deviations in the turning ratio values are independent
from each other.

4. SIMULATION AND VALIDATION

To evaluate the performance of the estimator, we consider
a zone of downtown Grenoble, France, as seen in Fig. 1.
The traffic state was obtained by simulating vehicle traces
using the well-known microscopic traffic simulator Aimsun
presented in Barcel6 and Casas (2005). This software
models the position, speed and acceleration of each vehicle
according to the interaction with the other vehicles in
each section and intersection. The real network layout
was recreated in Aimsun as shown in Fig. 2. The layout
contains information about the number of lanes, speed
limit, direction, possible turns at intersections, and length.
Note: the simulated layout does not contain traffic lights.

Fig. 1. Traffic network in Downtown Grenoble.

Fig. 2. Simulated layout of the Grenoble downtown zone
in Aimsun.

To run the simulation, an arbitrary but realistic time-
varying flow profile was applied at the network incoming
boundaries. The turning ratios were set arbitrarily using
the following formula

maxy .
Ul W

- J
v, =
©J § maxy
'Uk k
keO(n)

(26)

where I'; is the number of lanes of road i. This heuristic
formula is based on the intuition that roads with higher
capacity receive a higher vehicle count.

As outputs of the simulation, the position and speed of all
vehicles were recollected, at each time instant. To deploy
the estimator (7), average road speeds where calculated
using (8) directly from vehicle traces. The input flows
at the network boundaries ¢®<*(t) where also calculated
directly by counting the number of vehicles entering these
roads during a time interval of 10 minutes. For validation,
the ground-truth density of road i is calculated as the
average number of vehicles in the road during a time

interval
1 t
pi(t) = UAL /t—At Vi(r)|dT.

Furthermore, the ground-truth flow for road 4 is obtained
from counting the number of vehicles that exited the road
during the time interval At.

(27)

First, we consider the case where all turning ratios are
known, R = R. Figure 3 shows the evolution of the real and
estimated densities for one particular road of the network.
For this road, the density estimates follow closely the real
values, whereas the flow is underestimated. In both cases,
the real values present peaks of high variations, which
are due to the effect of individual vehicle behavior, which
are unable to be captured by the macroscopic model in
Section 2. For evaluation, we consider the metrics Mean
Error (ME) and Relative Mean Error (RME) for road %,
defined as

MEP — L

T
7| ot = ponar (28)
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Fig. 3. Time series for the trajectories of the real and
estimated density and flow for one road.

RMEP = — e (29)
! / (t)dt
T Pi
T 0

which measure the deviation between the mean trajecto-
ries of the real and estimated quantities, and the metrics
Absolute Error (AE) and Relative Absolute Error (RAE),
defined as

I .
AB? = 2 [0 - g (30)
0
AE?
7| e

which measure the total error between the two trajectories,
as it not only consider the difference between their means,
but also the higher frequency variations of one signal
respect the other.

Figure 4 shows the Cumulative Distribution Function
(CDF) for the RME and RAE for flow and density. This
is the percentage of roads that have an error less than

. Error CDF
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——Flow RME
- - -Flow RAE
0 ! L 1 L 1
0 0.1 0.2 0.3 0.4 0.5 0.6

Relative error

Fig. 4. CDF of the RME and RAE for flow and density.
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Fig. 5. Sensitivity weight of each intersection. Intersection
identifiers were sorted according to the weight.

or equal to a given value. Note from the figure that
overall, the mean trajectory of the vehicles is correctly
reconstructed: 90% of the roads present an error less than
8%. The AE shows the effect of the high variability of
individual vehicle decisions, which increases the error to
40% for 90% of the roads. Note that the results for flow
and density have approximately the same performance.

As a second scenario, we consider the case where the
turning ratios in the simulation do not coincide with the
estimates in eq. (26). This was done by adding noise to
all turns, with a uniform distribution between -10% and
10% around the a priori estimates. To include turning ratio
measurements, a set of intersections was selected using the
approach described in Section 3.3.

Fig. 5 shows the distribution of the intersection sensitivity
using the a priori values and maximum values of the
input demands and road velocities, which are known. Note
that the sensitivity weight decreases very quickly, so it is
expected that diminishing returns will be observed as more
sensors are located. Thus, a few number of intersections
could provide a value trade-off. As an illustrating example,
20 intersections are selected such that the turning ratio for
each turn is measured directly, which is approximately a
4% of the total intersections. Fig. 6 shows the location of
the turning ratio sensors.

Fig. 6. Location of turning ratio sensors. Green nodes
represent unmeasured intersections, whereas nodes in
dark-red are the measured ones.
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Figure 7 shows the resulting CDF of the error in the
density estimation. For comparison purposes, the results
are also shown for the base case where no turning ratios
in intersections are measured, and the best-case scenario
where all turning ratios are known. As expected, all-
ratios-known case out-performs significantly the other
methods, specially in the ME. Nevertheless, this case
is generally unfeasible due to practical and budgetary
limitations. In contrast, the no-measurements case is the
worst case scenario, and gives a lower-bound to the error.
The error obtained using the proposed sensor location
scheme presents an improvement of around 3% when
compared with the base case.

5. CONCLUSION

In this paper, we proposed a method to estimate the dy-
namical evolution of flow and density in large urban traffic
network by using heterogeneous data sources: counting
sensors, turning ratio measurements, and floating car data.
The method requires little parameters to be known, as
there is no explicit modeling of the road outflows in terms
of the current density, so no Fundamental Diagram is
required. However, the knowledge of the turning ratios for
every intersection is required. To simplify this requirement,
we introduce a turning ratio sensor location scheme that
takes as input a priori values for these parameters to iden-
tify the intersections for which small perturbations in the
turning ratio values would generate the highest error. We
tested the proposed methods using microsimulations over
the city of Grenoble. The results show that the estimator
performs well, as it is able to reconstruct the overall tra-
jectory of the traffic state and has many roads presenting
little errors. The approaches we propose are also flexible,
as they can be applied for varying budgets. In addition, the
approach allows the inclusion of new data, so the previous
information can be used to improve the location of turning
ratio sensors to increase the performance of the estimator.
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