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Univ Paris Est Creteil, LACL, 94000, Creteil, France
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Abstract. Global transformations form a categorical framework adapt-
ing graph transformations to describe fully synchronous rule systems on
a given data structure. In this work we focus on data structures that
can be captured as presheaves and study the computational aspects of
such synchronous rule systems. To obtain an online algorithm, a com-
plete study of the sub-steps within each synchronous step is done at the
semantic level. This leads to the definition of accretive rule systems and
a local criterion to characterize these systems. Finally an online compu-
tation algorithm for theses systems is given.

Keywords: Global Transformation - Synchronous Rule Application -
Rewriting System - Online Algorithm- Category Theory.

1 Introduction

Classically, a graph rewriting system consists of a set of rewriting rules [ = r
expressing that [ should be replaced by r somewhere in an input graph. Usually
rules are applied one after the other in a non-deterministic way [3I46]. Allowing
multiple rules to be applied simultaneously has been the subject of multiple
studies, leading to the concepts of parallel rule applications, concurrent rule
applications [7], and amalgamation of rules [2]. For instance, amalgamation of
rules is considered when two rules I = r and I’ = ¢’ are applicable but [
and I’ overlap. Basically, the behavior on the overlap is given by a third rule
specifying how r and r’ should consequently overlap. But some systems do not
only require the amalgamation of a few, finite, number of rule applications, but
the amalgamation of an unbounded number, the whole input being transformed.
A simple example is triangular mesh refinement where the triangles of a mesh
are all subdivided into many smaller triangles simultaneously, with a coherent
behavior on the overlap between triangles [13]. In this extreme case, the notion of
replacement is not appropriate, no part of the initial mesh is really kept identical.

Rethinking rewriting for those particular systems where the transformation is
globally coherent leads to a generic and economical mathematical structure cap-
tured easily with categorical concepts, the so-called global transformations [13].
This point of view has been applied mathematically to examples like mesh re-
finements on abstract cell complexes [I3], but also deterministic Lindenmayer
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systems acting on formal words [§], and cellular automata acting on labeled
Caley graphs [9]. In the present work, we tackle global transformations in an al-
gorithmic perspective and show how they can be computed in an online fashion
when transforming graphs, but also any generalization of graphs suitably cap-
tured by categories of presheaves (labeled graphs, higher-dimensional graphs,
etc.). This online strategy saves memory during the computation, more memory
being also saved through a condition allowing the modifications to happen in
place: accretiveness.

The article is organized as follows. After adapting in Section 2] the definition
of global transformations to presheaves, Section |3| unfolds all implications of the
online and accretive perspective at the semantic level, and gathers all necessary
formal results. This leads to the presentation of the algorithm in Section [4
followed by a discussion in Section [} In the present version, facts are only
stated.

2 Background on Global Transformations

In the section, we adapt the definitions of global transformations given in [S[13]
to fit with the context of presheaves and monomorphisms between them. The
reader is assumed to be familiar with the definitions of categories, functors,
monomorphisms, comma categories, diagrams, cocones, colimits and categories
of presheaves. Refer to [12] for details. These constructions are also pedagogically
introduced in the context of global transformation in [§].

In the followmg, we consider an arbitrary category C and write C for the
category Set®™ of all presheaves on C, Cy for the subcategory restricting
morphisms to monomorphisms, and U : C M — C for the obvious forgetful
functor. Morphisms of C4 and monomorphisms of C are written p—p. We
write y : C — C for the Yoneda embedding, and call representable presheaves
the image yc of any ¢ € C.

The examples are spelled out with C set to the category with two objects
v and e, and two morphisms s,t : v — e. A presheaf p € C is then a directed
multigraph with self-loops: p(v) and p(e) are respectively the sets of vertices and
edges composing the graph, and p(s) (resp. p(t)) is a function mapping each edge
to its source (resp. target). The representable presheaves are the graph yv with
a single vertex and the graph ye with two vertices and a single edge. We will
make use of the following particular graphs: dj the discrete graph with k vertices
and no edge, p the path of length k, and ¢ the cycle of length k, & > 0.

The category C is cocomplete and for any diagram D : I — C, the colimit
C of D is directly written Colim(D); C also abusively designates the apex and
C; : D(i) — C the cocone components for any ¢ € I. The usual description of
colimits in C based on equivalence classes of vertices and edges can be rephrased
in terms of zig-zag. A zig-zag z in a category X is given by some natural number
|z], a sequence (2;)o<i<|s| Of |2| + 1 objects of X and a sequence (Z;)o<i<|s|—1
of morphisms in X of the form zg — 21 < 20 — 23--- 2|z OF 2o ¢ 21 —> 22
23+ 2);. Given a functor F': X — Y and two morphisms g : ¢ — F(z) and
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g ¢ — F(z;) in Y, we write F'(z) for the zig-zag defined with [F(z)| = |z,
F(2); = F(z), and F(z), = F(z;). Given two morphisms f; : ¢ — 2z, and
flz) s ¢ = 2z in Y, 2z is said to link fo and fi. if there is a sequence (f; : ¢ —
Zi)1<i<|z|-1 of morphisms such that, for any i € {0,...,[z| =1}, fi = Zi o fiq1
or Z; o f; = fix1 depending on the direction of z;. We say that z links g and ¢’
through F' if the zig-zag F(z) links g and ¢'.

Proposition 1. For any diagram D : I — C of small domain I with C =
Colim(D), any representable presheaf yc and any x : yc — C, there is at least
one pair of (i € Ly : yc — D(1)) such that x = C; oy, and any two such pairs
(i,y) and (i',y') have a zig-zag z in 1 that links y and y' through D.

¢ C; ¢ Cy
x D) 5(21)*:\% D(7")

Proof. Colimits in categories of presheaves are computed pointwise, and colimits
in Set can be described as the connected components in the category of elements
of the diagram, such connected components being such sets of pairs (i,z € F(i))
connected by zig-zags. Moreover, the existence of such a pair is ensured since
the colimit cocone is jointly epimorphic. Combined with the fact that, for any
presheaf p, elements in the set p(c) are in bijection with morphisms yc — p by
the Yoneda lemma, we obtain this formulation. O

Given two categories A and B, a functor F' : A — B, and an object b in B, the
comma category F'/b sees its objects described as pairs (a € A, f : F(a) — b)
and its morphisms from (a, f) to (a’, f’) as pairs (e : a — d/, f’) such that
f = f"oF(e). The composition of (¢’, f"") o (e, f'} is therefore (¢’ o e, f).

Specification of Global Transformations. In this paper, we restrict ourselves to
global transformations acting on C (. At a basic level, they are rewriting systems
transforming presheaves into presheaves. As such, their specification is based on
a set of rules. Each rule v is a pair written | = r with [,r € C . Given an
input presheaf p, it expresses that any occurrence of the left hand side (Lh.s.)
! in p produces the corresponding right hand side (r.h.s.) r in the associated
output. The main feature of global transformations is to endow this set of rules
with a structure of category where morphisms describe inclusions of rules. A rule
inclusion i : y; — 72 from a sub-rule v; = l1 = r1, to a super-rule vo = lo = 15
expresses how an occurrence of [; in [5 is locally transformed into an occurrence
of r1 in ry. So a rule inclusion i is a pair (i : Iy — la, 4, : r1 — 72). Formally,
such a presentation is captured by a category and two functors.

Definition 1. A rule system 7 on Caq is a tuple (Tr,Lr,Rr) where Tt is a
category whose objects are called rules and morphisms are called rule inclusions,
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Y2
=

71
=

Fig. 1: Sierpinski rule system: one rule to divide the relevant triangles, the two
others and their inclusions to specify the connections in the output based on the
connections in the input.

Ly : Ty — CM s a full embedding functor called the 1.h.s. functor, and Ry :
't — Cuy is a functor called the r.h.s. functor. The subscript T' is omitted when
this does not lead to any confusion.

Figure [I] illustrates a global transformation specification for generating a
Sierpinski gasket. The rule system is composed of 3 rules transforming locally
vertices (71), edges (y2) and acyclic triangles (v3). These rules are related by
5 main rule inclusions: i1 : 71 — 72 (plain red), is : 1 — 72 (dashed red),
i3 : 72 — <3 (dotted blue), iq4 : 72 — 73 (plain blue), i5 : 72 — 73 (dashed
blue). For instance, consider the inclusion i3 which expresses that the left edge
of triangle L(y3) is transformed into the left double-edge of R(~v3). Formally,
this is specified via the inclusion i3 whose both components L(i3) and R(i3) are
depicted in dotted blue arrows. The reader is invited to pay attention that even
if Fig. [1| does not show them, the category I' also contains compositions of the
5 main rule inclusions (e.g. i3 041 ), identities and symmetries, that, as functors,
L and R do respect.

Computing with Global Transformations. Given a rule system T, its application
on an arbitrary presheaf p is a three-step process. An illustration is given Fig.
based on the rule system of Fig. [T} The input is depicted at the top left and the
output at the top right.

1. Pattern matching which consists in decomposing the input presheaf by mean
of the rule Lh.s. It results a collection of L.h.s. instances, also called matches,
structured by rule inclusions. This step is achieved by considering the comma
category L /p: objects in that category are indeed all the morphisms from
some l.h.s. to p; morphisms are the instantiations of the rule inclusions be-
tween those matches. See arrow (1) in Fig. for an illustration. Formally, the
figure at bottom left is a representation of Ly o Proj[Lr/p] where Proj des-
ignates the first projection of the comma category mapping each instance
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matching construction

(1) pattern\ /\71\5\/ /\7‘(\5‘\ /23) output
/5 \ /5 .

(2) local
application

TININ

N\ LY [N N\ \

P
O]

[OXN [ m—) PRORN S <«©

Fig. 2: Step of computation of the Sierpinski gasket using the rules of Fig.

(v € Tr,f : Lr(y) < p) to the used rule 5. Notice the role of the rule
inclusions (in red and blue) which are reminiscent of the input structure.

2. Local application of rules which consists in locally transforming each found
L.h.s. into its corresponding r.h.s., the structure being conserved thanks to
rule inclusions. This step is achieved by applying the r.h.s. functor Ry on
each rule instance: Ry o Proj|Lr/p], as illustrated in Fig.

3. Output construction which consists in assembling the output from the struc-
tured collection of r.h.s. The inclusions take here their full meaning as they
are used to align the r.h.s. and drive the merge. See arrow (3) in Fig. [2| for
an illustration. The resulting presheaf is formally the apex of a cocone from
the diagram defined in the previous step which we used to obtain by col-
imit [8IT3]. Since colimits are only guaranteed in C, we consider the following
functor T : CM - C:

T(-) = Colim(Dr(—))  with  Dp(—=) =UoRyoProjlLr/—] (1)
using the forgetful functor U, T'(p) being the result of the application.

Remark 1. Notice that T is a complete functor also acting on morphisms. Con-
sider a monomorphism h : p < p’. By definition of colimits, T(p) is the univer-
sal cocone with components T(p) (. sy : Dr(p)({7, f)) — T(p) for each instance
(v, f) € Ly /p. We have a similar construction for T'(p’) which gives rise to a co-
cone C' as the restriction of T(p’) on the diagram of T'(p). Formally, C is defined
with apex C' = T(p') and components Cy, ¢y = T(p')(y,nof)- The image T(h) is
the mediating morphism from colimit T(p) to C.
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(a) Dualization of (b) Contraction | (c) Removal of iso- | (d) Simplification
vertices and edges of components lated vertices of multi-edges

Fig.3: Some rule-systems. Note that all of them remove self-loops.

We focus on those rule systems where the results stay inside C M, t.e., such
that all previous mediating morphisms are monomorphisms. This leads to the
following definition of global transformation for C .

Definition 2. A global transformation 7' is a rule system such that T factors
through the forgetful functor U : Cu — C. In this case, we denote T : Cpaq —
CM the functor such that UoT =T.

The Sierpenski rule system of Fig. [T]is a global transformation. Its behavior
is to split all edges and add some edges for acylic triangles. Thus, adding vertices
and edges to an input only adds vertices and edges to the output. The induced
functor maps monomorphisms to monomorphisms, so factors through U.

Figure [3] introduces four additional examples of rule systems that illustrate
the various properties that we consider exhaustively. Let us see which of them
are global transformations as a preparation for later considerations.

Ezample 1. The removal of isolated vertices (Fig. [3d) is a global transformation
since removal is definitely a functorial behavior from Cp to Cug.

Ezample 2. Simplification of multi-edges (Fig. is also a global transforma-
tion. For any two vertices a and b with at least an edge from a to b, it merges
all edges from a to b into a single edge.

Ezample 3. On the contrary, the dualization of vertices and edges (Fig. is
not a global transformation. Indeed, consider a monomorphism ¢ : p; < c¢3 from
the path of length 2 p, to the cycle of length 3 c3. In this case T(p2) = ps,
T(c3) = c3, and there is no monomorphism sending the four vertices of ps3 to the
three vertices of cs.

Ezample 4. Contraction of components (Fig. is not a global transformation.
Consider the monomorphism i : dy < p; from the graph dy with only vertices
to the path p; of length 1. In this case, T'(d2) = dy and T(p;) = d; and there is
no monomorphism sending the two vertices of dy to the single vertex of d;.
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3 Accretion and Incrementality

We are interested in having an online algorithm computing Eq. where the
output T'(p), for any p, is built while the comma category Ly /p is discovered by
pattern matching. Informally, starting from a seed corresponding to the r.h.s. of
some initial instance, Ly /p is visited from neighbor to neighbor, each instance
providing a new piece of material to accumulate to the current intermediate
result. We first give the formal features to be able to speak about intermediate
results, leading to the notion of accretive rule system. Then we give a criterion,
called incrementality, for a rule system to be an accretive global transformation.
In this algorithmic perspective, we restrict our discussion to finite presheaves
and finite rule systems so that Ly /p is finite as well. Moreover we assume that
Lz /p is connected; disconnected components can be processed independently.
Finally, we fix a given finite rule system T' = (I', L, R) and a finite presheaf p.

3.1 Accretive Rule Systems and Global Transformations

Informally an intermediate result consists in the application of T on an incom-
plete knowledge of L/p, i.e., on a partial decomposition of the input. Our study of
partial decompositions starts with some remarks. To begin, the comma category
L/p is a preordered set.

Proposition 2. For any category I, any full embedding F': 1 — CM, and any
presheaf p € Cpq, the comma category F/p is thin, i.e., there is at most one
morphism between any two objects.

Proof. For any 41,12 € I, consider (i1, my : F(i1) < p) and (iz, m2 : F(i2) — p)
of F/p together with two parallel morphisms (f : i1 — i, m9) and (g : iy —
i2, ma) between them. We want to prove that f = g. By definition of morphisms
in F/p, ma o F(f) = m; = mgo F(g). Since my is a monomorphism, we get
F(f) = F(g). Since F is in particular faithful, we obtain the desired equality
=g

Therefore thinking in terms of maximal, non-maximal and minimal instances,
sub- and super-instances actually makes sense for any comma category L/p.

Moreover, L/p being a preorder makes the colimit T'(p) of the diagram
Dr(p) : L/p — C special. Informally, only maximal instances matter, sub-
instances being used to specify how to amalgamate the r.h.s. of maximal in-
stances. Formally, whenever we have a morphism (e, f’) : (v, f' o L(e)) —
(', 1"y € L/p, the r.h.s. of 4/ contains the r.h.s. of v through e : v — +/.
With f = f’ oL(e), this means that (v, f) does not contribute more data to the
output. The role of the non-maximal (v, f) is to specify how the r.h.s. of some
~" should be aligned with the r.h.s. of 7/ in the resulting presheaf when there is
a second morphism (v, f) — (7", f”) to another maximal instance (7", f").

As an example, consider the diagram depicted on bottom right of Fig. [2] and
its colimit on the top right. All the elements of the colimit are given in the r.h.s.
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of the maximal instances (the 3 triangles). The minimal instances (the 6 one-
vertex graphs) are used to specify how the 9 vertices of the 3 refined triangles
should be merged to get the colimit.

Computing T Online. Given a presheaf p € C, we call a partial decomposition of
p with respect to L a subset M of maximal instances of L/p such that the restric-

tion M of L/p to M and morphisms into M remains connected. We write I:\/;)
for the category of partial decompositions of p with set inclusions as morphisms.
L/p represents the different ways L/p can be visited from maximal instance to
maximal instance by the use of non-maximal instances to guide the merge. We
extend the action of T on p into a function fp :L/p — C as follows:

T,,(M) = Colim(Dr(p) | M). (2)

The definition fp is in fact a complete functor also acting on any morphism

M C M’ of L/p using the exact same construction as given in Remark [1|for T'.

In the case of Fig. [2] the maximal instances being the three triangles, the
partial decompositions consist of subsets having 0, 1, 2 or 3 of these triangles.
As an example, choose arbitrarily two of these triangles, say ¢; and t5. The
intermediate result T),({t1,t2}) is the graph consisting of the two refinements of
t1 and to glued by their common vertex.

The online computation of T(p) consists in iterating a simple step that
builds T,(M U {m}) from T,(M) as soon as a new maximal instance m has
been discovered. This step is the local amalgamation of Dr(p)(m) with TP(M )
considering all the non-maximal sub-instances, say {n',...,n”}, shared by the
elements of M and m. Indeed each such sub-instance n gives rise to a span
T,(M) <= Dp(p)(n) — Dr(p)(m). Gathering all these spans leads to the suture
diagram Sy, defined as follows:

Tp<M>~( |
T TpMn”
Tp(M)n/‘ D(el) D(m) (3)
’ ” D(e")
D(n/) D(n")

where D stands for D (p) for simplicity, notation that we will use from now on.
The colimit of a single span being called a pushout, we call the colimit of this
collection of spans a generalized pushout. The fact that this generalized pushout
Colim(Sas,m) and the desired colimit T,,(MU{m}) as given in Eq. (2]) do coincide
is formalized by the following proposition.

Proposition 3. Let M' = M U{m} € I% As a cocone, T,(M') has the same
apex as Colim(Sr,m) and has components

7 (M), = Colim(SM’m)Tp(M) ofp(M)n ifne M,
P " Colim(Sar,m) p(m) © D(e) for any e :n — m,
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where Syr,m is diagram (3).

Proof. For simplicity, we write S for Sy, and K (resp. K') for TP(M) (resp.
fp(M ")) as a cocone. Let us consider a bigger diagram containing the diagrams
D] M, Sand D | M'. For this, we take D | M’ and add the object TP(M) and
all morphisms K (o) : D(o) — fp(M) for 0 € M. By universality of TP(M), there

is a bijection between cocones on this big diagram and cocones on D [ M'.

T, (M)
2N
D(my) -+ D(my) D(m)
e J % Ko
D(n) D(n’) D(TLN) D(n///)

where M = {mq,...,m;}. Adding to the picture Colim(S) with its associated
components t : TP(M) — Colim(S) and ¢ : D(m) — Colim(S), recall that
K! =toK, forall o € M, and K/ =coD(e) for all e: 0 < m. This is indeed
a cocone on D | M by properties of ¢t and ¢, and extending it with K/TP(M) =t
gives us the unique corresponding cocone on the big diagram. To establish that
it is universal, let us consider another arbitrary cocone W on D [ M’.

By diagram chasing, one can see that this cocone can be restricted to its com-
ponents on M, i.e. on {n,...,n"”,my,...,m;}. This gives us a unique extension
of W on all the big diagram. By restricting again to its components on S, i.e.
components at n',...,n",T,(M), m, and by universality of T),(M’), we obtain a

unique mediating from T),(M’) to W, as wanted. O

As an illustration, for computing fp({tl, to,t3}) (which is in fact the output
in Fig. , it is enough to amalgamate Tp({tl, t2}) (already considered) with the
refinement D(t3) of the last triangle t3, using as suture the two vertices of 3
shared with ¢; and ¢ playing the role of n’ and n” in diagram .

Remark 2. To summarize, computing T(p) online is a matter of collecting the
finite set of all maximal instances {m1, ma, ..., my} of L/p in any order satisfying
that m;11 is connected to Z\Z where M; = {my,...,m;}. This allows to replace
the single colimit computation of the whole diagram, as in Eq , by a sequence
of smaller colimit computations using the induction relation:

T (M) = {D(ml) ifi=1 @

Colim(Shas, y,m;) otherwise.
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The base case is obtained from Eq. 2] for a singleton set of maximal instance,
and the inductive one is established by Prop. @ Sn,_1,m; being a generalized

pushout diagram linking fp(Mi,l) and D(m;). The final value fp(Mk) of this

sequence is the colimit of ka ka is exactly the diagram D without the arrows
between the non-maximal instances. But the colimit T},(M}) of My, is necessarily
the same as the colimit T'(p) of D by the following proposition.

Proposition 4. The subcategory M;; of L/p given by all instances but only
morphisms to mazimal instances is final in L/p, in the sense of final functor.

Proof. We need to show that for any instance o € L/p, and any two morphisms
ep : 0 — o9 and e : 0 — 07, there is a zig-zag z in the subcategory and a
sequence of morphisms of L/p from o to each zj that commutes with each Z.
Take i € {0,1}. If o; is maximal we set Z; = e;. If it is non-maximal, we set
Z; = €, oe; for any €] : 0; — 0} to some maximal o]. We have just built a valid
z of length 2 in the subcategory, the associated sequence of morphisms being
simply Zo, id,, Z1, which trivially commutes as wanted. O

Accretive Rule Systems. We are interested in those rule systems where the inter-
mediate results stay inside Ca, i.e., such that T),(M C M’) are monomorphisms

for any p and any M C M’ € L/p. This leads to the following definition of ac-
cretive rule systems.

Definition 3. An accretive rule system 7' is a rule system such that for any
p € C, T, factors through the forgetful functor U : Cxy — C.

Ezample 5. The rule system of Fig. |3b|is accretive. Focusing on connected L/p,
its Lh.s. implies that p is a connected graph. Any M € L/p corresponds to a
connected sub-graph of p and is sent to the single vertex graph if it is not empty,
or to the empty graph otherwise. So for any relation M C M’, T,(M C M') is
the empty morphism or the identity morphism, and both are monomorphisms.

Ezample 6. The rule system of Fig. [Bdlis also accretive. Again, p is a connected
graph and any M € L/p corresponds to a connected sub-graph of p. Here M
is sent to the same graph with parallel edges simplified into single edge. So for
any relation M C M’ M’ is sent either to the same thing as M when M’ only
adds more parallel edges, or to a strictly greater graph otherwise. In both case

T,(M C M') is a monomorphism.

Ezample 7. On the contrary, the rule system of Fig. [3a]is not accretive. Consider
the cycle c¢; of length 3, and the associated L/c3. The latter contains 3 instances
of rule 7 and 3 maximal instances of the rule 5. Consider the relation M C M’
where M’ contains all three maximal instances and M only two of them. We
have T,(M) = p3 and T,(M’) = c3, but there is no monomorphisms between
these two graphs.

Ezxample 8. By the exact same reasoning, the rule system of Fig. [3d is also not
accretive.
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3.2 Incremental Rule Systems and Global Transformations

We are interested in giving sufficient conditions for rule systems to be global
transformations. These conditions also imply accretiveness.

Our strategy consists in preventing any super-rule to merge by itself the r.h.s.
of its sub-rules. In other words, the rule only adds new elements to the r.h.s. of
its sub-rules in an incremental way. A positive expression of this constraint is
as follows: if the r.h.s. of two rules overlap in the r.h.s. of a common super-rule,
this overlap must have been required by some common sub-rules.

Definition 4. Given a rule system T = (I',L,R), we say that a rule v € T
is incremental if for any two sub-rules y1 —» v <= 5 in T, any representable
presheaf ye, and any R(71) & ye 3 R(72) such that R(i1)oxy = R(iy)oxs, there
are some y1 & v 3 vy and x : yc — R(Y') such that the following diagrams
commute.

Nl a0
1 RN /,’/ T
Y

A rule system T is said incremental if every v € T' is incremental.

The Sierpinski gasket rule system (Fig.[l) is incremental. The only non-trivial
case is when the sub-rules v, and 72 of Def. [] are set to the edge rule of Fig.
and v to be the triangle rule, such that the r.h.s. of v; and -5 overlap on a
common vertex in R(v) (morphisms x; and x5 of Def. 4 . This vertex is nothing
but the image of the vertex of L(7) common to the inclusions of L(7;) and L(~)
in L(v). This invites us to set v’ to the vertex rule of Fig. [l| and complete the
requirements of Def. [4] to get incrementality.

The main constraint enforced by the incrementality criterion is that any
merge is always required by sub-rules as stated by the following lemma.

Lemma 5. Given an incremental rule system T = (I',L,R), a zig-zag z in T,
a representable presheaf yc and two morphisms xo : yc — R(z0), )2 : yc —
R(zz|) such that z links xo and x|, i.e. there is a cone (x; : yc — R(2i))o<i<|z|
that commutes with R(z). Then there is a zig-zag z' in T of the form zy = z{ +
2] — 2y = 2|z that also links o and x|

R(Zo R(Z. -1 R(zg R?l
Rizg) 2 BB Ry 2 R B e,
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Proof. This is proved by induction on the length of z. We show the base case
with |z| = 0 by taking 2’ = (id,,, id,,). For the induction case we assume that
the proposition is true for any zig-zag of size k and take z of size k + 1. Then we
have two cases that depends on the direction of the first morphism of z:

— If Zp : 21 = zp we can apply the induction hypothesis on the zig-zag y =
(Z1,...Zk+1) to get a zig-zag y' of the form z; =y < y| = yh = 241 that
links 71 and xy+1. Then we take 2’ = (Zg 0 4/,,%'1) to conclude this case.

— If Zp : z9 — 21 we first apply the induction hypothesis on y = (Z1,...Zk+1)
to get a zig-zag y' of the form z; = y) < vy} — yb = zk41 that links
z1 and zg41. Let 2’ : yc — R(y}) be the induced linking morphism such
that R(Zo) o 20 = R(¥/y) o 2. Applying Def. 4 on this square, we get a
quadruplet (v € T',my : v = 20,72 : ¥ — 9,2 : ye = R(¥')) such that
R(Zo) oR(m1) = R(¥/y) o R(72), 29 = R(m1) o, and 2’ = R(m2) o z. Here the

wanted 2’ is (my,y’; o m2). O

Consider any monomorphism h : p < p’ of presheaves such that some merge
is required by the computation of T'(p’) between some elements of r.h.s. instances
also involved by T(p). Lemma [5| ensures that it is required by a sub-rule which
must also be instantiated by T(p) so that the merge is also required by the
computation of T(p). In other words, T'(h) is a monomorphism as established

by the following theorem.
Theorem 6. Any incremental rule system is a global transformation.

Proof. Consider the setting of Remark We need to show that T(f) is a
monomorphism for f : p < p’. For any two morphisms 1,22 : yc — T(p)
for any ¢ € C such that T'(f)ox; = T(f) o x2. We are left to show that z; = xs.

Take k € {1,2}. By Prop. |1} 2 factors through some cocone component of
T(p). Say z = T(f) (v ,ms) © Y Where (vi,,my) is a object of L/p. So T(f)oxy =

T(f) o T(P) (yyem) © Yk = T (D) (v, fomuy © Y- Since T(f) oz =T(f) o 2 then
T(p/)<%foml> oy = T(p')m,fomz) oysy. Using Prop. [1{on the latter equality into
the colimit T'(p’), there is a zig-zag z in L/p’ from (v1, f o m1) to {y2, f o ma)
that links y; and yo through D(p’). The zig-zag Proj[L/p’](z) in I' obviously
links y; and yo through U o R. Since the rule system T is incremental, we apply
Lemma [5| to obtain a zig-zag 2’ in I" of the form v; = 2 < 2] — 2z, = %
that links y; and yo through U o R. Let us define the zig-zag z” in L/p to
be (y1,m1) + (2], h) = (y2,mz2) where h = my o L(2'1) = mg o L(2/2) and
2" = (2'k,my) for k € {1,2}. Clearly, Proj[L/p](z") = 2/, so 2" links y; and ys,
through D(p). By commutation properties of cocones over D(p), we have that
T(p) (yi,m1) O Y1 = T(p) (v2,ms) © Y2, which implies x1 = z2 as wanted. O

The previous remark also applies for intermediate results leading to the fol-
lowing theorem concerning accretiveness.

Theorem 7. Any incremental rule system is accretive.

Proof. The proof is similar to the proof of Theorem [6} O
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However, the converses of these theorems do not hold so incrementality is
sufficient but not necessary as illustrated by the following examples.

Ezxample 9. The rule system of Fig.[3cis a global transformation as explained in
Example [I} but not incremental. Consider e : 3 — 2 be the plain arrow into
Y2 and es : 1 — 7o the dashed arrow into 7. The cospan v; < 2 <= 71 is such
that hy : dy — R(v1) and hs : di < R(y1) such that R(ey) o hy = R(ez) o hy but

there is no rule 4’ to ensure the incrementality condition.

Ezxample 10. Similarly, the rule system of Fig. is a global transformation
(Example [2)) but is not incremental. Consider ey : 72 — 73 be the plain arrow
into 3 and es : v2 — 3 the dashed arrow into v3. The cospan vo < 3 <= 79 is
such that hq : I3 < R(72) and hs : I3 < R(2) such that R(e1) o hy = R(ez) o hso
but there is no rule 4’ to ensure the incrementality condition.

Example 11. The rule system of Fig. is accretive (Example but non-
incremental. Consider e; : v1 — 2 the plain arrow into 3 and ey : 1 — V2
the dashed arrow into -y3. Observe that for the cospan vy; < 5 <= =1 we have
hi :di = R(72) and hs : di < R(72) such that R(e1) o hy = R(ez) o hy but
there is no rule 4’ to ensure the incremental condition.

Ezxample 12. Similarly, the rule system of Fig. is accretive (Example @ but
non-incremental.

Summarizing the properties collected with the four examples of Fig. [3| and
with the one of Fig. [I]in a table, we can see that being a global transformation
and being accretive are orthogonal properties, but incrementality forces the two.

non-incr. incr.

non-G.T. G.T. non-G.T. G.T.
non-accretive | ex. Fig.|3al | ex. Fig. |3¢| | None, Thm. @ None, Thm.
accretive | ex. Fig.|3b|| ex. Fig.|3d|]| None, Thm. @ Sierpenski

4 Computing Accretive Global Transformations

This section is devoted to the description of an effective implementation of the
online procedure considered in Section In this context, we focus on incre-
mental global transformations. We first explain how the categorical concepts of
Section [3| are represented computationally (Section . This is followed by a
detailed presentation of the algorithm (Section [4.2)).

4.1 Categorical Constructions Computationally

Up to now, we exposed everything formally using categorical concepts: the cat-
egory of presheaves C M, finite incremental rule systems T' = (I', L, R), and the
comma category L/p for some finite presheaf p. We now describe their computa-
tional counterparts. First, let us introduce some notations used in the algorithm:
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— X* stands for the set of finite words on the alphabet X; the empty word is
denoted by e and the concatenation by u - v for any two words u,v € X*.

— [laca B(a) is the set of pairs (a,b) where a € A and b € B(a).

— Jluca B(a) is the set of functions f : A — (J,c4 B(a) such that for any
a € A, f(a) € B(a). Such functions are also manipulated as sets of pairs.
Those pairs are written a — f(a).

The Category of Presheaves with Monomorphisms. The category Cq is the for-
mal abstraction for a library providing a data structure suitably captured by
presheaves (like sets, graphs, Petri nets, etc.) and how an instance of that data
structure (presheaves) is part of another one (monomorphisms). Two functions
— o — and — = — need to be provided to compute composition and equal-
ity test of sub-parts. The library also needs to come with a pattern matching
procedure taking as input two finite presheaves p and p’ and returning the set
Homg (p,p’) of occurrences of p in p’. Finally, the library is assumed to pro-
vide a particular construction operation called generalizedPushout(ps,ps,S)
computing the generalized pushout, i.e., the colimit of the collection of spans .S,
each span being represented as a triplet (p € CM, fiip = pi,foip = pa).
The resulting colimit is returned as a triplet (¢ € Cal, g1 i P1L <> € Gt pa c)
where c is the apex and g1, g» the corresponding component morphisms.

Finite Incremental Rule System. A finite rule system is described as a finite
graph whose vertices are rules | = r as pairs of presheaves and edges are pairs
of monomorphisms (i; : Iy < la,i,. : 11 < r9). Functors L and R return the
first and second components of these pairs respectively. At the semantic level, T'
is the category generated from this graph. Finally, incrementality as presented
in Def. [4] is clearly decidable on finite rule systems, giving rise to an accretive
global transformation by Theorems [6] and

The Category of Instances. By Prop. L/p is a preordered set, but in our
implementation, any time an instance is matched, all of its isomorphic instances
are taken care of at the same time. This corresponds informally to taking the
poset of equivalence classes of the preordered set. Also, by Prop. [4] morphisms
between non-maximal instances can be ignored. All in all, L/p is adequately
thought of as an abstract undirected bipartite graph that we call the network.

Finally, the L/p is never entirely represented in memory (neither is the cocone
associated to the resulting colimit). A first instance is constructed, and the others
are built from neighbor to neighbor through the operation ][, Homy,,,(n,m)
and [],, Homy,/,(n,m). The former lists the sub-instances of m and the latter
lists the super-instances of n. For the “incoming neighbors” or sub-instances
[1,, Homy,/p(n, v/, f')), they are specified as

{({(v. f o L(e)), (e, ) ey =}

This corresponds simply to the composition — o — in C Mm discussed earlier. On
the contrary, “outgoing neighbors” or super-instances [[,, Homy,/,((7/, f'), m)
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Algorithm 1:

Input: T : rule system on Cum

Input: p: Cm

Variable: P : Cu

Variable: N : (L/p)*

Variable: £ C ], .y L1, Homg/,(n,m)
Variable: C : [[, .y Homg  (D(n), P)

1 let n = findAnyMinimal(7),g), i.e., any minimal element in L/p
2let E=0,C={n—idpm}, N=mn, P=D(n)

3 while N # ¢ do

4 let n = head(N), i.e., the first instance in the queue without modifying N
5 let M’ =1],, Homy,p,(n, m)

6 for (m,e) € M’ s.t. (n,m,e) &€ E and m is mazimal do

7 let £' = [1,,.,, Hom,/,(n', m)

8 let S={(n',C(n),D(")) | (n,¢) € E',n € N}

9 let (P’,t,c) = generalizedPushout(P, D(m), S)

10 E:=EU{(n',m,e) | (n,e) e E}

11 C:=CU{n —coD()|(n,¢)€e E n &N}

12 N:=N-(n|(n,e)eE n ¢gN)

13 P:.=F
14 E:={(n,m,e')e E|n #n}
15 C:={n"—Cn)eC|n #n}
16 N := tail(N), i.e., removes the first instance n from the queue

17 return P

correspond to extensions and are obtained by pattern matching.

L 1) (0 F) = (7 ) |
¢ 7' =", f" € Homg (L(y'),p) st. f = f" o L(e')}.

Notice that these two specifications are obtained by simply unfolding the defi-
nition of the morphisms of the comma category. Also, the set of incoming mor-
phisms e : v — 4’ and outgoing morphisms ¢ : 4/ — ~” in T are directly
available in the graph representation of the rule system T as said earlier. These
operations are used to implement a breadth-first algorithm, earlier instances
being dropped away as soon as their maximal super-instances have been found.

4.2 The Global Transformation Algorithm

Algorithm [1| gives a complete description of a procedure to compute T'(p) online.
The algorithm manages four variables P, N, F and C. Variable P contains
intermediate results and finally the output presheaf. The part of the network
that is kept in memory is represented by variables N and E: N is a queue
containing, in order of discovery, the non-maximal instances that might still have
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D(e")
D(n1) — D(m1) D(n1) — D(ms2)
e
C(n1) c1 D(n4) c2 /
D(T’Ls)
D(n1) o P / . P e t Ps=————P;

Fig. 4: Evolution of the data during the four firsts steps of the algorithm. From
left to right: we start with a non-maximal instance, process its associated maxi-
mal instances successively, and finally drop the non-maximal. At each stage, the
output is updated by generalized pushout.

a role to play. E associates each instance in N to the set of its maximal super-
instances that have already been processed. For simplicity, F is not represented
as a function from N to sets but as a relation. The r.h.s. D(n) of each instance
n € N is already in the current result P through the morphism kept as C'(n).

Fig.[illustrates the first steps of Algorithm [I]representing maximal instances
as black dots, and non-maximal instances as white squares. The initialization
step is to find a first instance (line 1). For that, we try each minimal pattern,
and start with the first founded minimal instance, say n. At this point, the first
intermediate result Py is simply the r.h.s. D(n;); we memorize the (identity)
relationship between D(n;) and Py, call it C'(ny) : D(n1) — Py, and enqueue ny
(line 2). Enqueued non-maximals are treated one after the other (lines 3, 4, 16).
For each, we consider all maximal super-instances of ny (lines 5, 6). In Fig.
we assume three such super-instances mi, mo and mg. They are processed one
after the other (line 6).

The first iteration processes m; by taking all its sub-instances ny, ..., nq4 (line
7). The suture S is computed (line 8) by considering all already computed non-
maximals (i.e., in N) among these sub-instances. Here, only n; is already known
and serves to define a one-span suture with morphisms C(n;) : D(ny) — Py
and D(¢’) : D(ny) — D(my), where €' is the morphism from n; to m;. The
generalized pushout of Py and the r.h.s. D(m;) is therefore computed and gives
the new intermediate result P; (lines 9, 13). Since P; includes the r.h.s. of all
discovered non-maximals N = {nq,...,n4}, we memorize as C(n) : D(n) — P,
for n € N the locations of these r.h.s. in P; (line 11). The newly discovered
non-maximal instances ng, n3 and ny are enqueued (line 12).

The second iteration processes mo similarly and all its sub-instances ni, ny,
ns, and ng are computed. This time, n; and ny are used for computing the new
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intermediate result P, by generalized pushout using the two spans (nq,C(n) :
D(ny) — P1,D(j) : D(n1) — D(me)) and (ny4,C(n4) : D(ng) — P1,D(k) :
D(n4) — D(ms2)) as suture. The set N of discovered non-maximals is updated
by adding ns and ng as well as the locations C' of their r.h.s. in P>.

The processing of mg is similar and shows no novelty. At this point non-
maximal n, does not have any further role to play: the r.h.s. of all its associated
maximals are already amalgamated to the current intermediate result. nq is
dropped together with all data associated to it (lines 14-16), as shown in the
last step of Fig[d] Non-maximal instances being processed in the order of first
discovery, the next one is n9 in the example.

During these processings, other non-maximal instances see some of their as-
sociated maximals being processed. We have to keep track of this to avoid double
processing of maximals which would cause infinite loops (condition at line 6).
This is the role of E to maintain this information. Clearly E contains only the
useful part of the network: edges from maximals to their sub-instances are reg-
istered when discovered (line 10) but cleared up as soon as a non-maximal is
dropped (line 14). Considering that non-maximal instances are treated in order
of appearance, the algorithm will process the maximals at distance 1 from n,
first, then those at distance 2, and so on, until the complete connected compo-
nent of the network is processed. In memory, there are never stored more than
four “radius” of instances d, d + 1, d + 2 and d + 3 from n;.

Theorem 8. Algorithm is correct, i.e., the final value of P is T(p).

Proof. We ignore the case when L/p is composed of a single instance, since the
algorithm behaves trivially in that case.

Ignoring lines 8, 9, 11, 13, and 15, variables P and C, and looking only at non-
maximal instances (variable n), the algorithm behaves like a usual breadth-first
search. Indeed, the search begins by enqueueing a first non-maximal instance at
line 2. Each iteration of the while loop (line 3) processes the next non-maximal
instance n in the queue (line 4), lists all its “neighbors via a maximal instance”
(lines 5-7) and enqueues those that have not yet been visited (lines 10, 12)
before popping n out of the queue (line 16). Variables E and N serve as the set
of visited non-maximal instances. The reason line 14 can remove all occurrences
of n in the set E without creating an infinite loop is that F memorizes the
maximal instances m’ from which each enqueued non-maximal instance n’ has
been reached (line 10). The counstraint (n,m,e) ¢ E of the for loop (line 6)
prevents this path to be taken in the other direction.

Since all non-maximal instances are assigned to n at line 4, and each maximal
instance is a super-instance of some non-maximal instance, we have that m goes
through all maximal instances as well (line 6). Let us call mq, ..., my, the
successive values taken by m and define the sequence of set of maximal instances
M; = {mq,...,m;} for i € {1,...,k}. The breath-first traversal ensures that
each newly considered m;; is connected to some maximal instance in M; by
some non-maximal sub-instances. Let us show now that the successive values
taken by P at line 13, numbered Py, P, ..., Py, are such that P; = T,,(M;). Using
Remark (1} it is enough to show that P, = D(m1) and P;1 = Colim(Snz, m,.,)-
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For Py, consider the first steps of the algorithm before the first execution of
line 13. Call n; the value of n at line 1 and note that P is assigned to D(ny) at
line 2 and C(n1) to idp,) : D(n1) — D(ny). At lines 4, 5 and 6, n is assigned
to n1, m to my and e to the corresponding morphism from n; to m;. Lines 7
and 8 lead S to be {(n1,idp(y,) : D(n1) = D(n1), D(e) : D(n1) — D(m1))}. So
the first execution of line 9 computes this simple pushout and sets (P’,t,c) to
(D(m1), D(e€),idp(m,))s 50 Pi = D(my) = T,(M;) at line 13.

To establish that P;y, = Colim(Shs, m,,,) in the (i + 1)-th execution of line
13, we need to show that the parameters (P, D(m),S) provided in (i + 1)-th
execution of line 9 correspond to the diagram Sy, m,,, given in . Firstly,
by induction hypothesis, we have that P = P; = fp(M,») and m = m;11. The
collection of spans S computed at line 8 is correct because E’ is the set of
sub-instances of m (line 7), and N contains all sub-instances of the maximal
instances in M; that could have a morphism to m;;;. Indeed, a non-maximal
instance is discarded from N, FE and C (lines 14-16) only after that all of its
maximal super-instances have been processed (for loop at lines 5 to 13). Line 11
and 15 ensure that C' always contain the correct morphism D(n) — P for all
non-maximal instances n contained in N.

Finally, line 11 modifies C' without updating the cocone compounds already
stored in C, resulting in mixing morphisms with codomain P and P’. It is cor-
rect considering the following fact. For accretive global transformations, ¢ (line
9) is always a monomorphism and can be designed for ¢ to be a trivial inclusion.
In that case, any morphism to P is also a morphism to P’, the latter materi-
ally including P. In other words, everything is implemented to ensure that the
modification on intermediate results are realized in place. O

5 Conclusion

In this paper, we have presented an online algorithm for computing the applica-
tion of global transformations on presheaves. Note that this work was originally
restricted to global transformations of graphs but the extension to any cate-
gory of presheaves appears to be straightforward. It is natural to expect the
extensions to other well-known classes of categories, in particular for the class
of (M-)adhesive categories [1115].

At the algorithmic level, there remain many interesting considerations that
need to be settled. One of them is that the way this algorithm goes from maxi-
mal instances to maximal instances using common sub-instances reminds of the
strategy of the famous Knuth-Morris-Pratt algorithm [I0]: in both cases the
content of one match is used to guide following subsequent pattern matching.
This link is reinforced by the work of [I4] that extend the Knuth-Morris-Pratt
algorithm to sheaves. In Algorithm [I] we used pattern matching as a black-box
but opening it should allow to mix the outer maximal-to-maximal strategy with
the Knuth-Morris-Pratt considerations inside the pattern matching algorithm
of [14]. Another important aspect is the complexity of this online approach and
its natural extensions. Indeed, we described how a full input is decomposed in
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an online fashion, and the parts also treated online. The full picture includes the
input itself being received by part, or even treated in a distributed way. Each of
these versions deserve a careful study of their online complexity, i.e., the com-
plexity of the computation happening between each outputted data. We are also
interested in the detailed study of the problem consisting of deciding, given a
rule system, if it is a global transformation or not. Incremental rule systems form
a particularly easy sub-class for this problem but we are talking here about the
complete class of all rule systems.

The incremental criterion can be studied for itself. An alternative equiva-
lent expression of Definition [ is stated as follows: given a super-rule, its r.h.s.
contains the r.h.s. of its sub-rules as if they were considered independently. Intu-
itively, this prevents from non-local behavior like collapsing non-empty graphs to
a single vertex since the empty graph remains empty for example as in Fig. 35
From that point of view, incremental global transformations follow the research
direction of causal graph dynamics [I]. In this work any produced element in the
output is attached to an element of the input graph and a particular attention
is put on preventing two rule instances to produce a common element.
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