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Abstract

Let \((S_t)_{t \geq 0}\) be the running maximum of a standard Brownian motion \((B_t)_{t \geq 0}\) and \(T_m := \inf\{t; mS_t < t\}, m > 0\). In this note we calculate the joint distribution of \(T_m\) and \(B_{T_m}\). The motivation for our work comes from a mathematical model for animal foraging. We also present results for Brownian motion with drift.
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1 Introduction

A part of the motivation behind the study presented here stems from a toy-model designed by Paul Krapivsky for animal foraging [4]. Among many applications, stochastic processes have indeed often been used to model the paths traced by animals searching for food, shelter or other necessities [12].
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Figure 1: Position of an animal foraging in a one-dimensional space, modelled as standard Brownian motion. Shown are also the supremum process of the Brownian motion and $T$, the first hitting time of the supremum on the diagonal barrier.

The toy-model which we have in mind here deals with the simplified, stylized case of an animal foraging in a one-dimensional space. The animal’s initial position coincides with the origin, and we model its position as time $t$ elapses by a standard Brownian motion $(B_t)_{t \geq 0}$. For the sake of simplicity, we suppose that the forager’s metabolism is basic: to survive, it needs one unit of food per unit time, and it may stockpile any extra supply for future use, without any upper limit on the size of the stock nor any expiry date for the consumption thereof. As for the provision of food, we assume that only half of the space (say, the positive half-line) is initially filled with one unit of food per unit length, and that there is no replenishment. Thus, after a time $t$, the forager has absorbed an amount of food equal to $S_t$, its maximal displacement in the positive direction. For the forager to survive up to a
time $t$, it should be the case that, at every time $s \leq t$, the amount of food it had absorbed was not less than $s$. In other terms, the probability that the forager survives up to a time $t$ is given by the probability that $S_s \geq s$ for all $s \in [0, t]$. Equivalently, this is the probability that the first (downward) hitting time $T$ of the supremum process $(S_t)_{t \geq 0}$ on the diagonal barrier occurs after $t$, as shown in Figure 1.

A natural extension of the original problem consists of the so-called double-sided case, that is, there is food on both sides for the forager/animal to find. The survival probability at time $t$ then becomes the probability that the range $R_s := \sup_{r \leq s} B_r - \inf_{r \leq s} B_k$ of a standard Brownian motion always remains greater than $s$ for all $s \leq t$. It is an open question to determine the distribution of the survival time in this case.

To study the distribution and properties of the supremum of a stochastic process is a very classical and central topic in the theory of stochastic processes. As well known, for Brownian motion the distribution of $S_t$ can be found using a path transformation, that is, D. André’s reflection principle. The process $(S_t)_{t \geq 0}$ can also be seen as a local time process of a reflecting Brownian motion due to the profound result by P. Lévy characterizing the process $(S_t - B_t)_{t \geq 0}$ as a reflecting Brownian motion. There are also a number of papers devoted to the joint law of the supremum, the position and the random timepoint when the supremum is attained, in particular, for diffusions. In this occasion we wish to refer to a work by L. Shepp [11] where the distribution is found for a Brownian motion with drift. As explained in Section 2 the distribution of $T$ has been calculated by R. Doney in [2]. Our main contribution in this paper is to find the joint density of $T$ and $B_T$.

We consider first the case without drift in Section 2, and then apply Girsanov’s theorem to find the distribution for Brownian motion with drift $\mu \neq 0$ in Section 3. The proof for standard Brownian motion does not, however, explain how the distribution was originally found. The presented proof is a verification, that is, we characterize the density as a unique solution of an integral equation and show that our candidate density solves the equation. We have three approaches for calculating the candidate density. The first one is based on path transformations and the second one on analysing the inverse of the running maximum process $(S_t)_{t \geq 0}$ combined with some formulas from the Brownian excursion theory. The third approach is to study the problem in a discrete setting and anticipate a passage to limit to obtain the formula for standard Brownian motion. Unfortunately, in all these approaches there are some technical difficulties which we have not been able to resolve up to
now. Because of this, we do not treat these approaches in detail in this paper but hope to return to this issue in a forthcoming publication. However, some indications concerning the Lévy process approach are given in Remark 2.9, and the path transformation method is discussed in Section 4.

2 Joint distribution of $T$ and $B_T$ for standard Brownian motion

Let $B = (B_t)_{t \geq 0}$ be a standard Brownian motion initiated at 0,

$$S_t := \sup\{B_s; 0 \leq s \leq t\}$$

its running supremum up to a fixed time $t > 0$, and for $m > 0$

$$T_m := \inf\{t; mS_t < t\} \quad (2.1)$$

the first time when the process $(mS_t - t)_{t \geq 0}$ becomes (strictly) negative. Notice also that, by continuity, $S_{T_m} = T_m/m$. We let $P_x$ and $E_x$ denote the probability measure and the expectation of a Brownian motion when initiated from an arbitrary point $x$. In this section we find the joint $P_0$-density of $T_m$ and $B_{T_m}$. The focus is first on the distribution of $T_m$. We use the theory of Lévy processes from Doney [2], which yields the Laplace transform of $T_m$, see ibid p. 572. To make the paper more self contained we give anyway the main points of the derivation. Of course, the distribution of $T_m$ can also be obtained from the joint distribution of $T_m$ and $B_{T_m}$ presented in Theorem 2.7.

Remark 2.1. It is, in fact, enough to find the joint distribution of $T_m$ and $B_{T_m}$ "only" for $m = 1$ and use the scaling property of Brownian motion to deduce the distribution for a general $m > 0$. To see this, let $\tilde{B}_t = B_{m^2t}/m$. Then $(\tilde{B}_t)_{t \geq 0}$ is a Brownian motion and

$$T_1(\tilde{B}) = \inf\{t \geq 0, \tilde{S}_t < t\},$$

where $\tilde{S}_t = \sup_{0 \leq u \leq t} \tilde{B}_u$. Now we have a.s.

$$T_1(\tilde{B}) = \inf\{t \geq 0, \frac{1}{m}S_{m^2t} < t\} = \frac{1}{m^2} \inf\{m^2t, mS_{m^2t} < m^2t\}$$

$$= \frac{1}{m^2} T_m, \quad (2.2)$$
and, further, a.s.

\[ \bar{B}_{T_1(\bar{B})} = \frac{1}{m} B_{m^2 T_1(\bar{B})} = \frac{1}{m} B_{T_m}. \]

Consequently,

\[ (T_m, B_{T_m}) \overset{(d)}{=} (m^2 T_1(\bar{B}), m \bar{B}_{T_1(\bar{B})}). \quad (2.3) \]

**Remark 2.2.** Recall that \((S_t)_{t \geq 0}\) has the same law as \((L_t)_{t \geq 0}\), where \(L_t\) is the local time at 0 of a reflecting Brownian motion \((|B_t|)_{t \geq 0}\) defined via

\[ L_t := \lim_{\varepsilon \downarrow 0} \frac{1}{2\varepsilon} \int_0^t 1_{[0,\varepsilon]}(|B_s|) \, ds \quad \text{a.s.} \]

The processes of the type \((L_t - t)_{t \geq 0}\) has been introduced and analyzed as models for fluid queues. For this, see, in particular, [7], where \((L_t)_{t \geq 0}\) is the local time at 0 of a reflecting Brownian motion with negative drift, and [3], where a more general setting is considered and also further references can be found. In these articles the main interest is in finding the distribution of the length of a busy period (and also of the idle period) under the stationary probability measure associated with the underlying process.

**Theorem 2.3.** The random time \(T_m\) defined by (2.1) is almost surely positive and finite. Its density is

\[ P_0(T_m \in dt) = \frac{1}{m} \sqrt{\frac{2}{\pi t}} \left( e^{-t/2m^2} - \frac{1}{m} \int_0^\infty e^{-y^2/2} \, dy \right). \quad (2.4) \]

Moreover, the Laplace transform of \(T_m\) is for \(\alpha > -1/(2m^2)\) given by

\[ E_0(e^{-\alpha T_m}) = \frac{2}{1 + \sqrt{1 + 2m^2\alpha}}, \quad (2.5) \]

\[ = \frac{1}{\alpha m^2} \left( \sqrt{1 + 2\alpha m^2} - 1 \right), \quad (2.6) \]

and, hence, \(T_m\) has all (positive) moments.

**Remark 2.4.** Let \(f_1\) denote the density of \(T_1\). Then

\[ f_1(t) = 2g(t) - 1 + G(t), \quad (2.7) \]
where \( g \) is the density of the gamma distribution with parameters \( \frac{1}{2} \) and \( 1/2 \) and \( G \) is the corresponding distribution function. Using (2.2) we get

\[
f_m(t) = \frac{1}{m^2} \left( 2g\left(\frac{t}{m^2}\right) - 1 + G\left(\frac{t}{m^2}\right) \right),
\]

where \( f_m \) denotes the density of \( T_m \). The identity (2.8) can also be checked directly from (2.4).

**Corollary 2.5.** The distribution function of \( T_m \) is given by

\[
P_0(T_m > t) = 1 - G\left(\frac{t}{m^2}\right) - \frac{t}{m^2} f_1\left(\frac{t}{m^2}\right),
\]

where \( f_1 \) and \( G \) are as defined in the Remark 2.4. The moments of \( T_m \) are given for \( k = 1, 2, \ldots \) by

\[
E_0(T_m^k) = \frac{1 \cdot 3 \cdot \ldots \cdot (2k - 1)}{(k + 1)!} m^{2k}
\]

**Proof of Theorem 2.3.** Due to scaling, as explained in Remark 2.1, we assume without loss of generality that \( m = 1 \), and introduce \( T := T_1 \). Let \((T_t)_{t \geq 0}\) denote the right continuous inverse of \((S_t)_{t \geq 0}\), i.e.

\[
\mathcal{T}_t := \inf\{u; S_u > t\}.
\]

It is well known that \((T_t)_{t \geq 0}\) is a \( 1/2 \)-stable subordinator. Hence, the process \( X = (X_t)_{t \geq 0} \) defined by

\[
X_t := t - \mathcal{T}_t
\]

is a spectrally negative Lévy process of bounded variation having the Laplace exponent

\[
E_0(e^{\lambda X_t}) = E_0(e^{\lambda(t - \mathcal{T}_t)}) = e^{t(\lambda - \sqrt{2}\lambda)}, \lambda \geq 0.
\]

The key observation is that

\[
H_0 := \inf\{t; X_t < 0\} = \inf\{t; T_t > t\} = \inf\{u; S_u < u\} = T.
\]

From the theory of Lévy processes we know that the process \( X \) satisfies

\begin{enumerate}[(i)]
\item 0 is regular for \((0, +\infty)\) and irregular for \((-\infty, 0)\), and, hence, \( X \) is initially positive,
\end{enumerate}
(ii) \( \lim_{t \to \infty} X_t = -\infty \) a.s.

For (i), see, e.g., Kyprianou [5] p. 232. For (ii) notice that the function \( \psi(\lambda) := \lambda - \sqrt{2\lambda} \), cf. (2.11), satisfies \( \psi'(0+) = -\infty \), and, then, consult [5] p. 233. Consequently, \( T \) is almost surely positive and finite. For the Laplace transform of \( T \) we recall the formula

\[
E_0 \left( e^{-\alpha T} \right) = E_0 \left( e^{-\alpha H_0} \right) = 1 - \frac{\alpha}{\phi(\alpha)} W^{(\alpha)}(0),
\]

(2.13)

where \( W^{(\alpha)} \) is the scale function of \( X \) and

\[
\phi(\alpha) := 1 + \alpha + \sqrt{1 + 2\alpha}
\]

is the inverse of \( \lambda \mapsto \psi(\lambda) \), \( \lambda \geq \lambda_+ \), with \( \lambda_+ = 2 \) the unique positive root of the equation \( \psi(\lambda) = 0 \) (see [5] (8.9) p. 234 and for the fact \( W^{(\alpha)}(0) = 1 \) p. 243). To show that the expression given in (2.13) coincides with the one in (2.5) is straightforward. We leave also to the reader to check that the Laplace transform of \( f_1 \) in (2.7) is given as in (2.5) with \( m = 1 \).

\[\Box\]

**Remark 2.6.** The fact that \( T_1 \) (and then also \( T_m \)) is almost surely positive and finite can also be proved utilizing the following laws of iterated logarithm

\[
\lim_{t \to 0} \frac{B_t}{\sqrt{2t \ln \ln (1/t)}} = \lim_{t \to \infty} \frac{B_t}{\sqrt{2t \ln \ln t}} = 1 \quad \text{a.s.}
\]

The first law implies that there exists a random constant \( c_1 > 0 \) such that for all \( t \in (0, 1) \) \( c_1 t^{3/4} < B_t \leq S_t \), and, hence, for all \( t < c_1^4 \) it holds \( t < S_t \), i.e., \( T_1 \) is almost surely positive. From the second law it is seen that there exists a random constant \( c_2 > 1 \) such that \( B_t < t^{3/4} \) for all \( t > c_2 \). Since \( S_t = \max\{S_{c_2}, \max_{c_2 < s < t} B_s\} \) for \( t > c_2 \) it follows that \( S_t < t^{3/4} < t \) for all \( t > \max\{c_2, S_{c_2}^{4/3}\} \) yielding that \( T_1 \) is almost surely finite.

**Proof of Corollary 2.5.** We consider again the special case \( m = 1 \). It is possible to integrate the density given in (2.4) to obtain the expression for the distribution function given in (2.9). Instead of performing the (tedious) integration we show, firstly, that the derivative of the right hand side in (2.9) equals \( f_1 \) and, secondly, that the limit as \( t \to 0 \) equals 1. We have

\[
f_1'(t) = 2g'(t) + g(t) \quad \text{and} \quad g'(t) = -\frac{1}{2t}g(t) - \frac{1}{2}g(t),
\]
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and, consequently,
\[ f'_1(t) = -\frac{1}{t^2} g(t). \tag{2.14} \]

Using (2.14) when differentiating in (2.9) yields the derivative as given in (2.4). Next, notice that
\[ f_1(t) = \sqrt{\frac{2}{\pi t}} - 1 + o(1), \quad t \to 0^+ \]
and applying this in (2.9) shows that the limit of the right hand side in (2.9) equals 1. The moments can be calculated conveniently from the Laplace transform as given in (2.6). We skip the details.

We proceed now with the main result of the paper presenting the joint distribution of \( T_m \) and \( B_{T_m} \).

**Theorem 2.7.** The joint density of \( T_m \) and \( B_{T_m} \) is given by
\[ \psi_m(t,x) := P_0(T_m \in dt, B_{T_m} \in dx) / dt \] \[ = \frac{(t_m - x)^+}{mt} \sqrt{\frac{2}{\pi t}} \exp \left( -\frac{(2t_m - x)^2}{2t} \right), \quad t > 0. \tag{2.15} \]

Moreover, for \(-\frac{1}{2} \leq m\alpha < 4\)
\[ E_0(e^{-\alpha B_{T_m}}) = \frac{1}{1 - m\alpha + \sqrt{1 + 2m\alpha}}, \tag{2.16} \]
and, hence, \( B_{T_m} \) has all (positive) moments.

We state also the following corollary which can be easily verified once recalling that \( S_{T_m} = T_m/m \).

**Corollary 2.8.** The joint density of \( S_{T_m} - B_{T_m} \) and \( S_{T_m} \) is for \( t > 0 \) and \( u > 0 \) given by
\[ P_0(S_{T_m} - B_{T_m} \in du, S_{T_m} \in dt) \] \[ = \frac{2u}{\sqrt{2\pi(tm)^3}} \exp \left( -\frac{(t + u)^2}{2tm} \right) dt \] \[ = \frac{2u}{\sqrt{2\pi(tm)^3}} \exp \left( -\frac{(t + u)^2}{2tm} \right) dtdu. \tag{2.17} \]

In particular, \( S_{T_m} - B_{T_m} \) is exponentially distributed with mean \( m/2 \).
Remark 2.9. To explain briefly the heuristics behind the formula (2.15) based on the theory of spectrally one-sided Lévy processes and excursions consider

\[ P_0 \left( T \in dt, B_T \leq x \right) = \int_{z=0}^{t} P_0 \left( H_0 \in dt, B_{T_{H_0} + X_{H_0}^{-}} \leq x, X_{H_0}^{-} \leq dz \right) \]  

(2.18)

where \( T := T_1 = H_0 \) and the identity \( X_{H_0}^{-} = H_0 - T_{H_0} \) is used. The joint distribution of \( H_0 \) and \( X_{H_0}^{-} \) can be calculated explicitly. Without going into the details, we state that \( X_{H_0}^{-} \) is gamma-distributed with parameters 2 and 1/2, i.e.,

\[ P_0 \left( X_{H_0}^{-} \in dy \right) = \frac{2}{\sqrt{\pi}} y^{-1/2} e^{-2y} dy, \]

and the conditional law of \( H_0 \) given \( X_{H_0}^{-} = y > 0 \) is equal to the law of \( y + \xi_y^{(1)} \), where \( \xi_y^{(1)} \) is the first hitting time of \( y \) for a Brownian motion with drift 1 started at 0. To derive (2.15) from (2.18) the conditional law of \( B_{T_{H_0} + X_{H_0}^{-}} \) given \( H_0 \) and \( X_{H_0}^{-} \) is needed. Guessing that this conditional distribution is simply given by the Itô excursion law of a reflecting Brownian motion results into the claimed formula (2.15). However, we do not have a rigorous proof of this last statement.

Proof of Theorem 2.7 is structured into several steps starting with Proposition 2.10 and ending with Proposition 2.16. As indicated in Remark 2.1 it is enough to consider the case \( m = 1 \). Let \( T := T_1 \) and \( \psi(t, x) := \psi_1(t, x) \). Recall that almost surely \( 0 < T < \infty \), and, hence, also \( 0 < S_T < \infty \) almost surely.

Proposition 2.10. For \( t > 0 \)

\[ \psi(t, x) = \sqrt{\frac{2}{\pi}} (t - x)^{+} A_1(t, x), \]  

(2.19)

where the function \( A_1 \) is given for all \( s > 0 \) and \( s > y \) by

\[ A_1(s, y) := E_0 \left( (s - H_s)^{-3/2} \exp \left( \frac{(s - y)^2}{2(s - H_s)} \right) 1_{\{s < S_T\}} \right). \]
Proof. Our approach is similar to the one presented in Rogers [9]. Notice first that $A_1$ is well defined since $S_T > s$ implies that $s > H_s$. Let $h$ be a test function and consider

$$h(T, B_T) = \sum_{\alpha > 0} 1_{\{\zeta(\alpha) > 0\}} h(\alpha, \alpha - e_\alpha(\alpha - H_\alpha)) 1_{\{H_\alpha \leq \alpha \leq H_\alpha + \zeta(\alpha); \alpha \leq S_T\}},$$

where $H_\alpha := \inf\{u \geq 0; B_u = \alpha\}$, $H_\alpha^+ := \inf_{y > \alpha} H_y = \inf\{u \geq 0; B_u > \alpha\}$, and $e_\alpha(u) := \alpha - B_{H_\alpha + u}$ for $0 \leq u \leq \zeta(\alpha) := H_\alpha^+ - H_\alpha$.

Notice that the sum in (2.20) contains only one term and this is connected to the excursion straddling $T$. If $S_T = \alpha$ then $B_T = S_T - (S_T - B_T) = \alpha - e_\alpha(\alpha - H_\alpha)$.

Let $n^+$ denote the characteristic measure of the Poisson point process associated with the excursions of reflecting Brownian motion. Then we have for $z > 0$ the formula, see Salminen, Vallois and Yor [10] Theorem 2,

$$n^+(e(u) \in dy, \zeta(e) > u) = \frac{2y}{\sqrt{2\pi u^3}} e^{-y^2/2u} dy.$$

Taking the expectation in (2.20) and using the Master Formula for Poisson point processes, see Revuz and Yor [8] p. 471, yield

$$E_0(h(T, B_T)) = \sqrt{\frac{2}{\pi}} E_0 \left( \int_0^\infty ds \int_0^s dy h(s, s - y) \frac{y}{(s - H_s)^3/2} e^{-y^2/2(s - H_s)} 1_{\{s < S_T, H_s < s\}} \right)$$

$$= \sqrt{\frac{2}{\pi}} E_0 \left( \int_0^\infty ds \int_{-\infty}^s dz h(s, z) \frac{s - z}{(s - H_s)^3/2} e^{-(s - z)^2/2(s - H_s)} 1_{\{s < S_T\}} \right),$$

where in the second step we have substituted $z = s - y$ and used the fact that $S_T > s$ implies $H_s < s$. Formula (2.19) follows now immediately. 

To proceed we write for $s > y$

$$A_1(s, y) = A_2(s, y) - A_3(s, y),$$

(2.21)
where
\[ A_2(s, y) := E_0 \left( (s - H_s)^{-3/2} \exp \left( -\frac{(s - y)^2}{2(s - H_s)} \right) 1_{\{H_s < s\}} \right). \]

and
\[ A_3(s, y) := E_0 \left( (s - H_s)^{-3/2} \exp \left( -\frac{(s - y)^2}{2(s - H_s)} \right) 1_{\{H_s < s, S_T < s\}} \right). \] (2.22)

In fact, we need a slightly more general functional than \( A_2 \) and, hence, introduce for \( s > 0, u > 0 \) and \( v \leq u \)
\[ A_4(s, u, v) := E_0 \left( (u - H_v)^{-3/2} \exp \left( -\frac{s^2}{2(u - H_v)} \right) 1_{\{H_v < u\}} \right). \]

**Lemma 2.11.** It holds
\[ A_4(s, u, v) = \frac{s + v}{su^{3/2}} \exp \left( -\frac{(s + v)^2}{2u} \right). \]

In particular,
\[ A_2(s, y) = A_4(s - y, s, s) = \frac{2s - y}{(s - y)s^{3/2}} \exp \left( -\frac{(2s - y)^2}{2s} \right). \] (2.23)

**Proof.** Recall that for \( v > 0 \)
\[ P_0(H_v \in dt) = \frac{v}{\sqrt{2\pi t^3}} e^{-v^2/2t} dt \]
and, consequently,
\[ A_4(s, u, v) = \int_0^u \frac{1}{\sqrt{(u - t)^3}} e^{-s^2/2(u-t)} \frac{v}{\sqrt{2\pi t^3}} e^{-v^2/2t} dt. \]

Substituting \( t = u/(1 + r) \) yields after some manipulations
\[ A_4(s, u, v) = \frac{v}{u^2} \exp \left( -\frac{s^2}{2u} - \frac{v^2}{2u} \right) \int_0^\infty \frac{1 + r}{\sqrt{2\pi r^3}} \exp \left( -\frac{v^2}{2u} - \frac{s^2}{2ur} \right) dr. \] (2.24)
In the integral term above, we identify the following Laplace transforms
\[
\int_0^\infty \frac{1}{\sqrt{2\pi r^3}} \exp \left( -\frac{v^2}{2u} r - \frac{s^2}{2ur} \right) \, dr = \frac{\sqrt{u}}{s} \exp \left( -\frac{vs}{u} \right),
\]
i.e. the Laplace transform of the first hitting time, and
\[
\int_0^\infty \frac{1}{\sqrt{2\pi r}} \exp \left( -\frac{v^2}{2u} r - \frac{s^2}{2ur} \right) \, dr = \frac{\sqrt{u}}{v} \exp \left( -\frac{vs}{u} \right),
\]
i.e., the Green kernel of the standard Brownian motion. Putting these expressions in (2.24) yields the claimed formula.

Next we derive an alternative expression for the function \( A_3 \) crucial for the further analysis.

**Lemma 2.12.** For \( s > y \) it holds
\[
A_3(s, y) = \frac{1}{s - y} E_0 \left( \frac{2s - y - B_T}{(s - T)^{3/2}} \exp \left( -\frac{(2s - y - B_T)^2}{2(s - T)} \right) 1_{\{T < s\}} \right).
\]  
(2.26)

**Proof.** In the definition (2.22) of \( A_4 \) we have the condition \( S_T < s \). Consequently, because \( T = S_T \), it holds on \( \{S_T < s\} \) that
\[
H_s = \inf\{u \geq T; B_u = s\} = T + H'_{s-B_T},
\]
where \( H'_x = \inf\{u; B'_u = x\} \) and \( B'_u := B_{T+u} - B_T, u \geq 0 \), is a Brownian motion independent of \( (B_u)_{0 \leq u \leq T} \). Consider now
\[
A_3(s, y) = E_0 \left( E_0 \left( (s - H_s)^{-3/2} \exp \left( -\frac{(s - y)^2}{2(s - H_s)} \right) 1_{\{H_s < s, S_T < s\}} \bigg| \mathcal{F}_T \right) \right)
\]
\[
= E_0 \left( A_4(s - y, s - T, s - B_T) 1_{\{T < s\}} \right).
\]
Using the expression for \( A_4 \) given in Lemma 2.11 results into the claimed formula (2.26).

Recall that \( \psi \) denotes the density of \( (T, B_T) \). Clearly, if we know \( \psi \), it is seen from Lemma 2.12 that we can calculate \( A_3 \). This observation leads to the following property of \( \psi \).
Proposition 2.13. The density function $\psi$ satisfies

$$\psi = \psi_0 - \Lambda \psi,$$  \hspace{1cm} (2.27)

where for $t > 0$ and $x < t$

$$\psi_0(t, x) := \sqrt{\frac{2}{\pi}} (t - x)^+ A_2(t, x) = \sqrt{2} \frac{2t - x}{t^{3/2}} \exp \left( -\frac{(2t - x)^2}{2t} \right),$$

and

$$\Lambda \psi(t, x) := \sqrt{\frac{2}{\pi}} (t - x)^+ A_3(t, x)$$

$$= \sqrt{\frac{2}{\pi}} \int_0^t du \int_{-\infty}^u dv \frac{2t - x - v}{(t - u)^{3/2}} \exp \left( -\frac{(2t - x - v)^2}{2(t - u)} \right) \psi(u, v).$$

Proof. The claim follows by exploiting (2.19), (2.21), (2.23), and (2.26). \hfill \square

Inspired by (2.27) we study the integral equation

$$h = \psi_0 - \Lambda h$$  \hspace{1cm} (2.28)

for measurable functions $h : \mathcal{D} \mapsto \mathbb{R}_+$ with $\mathcal{D} := \{(t, x) ; t > 0, x < t\}$. In the proposition to follow it is seen that our candidate for the density of $(T, B_T)$ solves (2.28).

Proposition 2.14. The function

$$\psi^*(t, x) := \frac{(t - x)^+}{t} \sqrt{\frac{2}{\pi t}} \exp \left( -\frac{(2t - x)^2}{2t} \right), \hspace{1cm} t > 0,$$

is a density function and solves the integral equation (2.28).

Proof. The claims can be accomplished by straightforward (but tedious) integrations. We skip these calculations. \hfill \square

Our final goal is to show that the integral equation (2.28) has an integrable and almost everywhere unique solution. For this we need the following result concerning the operator $\Lambda$.

Lemma 2.15. Let $\lambda \geq 0$ and $h : \mathcal{D} \mapsto \mathbb{R}_+$ be measurable. Then

$$\int_{\mathcal{D}} e^{-\lambda t} \Lambda h(t, x) dtdx = \frac{2}{\sqrt{1 + 2\lambda}} \int_{\mathcal{D}} e^{-\left(\lambda u + (u-v)(1+\sqrt{1+2\lambda})\right)} h(u, v) dudv.$$
Proof. Using Fubini’s theorem we get
\[ \int_{D} e^{-\lambda t} \Lambda h(t, x) dt dx = \int_{D} \rho(u, v) h(u, v) du dv, \]
where
\[ \rho(u, v) := \sqrt{\frac{2}{\pi}} \int_{D} e^{-\lambda t} \frac{2t - x - v}{(t - u)^{3/2}} \exp \left( -\frac{(2t - x - v)^2}{2(t - u)} \right) 1_{\{u < t\}} dt dx. \]
To check that \( \rho \) takes the claimed form, set \( t - u = r \), integrate first with respect to \( x \), and use then (2.25) with \( u = 1, v^2 = 2\lambda + 1, \) and \( s = u - v \).

**Proposition 2.16.** The integral equation (2.28) has an integrable and almost everywhere unique solution.

**Proof.** Let \( \phi_1 \) and \( \phi_2 \) be two integrable non-negative solutions. Then \( \phi := \phi_1 - \phi_2 \) solves \( \phi = -\Lambda \phi \), and it holds
\[ \int_{D} e^{-\lambda t} |\Lambda \phi(t, x)| dt dx \leq \int_{D} e^{-\lambda t} \Lambda(|\phi|)(t, x)| dt dx. \]
By Lemma 2.15 with \( h = |\phi| \)
\[ \int_{D} e^{-\lambda t} \Lambda(|\phi|)(t, x)| dt dx = \frac{2}{\sqrt{1 + 2\lambda}} \int_{D} e^{-(\lambda u + (u - v)(1 + \sqrt{1 + 2\lambda}))} |\phi(u, v)| du dv \]
\[ \leq \frac{2}{\sqrt{1 + 2\lambda}} \int_{D} e^{-\lambda u} |\phi(u, v)| du dv, \]
where in the second step it is used that \( u > v \) inside the integral. Choosing \( \lambda \) so that
\[ \frac{2}{\sqrt{1 + 2\lambda}} \leq \frac{1}{2} \]
and recalling that \( \phi = -\Lambda \phi \) we obtain
\[ \int_{D} e^{-\lambda u} |\phi(u, v)| du dv \leq \frac{1}{2} \int_{D} e^{-\lambda u} |\phi(u, v)| du dv, \]
i.e., \( \phi \equiv 0 \) almost everywhere, as claimed.

To conclude, we have proved that 1) the density function of \((T, B_T)\) solves the integral equation (2.28), 2) also the candidate density function given in (2.15) solves this equation, and 3) the equation has an almost everywhere unique solution. Consequently, the function given in (2.15) is the density of \((T, B_T)\). To calculate the Laplace transform of \( B_T \) is a straightforward but tedious integration, and we skip the details. The proof of Theorem 2.7 is now complete.
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3 Joint distribution of $T$ and $B_T$ for Brownian motion with drift

In this section, using Girsanov’s theorem, we derive the joint distribution of $T_m$ and $B_{T_m}$ for a Brownian motion with drift $\mu$. We let $P^{(\mu)}_x$ and $E^{(\mu)}_x$ denote the probability measure and the expectation of a Brownian motion with drift $\mu$ when initiated from $x$. Under $P^{(\mu)}_x$ and $E^{(\mu)}_x$ the notation $(B_t)_{t \geq 0}$ stands for a Brownian motion with drift $\mu$. We also write $P_x$ instead of $P^{(0)}_x$.

Theorem 3.1. For Brownian motion with drift $\mu$ the joint distribution of $T_m$ and $B_{T_m}$ is given by

$$P^{(\mu)}_0(T_m \in dt, B_{T_m} \in dx, T_m < \infty) = e^{\mu x - \frac{\mu^2 t}{2}} \frac{(\frac{t}{m} - x)^+}{mt} \sqrt{\frac{2}{\pi t}} \exp \left( -\frac{(\frac{2t}{m} - x)^2}{2t} \right) dtdx$$

(3.1)

In particular, for $\mu m \neq -1$

$$P^{(\mu)}_0(T_m \in dt) = \frac{1}{m^2} e^{2\mu t/m} \left( [1 + \mu m] f_1 \left( (1 + \mu m)^2 t/m^2 \right) + 2(-\mu m - 1)^+ \right) dt,$$

(3.2)

where

$$f_1(t) := P_0(T_1 \in dt)/dt = \frac{2}{\pi t} \left( e^{-t/2} - \int_t^\infty e^{-y^2/2t} dy \right),$$

(3.3)

and for $\mu m = -1$

$$P^{(\mu)}_0(T_m \in dt) = \frac{1}{m} \sqrt{\frac{2}{\pi t}} e^{-2t/m^2} dt.$$  

(3.4)

Moreover, it holds

$$P^{(\mu)}_0(T_m < \infty) = \begin{cases} 1, & \mu m \leq 1, \\ \frac{1}{\mu m}, & \mu m > 1. \end{cases}$$

(3.5)

The Laplace transform of $T_m$ is for $\alpha > -(1 - \mu m)^2/(2m^2)$ in case $\mu m \geq -1$ and for $\alpha > 2\mu/m$ in case $\mu m \leq -1$ given by

$$E^{(\mu)}_0(e^{-\alpha T_m} 1_{T_m < \infty}) = \frac{2}{1 + \mu m + \sqrt{(1 - \mu m)^2 + 2m^2 \alpha}}.$$

(3.6)
The Laplace transform of $B_{T_m}$ on $\{T_m < \infty\}$ is for
\[- \frac{(1 - \mu m)^2}{2} < m\alpha < \mu m + 2 + \sqrt{(\mu m)^2 + 4}\]
given by
\[
E_0^{(\mu)}(e^{-\alpha B_{T_m} \boldsymbol{1}_{\{T_m < \infty\}}}) = \frac{2}{1 + \mu m - m\alpha + \sqrt{(1 - \mu m)^2 + 2m\alpha}}. \tag{3.7}
\]

In the proof of the next corollary one can make use of the proof of Corollary 2.5; in particular formula (2.14). We skip the details.

**Corollary 3.2.** The distribution function of $T_m$ is given by:

1. if $\mu m \notin \{-1, 0, 1\}$
   \[
   P_0^{(\mu)}(T_m > t) = \frac{1}{2\mu m} F(t; \mu, m) + \frac{1}{\mu m} (\mu m - 1)^+ - \frac{1}{\mu m} (-\mu m - 1)^+ e^{2\mu t/m},
   \tag{3.8}
   \]
   where
   \[
   F(t; \mu, m) := |\mu m - 1| f_1((1 - \mu m)^2 t/m^2) - |\mu m + 1| e^{2\mu t/m} f_1((1 + \mu m)^2 t/m^2),
   \]

2. if $\mu = 0$
   \[
   P_0^{(\mu)}(T_m > t) = 1 - G \left( \frac{t}{m^2} \right) - \frac{t}{m^2} f_1 \left( \frac{t}{m^2} \right), \tag{3.9}
   \]
   where $G$ is as in Remark 2.4,

3. if $\mu m = 1$
   \[
   P_0^{(\mu)}(T_m > t) = \frac{m}{\sqrt{2\pi t}} - f_1 \left( \frac{4t}{m^2} \right) e^{2t/m^2}, \tag{3.10}
   \]

4. if $\mu m = -1$
   \[
   P_0^{(\mu)}(T_m > t) = \frac{m}{\sqrt{2\pi t}} e^{-2t/m^2} - f_1 \left( \frac{4t}{m^2} \right). \tag{3.11}
   \]
Also the proof of the next corollary is straightforward, and we skip the
details. Recall that $\mu m \leq 1$ implies that $T_m < \infty$ almost surely. It is a
bit surprising that the distribution of $S_{T_m} - B_{T_m}$ does not depend explicitly
on $\mu$.

**Corollary 3.3.** The joint density of $S_{T_m} - B_{T_m}$ and $S_{T_m}$ is for $t > 0$ and
$u > 0$ given by

$$
P_0^{(\mu)} (S_{T_m} - B_{T_m} \in du, S_{T_m} \in dt, T_m < \infty) = e^{\mu(t-u) - \frac{u^2}{2m}} \frac{2u}{\sqrt{2\pi(tm)^3}} \exp\left(-\frac{(t+u)^2}{2tm}\right) dt du.
$$

In particular, $S_{T_m} - B_{T_m}$ is, when conditioned on $T_m < \infty$, exponentially
distributed with mean $m/2$.

**Proof of Theorem 3.1.** For notational simplicity we prove the result for
$m = 1$ and let $T := T_1$. The proof is easily modified for a general $m > 0.$
Alternatively, one could use the scaling property of Brownian motion with
drift, which says that the $P_0^{(\mu)}$-law of $(T_m, B_{T_m})$ is equal to the $P_0^{(\mu m)}$-law
of $(m^2 T_1, m B_{T_1}).$ Let now $\varphi : \mathbb{R}_+ \times \mathbb{R} \mapsto \mathbb{R}_+$ be a Borel measurable and
bounded function. Then for $n > 0$

$$
E_0^{(\mu)} (\varphi(T, B_T)) = \lim_{n \to \infty} E_0^{(\mu)} (\varphi(T, B_T)1_{\{T \leq n\}}).
$$

Clearly,

$$
\Delta_n := E_0^{(\mu)} (\varphi(T, B_T)1_{\{T \leq n\}}) = E_0^{(\mu)} (\varphi(T \wedge n, B_{T \wedge n})1_{\{T \leq n\}}) = E_0 (\varphi(T \wedge n, B_{T \wedge n})1_{\{T \leq n\}} M_{T \wedge n}),
$$

where $(M_t)_{t \geq 0}$ is $P_0$-martingale given by $M_t := \exp\left(\mu B_t - \frac{\mu^2}{2} t\right),$ and in
the third step Girsanov’s theorem is used which is applicable since $\varphi(T \wedge n, B_{T \wedge n})1_{\{T \leq n\}}$ is $\mathcal{F}_{T \wedge n}$-measurable. Consequently, Theorem 2.7 yields

$$
\Delta_n = \int_{\mathbb{R}_+ \times \mathbb{R}} \varphi(t, x) e^{\mu x - \frac{\mu^2 t}{2}} \left(1 - \frac{x}{t}\right)^+ \sqrt{\frac{2}{\pi t}} e^{-\frac{(x-2t)^2}{2t}} 1_{\{t \leq n\}} dt dx,
$$
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and this proves (3.1) as \( n \to \infty \). The \( P^{(\mu)}_0 \)-density of \( T \) is obtained by integrating in (3.1) over \( x \). For this consider (some details are omitted)

\[
P^{(\mu)}_0(T \in dt)/dt = \int_{\mathbb{R}} e^{\mu x - \frac{x^2}{2}} (1 - \frac{x}{t}) \sqrt{\frac{2}{\pi t}} e^{-(x-2t)^2/2t} dx
\]

\[
= e^{2\mu t} \sqrt{\frac{2}{\pi t}} \int_{-\infty}^{t} (1 - \frac{x}{t}) e^{-(x-(\mu+2)t)^2/2t} dx
\]

\[
= -e^{2\mu t} \sqrt{\frac{2}{\pi t}} \int_{-\infty}^{-t} (\mu + 1 + \frac{y}{t}) e^{-y^2/2t} dy,
\]

and we obtain the claimed formulas (3.2) and (3.4) (in case \( m = 1 \)) after some (tedious) integrations. Knowing the Laplace transform of the \( P_0 \)-density of \( T \), see (2.5), it is fairly straightforward to calculate from (3.2) and (3.4) the transform of the corresponding \( P^{(\mu)}_0 \)-density and also to deduce (3.5). To derive the formula (3.7) demands also tedious integrations. We leave the details to the reader. \( \square \)

In case \( \mu < 0 \) it holds that \( S_\infty := \lim_{t \to \infty} S_t < \infty \). Recall also that \( S_\infty \) is in this case under \( P^{(\mu)}_0 \) exponentially distributed with parameter \( 2|\mu| \). Let \( \rho := \inf\{t; B_t = S_\infty\} \). We are interested in decomposing the joint distribution of \( T_m \) and \( B_{T_m} \) into two parts depending on whether \( T < \rho \) or \( T > \rho \). A crucial tool in our analysis is the following description of the conditional law of Brownian motion with negative drift given the value of the global supremum, see Williams [13].

**Theorem 3.4.** For \( \mu < 0 \) and conditionally on \( S_\infty = x \) the process \((B_t)_{0 \leq t < \rho}\) is under \( P^{(\mu)}_0 \) distributed as \((B_t)_{0 \leq t < H_x}\) under \( P^{(|\mu|)}_0 \). In other words, for a bounded measurable functional \( F \) on truncated paths and a bounded measurable function \( h \)

\[
E^{(\mu)}_0 (F(B_u; 0 \leq u < \rho) h(S_\infty)) = 2|\mu| \int_0^{\infty} e^{-2|\mu|x} h(x) E^{(|\mu|)}_0 (F(B_u; 0 \leq u < H_x)) dx.
\]

In the next theorem we give the joint distribution under the restriction \( T_m < \rho \).
Theorem 3.5. For Brownian motion with negative drift $\mu < 0$ it holds

$$P_0^{(\mu)}(T_m \in dt, B_T \in dx, T_m < \rho) = e^{\vert \mu \vert x - \frac{\mu^2 t}{2}} - \frac{2\mu t}{m} \left( \frac{x - t}{m} \right) \sqrt{\frac{2}{\pi t}} \exp \left( - \frac{(\frac{x}{m} - x)^2}{2t} \right) dt dx. \quad (3.14)$$

In particular, with $f_1$ as given in (3.3)

$$P_0^{(\mu)}(T_m \in dt, T_m < \rho) = \frac{1}{m^2} (1 - \mu m) f_1((1 - \mu m)^2 t/m^2) dt \quad (3.15)$$

and

$$P_0^{(\mu)}(T_m < \rho) = \frac{1}{1 - \mu m}. \quad (3.16)$$

Proof. Again, we prove the result for $T := T_1$. Consider for a bounded and measurable $h : \mathbb{R}_+ \times \mathbb{R} \mapsto \mathbb{R}_+$

$$\Delta := E_0^{(\mu)}(h(T, B_T); T < \rho)$$

$$= 2\vert \mu \vert \int_0^\infty e^{-2\vert \mu \vert y} E_0^{(\vert \mu \vert)}(h(T, B_T); T < H_y) dy$$

$$= 2\vert \mu \vert \int_0^\infty e^{-2\vert \mu \vert y} E_0^{(\vert \mu \vert)}(h(T, B_T); T < y) dy,$$

where, in the first step, (3.13) is used, and for the second step observe that

$$\{T < H_y\} = \{S_T < y\} = \{T < y\}. \quad (3.17)$$

Consequently, we may apply (3.1) in Theorem 3.1 to obtain

$$\Delta = 2\vert \mu \vert \int_0^\infty e^{-2\vert \mu \vert y} \left( \int_{\mathbb{R}^2} h(t, z) P_0^{(\mu)}(T \in dt, B_T \in dz, T < y) \right) dy$$

$$= \int_{\mathbb{R}^2} h(t, z) \sqrt{\frac{2}{\pi t}} \left( 1 - \frac{z^2}{t} \right)^{\frac{\mu^2 t}{2} - (z - 2t)^2 / 2t} \left( \int_t^\infty 2\vert \mu \vert e^{-2\vert \mu \vert y} dy \right) dt dz,$$

from which (3.14) is easily deduced. Statements (3.15) and (3.16) can be verified by straightforward integrations – we omit the details. \qed
The results analogous to the results in Theorem 3.5 under the restriction $T \geq \rho$ can now be obtained by “subtracting the formulas in Theorem 3.5 from the corresponding formulas in Theorem 3.1”. For instance, for $\mu < 0$

\[
\mathbf{P}_0(\mu)(T_m \in dt, \rho \leq T_m) / dt
\]

\[=
\frac{1}{m^2} e^{2\mu t/m} \left[ |1 + \mu m| f_1 \left( (1 + \mu m)^2 t/m^2 \right) + 2(-\mu m - 1)^+ \right]
\]

\[= \frac{1}{m^2} (1 - \mu m) f_1((1 - \mu m)^2 t/m^2). \]

\section{Path transformations}

Another approach through which it seems possible to construct the joint density of $(T, B_T)$ as given in (2.15) is with path transformations. We sketch the idea for $\mu = 0$ and $m = 1$.

The starting point here is the observation that $\{T \in dt, B_T \in dx\}$ is (strictly) contained in $\{S_t \in dt, B_t \in dx\}$. Let us therefore introduce two sets of sample paths — that is, two subsets of $\mathcal{C}(\mathbb{R}_+)$, the set of continuous functions on $\mathbb{R}_+$. For $t > 0$, $x \leq t$, and $u > 0$ we define

\[
\Gamma(t, x; u) = \left\{ \omega \in \mathcal{C}(\mathbb{R}_+) \mid \omega(0) = 0, \sup_{r \in [0, u]} \omega(r) \in dt \text{ and } \omega(u) \in dx \right\},
\]

and

\[
\Gamma_o(t, x; u) = \left\{ \omega \in \mathcal{C}(\mathbb{R}_+) \mid \omega \in \Gamma(t, x; u) \text{ and } \exists s < u, \sup_{r \in [0, s]} \omega(r) < s \right\}.
\]

As noted above, $\Gamma_o(t, x; u) \subseteq \Gamma(t, x; u)$, and the event $\{T \in dt, B_T \in dx\}$ corresponds to $\omega \in \Gamma(t, x; t) \setminus \Gamma_o(t, x; t)$. Hence, if we write $B_{<u}$ for the sample path of $(B_s)_{0 \leq s \leq u}$, we have heuristically

\[
\mathbf{P}_0(\Gamma(t, x; u)) = \mathbf{P}_0(B_{<u} \in \Gamma(t, x; t)) - \mathbf{P}_0(B_{<u} \in \Gamma_o(t, x; t)). \quad (4.1)
\]

The first term on the right-hand side in (4.1) may simply be identified with the joint distribution of $S_t$ and $B_t$, which of course is well known [6] and, for $y \geq 0$ and $x \leq y$, is given by

\[
\mathbf{P}_0(B_{<t} \in \Gamma(y, x; t)) = \mathbf{P}_0(S_t \in dy, B_t \in dx)
\]

\[= \sqrt{\frac{2}{\pi t^3}} (2y - x) e^{-(2y-x)^2/2t} dx dy. \quad (4.2)
\]
Figure 2: Transformation of a sample path $B_{<t}$ with $S_t = t$, $B_t = x$ and $t > T = s > 0$ (top), into a sample path with $S_t = t + u > t$ and $B_t = x + u$ (bottom). For the sake of simplicity here we focus on $S_t$ only, but the transformation works simultaneously and adequately on $B_t$, as explained in the main text.
It is the second term on the right-hand side in (4.1) that we propose to compute via path transformations between \( \Gamma_o(t, x; t) \) and \( \bigcup_{u>0} \Gamma(t + u, x + u; t) \). Combined with (4.1) and (4.2), this correspondence will lead to

\[
P_0(T \in dt, B_T \in dx) = P_0(B_{<t} \in \Gamma(t, x; t)) - P_0(B_{<t} \in \Gamma_o(t, x; t))
\]

\[
= P_0(B_{<t} \in \Gamma(t, x; t)) - P_0 \left( B_{<t} \in \bigcup_{u>0} \Gamma(t + u, x + u; t) \right)
\]

\[
= \left( \sqrt{\frac{2}{\pi t^3}} \right) (2t - x) e^{-\frac{(2t-x)^2}{2t}}
\]

\[
- \int_0^\infty \sqrt{\frac{2}{\pi t^3}} \left[ 2(t + u) - (x + u) \right] e^{-\frac{2(t+u)-(x+u)^2}{2t}} du \right) dt dx
\]

\[
= \left( 1 - \frac{x}{t} \right) \sqrt{\frac{2}{\pi t}} \ e^{-\frac{(2t-x)^2}{2t}} dt dx,
\]

which is the same as \( \psi_1(x, t) \) in equation 2.15.

We show on Figure 2 a procedure that indeed transforms a path \( \omega \in \Gamma_o(t, x; t) \) into a path \( \omega \in \bigcup_{u>0} \Gamma(t + u, x + u; t) \). There remains to prove that this transformation is bijective or at least that it allows us to assert

\[
P_0(B_{<t} \in \Gamma_o(t, x; t)) = P_0 \left( B_{<t} \in \bigcup_{u>0} \Gamma(t + u, x + u; t) \right).
\]

The main idea behind this transformation is that if \( T < t \) while \( S_t = t \), then \( \exists s < t, S_s = s \) while \( S_t = t \) —and this means that there exists a downward excursion away from \( S_s = s \) straddling \( s \). This excursion may be extracted and used to transform the path.

The cutting times that are needed to transform an initial path \( \omega \in \Gamma_o(t, x; t) \) are also shown on figure 2, and they are well defined:

- \( \tau_1 \) is the first time when level \( s \) is hit: \( \tau_1 = \inf \{ r > 0, \omega(r) = s \} \) (it is guaranteed to exist since \( \sup_{r \in [0,t]} \omega(r) \in dt \) and \( t > s \)),

- \( \tau_2 \) is the first time when level \( s \) is hit after \( \tau_1 \): \( \tau_2 = \inf \{ r > \tau_1, \omega(r) \geq s \} \) (it is guaranteed to exist since \( \omega \in \Gamma_o(t, x; t) \) and \( \sup_{r \in [0,s]} \omega(r) \in ds \) and \( t > s \)),

\[
(4.3)
\]
\( \tau_0 \) is the time when \( \sup_{r \in [0,t]} \omega(r) = t \) is set: \( \tau_0 = \inf \{ r \geq 0, \omega(r) = t \} \).

Note that \( \tau_1 \leq s \leq \tau_2 < \tau_0 \). Finally, the transformation shown in the figure may be summarized as follows:

1. extract the downward excursion between \( \tau_1 \) and \( \tau_2 \);
2. bring “forward” (to \( \tau_1 \)) the \([\tau_2, \tau_0]\) part;
3. insert immediately afterwards the excursion transformed into an (upward) first passage bridge [1];
4. insert the final, post-\( \tau_0 \) part shifted upward as needed (namely, by a distance \( u = 2(s - \omega(s)) \)).
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