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1. Problems and goals

The work presented here is to some extent the result of an AI workshop 
(IJCAI, Macao, 2019), that, alas, never took place. Realizing that the 
accelerating knowledge growth combined with its intimate linkage to an 
increasing number of fundamentally different domains make it harder and 
harder to stay on top of the wave, we’ve decided to organize a workshop. 
The idea was to get things under better control, to get a snapshot of the 
various disciplines, and to find out how to overcome some of the well-
known bottlenecks (https://easychair.org/cfp/WS-928AIxRoads). In addition 
we were interested in reaching the following goals:

��H[SORUH�WKH�EHQH¿WV�RI��XVLQJ��ELJ�GDWD�IRU�$,��1/3�DQG�QHXURVFLHQFH��
��FUHDWH�V\QHUJLHV�EHWZHHQ�WKHVH�FRPPXQLWLHV��DQG�
���H[SORUH�ZKHWKHU�ELJ�GDWD�DQG�1/3�FDQ�KHOS�XV�EULGJH�WKH�JDS�EHWZHHQ 
�VXFK��VHHPLQJO\��GLVWDQW�VFLHQWL¿F�¿HOGV�

While cross-fertilization is certainly one of our concerns, trying to 
understand the fundamental differences between natural and artificial 
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intelligence, and trying to see whether we can and should try to reduce the 
gap is another one.

This being so, we would like to gain a clearer picture concerning the type 
RI�NQRZOHGJH�DFTXLUHG�E\�PDFKLQHV��)RU�H[DPSOH��ZKDW�GR�DUWL¿FLDO�QHXUDO�
networks really learn from language regarding its nature and structure? We 
would also like to discuss whether the usage of knowledge about the human 
brain can enable engineers to produce better software. In order to get some 
answers to our questions, we planned to use the following strategy: (a) take 
D�EURDGHU�SHUVSHFWLYH�LQ�RUGHU�WR�DWWUDFW�WKH�FULWLFDO�PDVV�RI�SDSHUV�QHHGHG���E��
take a more focused view, by organizing a round-table next to the invited 
WDON��7KLV�URXQG�WDEOH�FRXOG�EH�GHYRWHG�WR�RQH�RU�PRUH�VSHFL¿F�WRSLFV��IRU�
example

����6KRXOG�$,�WDNH�LQWR�DFFRXQW�WKH�KXPDQ�IDFWRU��SV\FKRORJ\��QHXURVFLHQFH�"�
��:KDW�GRHV�LW�JLYH�XV�E\�GRLQJ�VR"��EHQH¿WV��SULFH��WUDGH�RIIV��
���,V�LW�XQUHDOLVWLF��LQ�RWKHU�ZRUGV��D�ZDVWH�RI�WLPH�WR�SXW�WKH�KXPDQ�LQ�WKH 
 loop, since we get already so good results without ‘him?’ 
���'R�FXUUHQW�GHHS�OHDUQLQJ�PRGHOV�UHDOO\�VLPXODWH�VRPHWKLQJ�SODXVLEOH 
 about the human mind?

2. Evolution of AI

After half a century of experimentation in research labs, Artificial 
,QWHOOLJHQFH��$,��KDV�PRYHG�LQWR�WKH�DUHQD�RI�WKH�UHDO�ZRUOG��/XQJDUHOOD��HW�DO��
2007, Mitchell, 2019). AI systems are currently used in many domains (e.g., 
PHGLFLQH��¿QDQFHV�DQG�FRPPXQLFDWLRQ���RXWSHUIRUPLQJ�KXPDQV�LQ�D�EURDG�
range of tasks (acoustic-, visual- and natural language processing). Several 
reasons may explain this success: (a) the growth of power of computational 
resources, (b) the capacity growth of storage devices, (c) the development 
of smart learning algorithms and, last but not least, (d) the existence of 



3,QWURGXFWLRQ�WR�WKH�6SHFLDO�,VVXH��$,�DW�WKH�&URVVURDGV�RI�1/3�DQG�1HXURVFLHQFHV

huge amounts of data, annotated or not, available in various modes (audio, 
WH[W��YLGHR���3URJUHVV�LV�DOVR�GXH�WR�WKH�IDFW�WKDW�UHVHDUFKHUV�KDYH�PDQDJHG�
to leverage and integrate discoveries made in disciplines that seemingly had 
OLWWOH�LQ�FRPPRQ��/LQJXLVWLFV��3V\FKRORJ\��0DWKHPDWLFV��0DFKLQH�/HDUQLQJ��
,QIRUPDWLRQ�6FLHQFH��1HXURVFLHQFH���<HW��GLIIHUHQW�DV� WKH\�PD\�EH�� WKHVH�
disciplines turn out to be complementary, yielding a virtuous circle, which 
is an asset, allowing us not only to build 'smart' artifacts, but also to 
improve our understanding of the human mind. Finally, nature played an 
important role, as it inspired researchers by providing a model that, in order 
to be turned into sophisticated working solutions had to be understood, 
IRUPDOL]HG�DQG�UHFDVW�LQ�HQJLQHHULQJ�WHUPV��$UWL¿FLDO�QHXUDO�QHWZRUNV�DUH�D�
good example of this process as they represent an effective, yet very loose 
imitation of the neural system. State- of-the-art neural architectures, such 
DV�&RQYROXWLRQDO�1HXUDO�1HWZRUNV�DQG�7UDQVIRUPHUV��DUH�GLUHFWO\�LQVSLUHG�
by biological (e.g., visual cortex) and cognitive (e.g., attention processes) 
models. In sum, it seems that AI and neuroscience (i.e., our knowledge of 
WKH�KXPDQ�EUDLQ��FDQ�EHQH¿W�IURP�HDFK�RWKHU��DQG�WKDW�1/3��ELJ�GDWD��DQG�
0DFKLQH�/HDUQLQJ�FDQ�SURYLGH�DGGLWLRQDO�HOHPHQWV� OLNHO\� WR�KHOS�XV� WR�
bridge the still existing gap. This being said, we are still in search of what 
'DQ�1RUPDQ�KDV�DVWXWHO\�FDOOHG�D�µFRQFHSWXDO�PRGHO¶� �1RUPDQ��������
meaning by that the knowledge we need to have concerning a technology 
in order to use it effectively.

 3. Motivation and Topics of interest

The goal of this workshop is to stimulate cross-fertilization between the 
GLIIHUHQW�FRPPXQLWLHV�RI�WKH�$,�XQLYHUVH��H�J���0DWKHPDWLFLDQV��/LQJXLVWV��
&RJQLWLYH�6FLHQWLVWV��1HXURVFLHQWLVWV��,QIRUPDWLRQ�6FLHQWLVWV�� LQ�RUGHU� WR�
LGHQWLI\� WKH�NQRZOHGJH�QHHGHG� WR�EULGJH� WKH�JDS�EHWZHHQ�1DWXUDO�DQG�
$UWL¿FLDO�,QWHOOLJHQFH��
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More precisely, we would like to discuss whether and how the usage of 
knowledge concerning the human brain may help engineers to produce 
better software, including software for school education, that is, software 
making learning in the classroom more fun while helping students to learn 
something new. We may refer to this as brain-compatible learning software, 
or brain compatible school. 
,Q�DGGLWLRQ�WR�WKLV��ZH�ZRXOG�OLNH�WR�H[SORUH�ZKHWKHU�WKH�XVH�RI�DUWL¿FLDO�

neural networks and our understanding of their workings may shed 
some new light on cognitive processes. It should be noted that despite the 
SHUIRUPDQFH�ERRVW�RI�1/3�GXH�WR�WKH�DGYDQFHV�RI�GHHS�OHDUQLQJ��WKHUH�DUH�
still a number of problems with this approach, the lack of interpretability 
being one of them. While progress in performance can be measured, 
and possibly even explained, it is hard to translate it in terms of human 
competence (the knowledge people have to come to grips to carry out a 
given task). For example, what can translators learn from a successful 
system like GoogleTranslate? 
/DVW�EXW�QRW�OHDVW��ZH�KRSH�WKDW�WKH�RXWFRPH�RI�WKLV�ZRUNVKRS�PD\�KHOS�

us reduce the gap between our understanding of how humans use their 
NQRZOHGJH��'DYLG�0DUU
V�OHYHO����DQG�KRZ�WKLV�NQRZOHGJH�LV�LPSOHPHQWHG�
in machines and in the human brain (Marr's level 3). 

Even if we cannot expect from an event like this a set of full-blown 
solutions, the brainstorming among leading experts of the various fields 
may nevertheless yield new insights or promising leads. 

Here is a categorized list of questions for which we would like to find 
DQVZHUV��OLVW�ZKLFK�KDV�EHHQ�LPSURYHG�ZLWK�WKH�KHOS�RI�9LWR�3LUUHOOL�

����0XWXDO�EHQH¿WV��NQRZOHGJH�WUDQVIHU�
����,Q�ZKDW�ZD\V�FDQ� WKH� WHFKQLTXHV�GHYHORSHG� LQ�$,� LQVSLUH�FRJQLWLYH� 
 scientists to get new ideas/models/theories, or, to help them refine 
 existing ones? 
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�����&DQ�WKH�ZD\�PDFKLQHV�OHDUQ�VKHG�DQ\�OLJKW�RQ�WKH�ZD\�KXPDQV�GR��RU�� 
 conversely, can the techniques developed to study children's learning 
 also be used to understand the way machines learn? 
�����&DQ� WKH�NQRZOHGJH�RI� WKH�EUDLQ�PHFKDQLVPV�LQYROYHG�LQ� LQWHOOLJHQW 
 behavior (interpretation or production of sound, images and language) 
 help us to develop better software or architectures? 
����:KDW�DUH�WKH�EHQH¿WV�IRU�$,�WR�PLPLF�KXPDQV�RU�WKH�KXPDQ�PLQG�ZKLOH 
 processing language? 
����+RZ�FDQ�$,�KHOS�XV�VROYH�SUREOHPV�LQ�RWKHU�GLVFLSOLQHV��IRU�H[DPSOH� 
�1/3��&$//"

3.2 Mimic/extend human cognitive capacities 
����&DQ�ZH�EXLOG�PDFKLQHV�WKDW�OHDUQ�DV�RUGLQDU\�SHRSOH�GR"�/LIH�LV�VKRUW� 
 and biological design (evolution) is still quite different from human 
 design (constraints, time scales, ...). For example, children induce rules 
 on the basis of very few examples, containing even noisy data (few-shot 
� OHDUQLQJ�� OHDUQLQJ�RI�DEVWUDFWLRQV���7KH\�DUH�DOVR�DEOH� WR� UHXVH� WKH 
 learned knowledge for new tasks (transfer learning). Can we replicate 
 these two 'cognitive skills' by a machine? 
����&DQ�ZH� LPSRVH�RUGHU�DQG� ORJLF�RQ�DQ�XQRUGHUHG�VHW�RI� LGHDV�� E\ 
 detecting the nature of the links between them automatically, to help 
 authors in producing coherent texts? 
����,V�WKHUH�D�ZD\�IRU�$,�WR�PDNH�XVH�RI�HPERGLHG�UHSUHVHQWDWLRQV"�
����&DQ�ZH�PDNH�1DWXUDO�DQG�$UWL¿FLDO�,QWHOOLJHQFH�FRRSHUDWH�LQ�SUREOHP� 
 solving, or, should the two be applied separately? If ever there is an 
 interaction between the two, what should it look like? What are the 
�LQWHUIDFHV�DQG�ZRUNÀRZV"

����³+RZ´�TXHVWLRQV��L�H���HQJLQHHULQJ�SUREOHPV�
����+RZ�WR�EXLOG�$,�LQFUHDVLQJ�KXPDQ�LQWHOOLJHQFH��RU��KRZ�WR�XVH�KXPDQ 
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 intelligence to enhance AI? 
��+RZ�WR�LPSURYH�WKH�LQWHUDFWLRQ�EHWZHHQ�KXPDQV�DQG�PDFKLQHV"
���:KHUH�LQ�WKH�GHYHORSPHQW�F\FOH�DQG�KRZ�VKDOO�$,�HQJLQHHUV�FRQVLGHU 
�VSHFL¿F�KXPDQ�DVSHFWV��VXFK�DV�WKH�KXPDQ�EUDLQ�PLQG"

����³:K\´�TXHVWLRQV��WKH�VHDUFK�IRU�H[SODQDWLRQV�
����,V�LW�SRVVLEOH�WR�EXLOG�D�JODVV�ER[�DQG�RSHQ�WKH�QHXUDO�QHWZRUN�EODFN�ER["�
�����:KDW�FDQ�1/3�SUDFWLWLRQHUV� OHDUQ� IURP�QHWZRUN�VFLHQFH��FRPSOH[ 
 graphs)? 
����+RZ�UHOHYDQW�LV�GHHS�OHDUQLQJ�IRU�PRGHOLQJ�KXPDQ�WKRXJKW"�
����'R�ZH�VWLOO�QHHG�PRGHOV�DQG�WKHRULHV�LQ�WKH�DJH�RI�GHHS�OHDUQLQJ"�$UH 
 there ways to interpret their results?

3.5 Ragbag 
����&DQ�PDFKLQHV� OLEHUDWH�XV� IURP� WKH�ERULQJ�DQG�PHFKDQLFDO�DVSHFWV 
 of problem-solving (logical proofs), to allow us to focus more on the 
 creative aspects of the task? 
���+RZ�FDQ�$,�KHOS�XV�WR�VROYH�SUREOHPV�LQ�RWKHU�GLVFLSOLQHV��IRU�H[DPSOH� 
�1/3��&$//"�
���6SHFL¿FLWLHV�RI�KXPDQV�DQG�PDFKLQHV��KRZ�UHOHYDQW�LV�GHHS�OHDUQLQJ�IRU 
 modeling human thought?

4. Contributions for this Special Issue

The following papers were chosen for inclusion

4.1   Katja Artemova et al. Data-Driven Models and Computational Tools 
 for Neurolinguistics: a Language Technology Perspective 
7KH�SDSHU�SURYLGHV�D�JRRG�RYHUYLHZ�RI�UHFHQW�GHYHORSPHQWV�LQ�WKH�¿HOG�

of neurolinguistics, striking a good balance between influential studies 
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from the past, and their connection to more recent work. This kind of 
bridge is especially useful in a domain that evolves so rapidly. Another 
contribution of this paper is its discussion of how to use such models in 
medical applications. A third contribution of this work lies in its revelation 
of the link between language technologies and neurolinguistics. More 
precisely, the authors offer a review of brain imaging-based neurolinguistic 
studies with a focus on the natural language representations, such as word 
embeddings and pre-trained language models.  

The authors also show that mutual enrichment of neurolinguistics 
and language technologies leads to development of brain-aware natural 
language representations. The importance of this kind of research is 
emphasized with respect to medical applications. 

Finally, the authors point out several directions of future research and 
development. First of all, the advances of multimodal models, blending 
different types of language and neuroimaging data, measured in different 
time scales. The second direction of future developments concerns 
PXOWLOLQJXDO�DQG�FURVV�OLQJXDO�DVSHFWV��/DVW��EXW�QRW�OHDVW��WKH�DXWKRUV�SRLQW�
out awareness rising. We need to acknowledge the shortcomings of data-
driven approaches, namely the absence of solid theoretical grounding. For 
example, experiments suggest only a correlation between language model 
prediction and measured brain activity, yet there is very little theoretical 
understanding of how a human brain processes semantics which limits the 
DSSOLFDELOLW\�IRU�PHGLFDO�SXUSRVHV�VLJQL¿FDQWO\��
7KLV�ODVW�SRLQW�KDV�LWV�HTXLYDOHQFH�WR�PDFKLQH�OHDUQLQJ��,W�LV�ZHOO�NQRZQ�

that machines often perform very well, better than humans, but generally 
ZH�GR�QRW�NQRZ�ZK\��+HUH�LV�ZKDW�'RPLQJRV��������ZULWHV�FRQFHUQLQJ�
this problem. « These seemingly magical technologies work because, at its 
FRUH��PDFKLQH�OHDUQLQJ�LV�DERXW�SUHGLFWLRQ��ª«´�3DUDGR[LFDOO\��HYHQ�DV�WKH\�
open new windows on nature and human behavior, learning algorithms 
themselves have remained shrouded in mystery »…”… in each case the 
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learning algorithm driving the story is a black box. Even books on big data 
skirt around what really happens when the computer swallows all those 
terabytes and magically comes up with new insights. At best, we’re left with 
WKH�LPSUHVVLRQ�WKDW�OHDUQLQJ�DOJRULWKPV�MXVW�¿QG�FRUUHODWLRQV�EHWZHHQ�SDLUV�
RI�HYHQWV��VXFK�DV�JRRJOLQJ�³ÀX�PHGLFLQH´�DQG�KDYLQJ�WKH�ÀX��%XW�¿QGLQJ�
correlations is to machine learning no more than bricks are to houses, and 
SHRSOH�GRQ¶W�OLYH�LQ�EULFNV�´��'RPLQJR��������SDJH�;9�

4.2  Juyang Weng : Unified Hierarchy for AI and Natural Intelligence 
 through Auto-Programming for General Purposes (APFGP) 

Starting from the observation that there is still a huge gap between 
DUWL¿FLDO�LQWHOOLJHQFH��$,��DQG�QDWXUDO�LQWHOOLJHQFH��1,��WKH�DXWKRU�WULHV�WR�
explain what it takes to bridge this gap. More precisely, he proposes to 
GHVFULEH�WKH�ZD\�KRZ�DQ�DXWRQRPRXV�DJHQW��QDWXUDO�RU�DUWL¿FLDO��FRXOG�EH�
enabled to develop a unified intelligence in his brain. The term “unified” 
UHIHUV�KHUH�QRW�RQO\�WR�$,��1,�RU�WKHLU�FRPELQDWLRQ��EXW�DOVR�WR�WKH�YDULRXV�
sensory- and motor modalities, as well as to other actions like perception, 
representation/ reasoning, learning. 

Even though supported by rigorous mathematical proofs and initial 
experimental verification, this is still largely an idea paper. The author 
embarks the reader to find an answer to the following general question: 
³+RZ�FDQ�D�PDFKLQH��QDWXUDO�RU�DUWL¿FLDO��$XWRQRPRXVO\�GHYHORS�D�3URJUDP�
IRU�*HQHUDO�3XUSRVHV��$3I*3�� �EDVHG�H[FOXVLYHO\�RQ�WKH�LQSXW�UHFHLYHG�
from its environment, i.e., the physical world?” He tries to answer this 
question by providing a theoretical, practical and mathematical solution. 
7KLV�SDSHU�DGGUHVVHV�PDQ\�GLI¿FXOW�SUREOHPV��DQG�ZKLOH�QRW�HYHU\RQH�PD\�
be inclined to subscribe to all of the author’s conclusions, the paper does 
contain a lot of food for thought. 

Actually, the author’s quest can somehow be seen to be parallel to one 
of the problems posed by the author of the ‘Master Algorithm’. According 
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WR��'RPLQJRV���������������VFLHQWLVWV�EHORQJ�WR�RQH�RI�WKH�IROORZLQJ�WULEHV��
symbolizers, connectionists, evolutionaries, bayesians, analogizers. “Each 
WULEH¶V�VROXWLRQ�WR�LWV�FHQWUDO�SUREOHP�LV�D�EULOOLDQW��KDUG�ZRQ�DGYDQFH��%XW�
WKH�WUXH�0DVWHU�$OJRULWKP�PXVW�VROYH�DOO�¿YH�SUREOHPV��QRW�MXVW�RQH�´�(DFK�
tribe has a different part of the puzzle which they must gather, just like the 
blind men looking at the elephant have to accommodate their knowledge in 
order to come up with a coherent whole or satisfying solution.

�������7DNXPL�,WR��HW�DO��$VVLVWLQJ�$XWKRUV�WR�&RQYHUW�5DZ�3URGXFWV�LQWR 
 Polished Prose. 

If speaking or writing is already a difficult task, to do so in a foreign 
language is a real challenge. The authors of this paper present a new task, 
called Sentence-level Revision (SentRev). Its goal is to produce high 
quality sentences in the context of academic writing based on the draft 
versions (typically) produced by inexperienced non-native speakers. The 
task takes place in the context of learning to write and producing well-
formed sentences (or even text) in a foreign language. The writing assistant 
KDV�EHHQ�EXLOW�IRU�WKH�SURGXFWLRQ�RI�VFLHQWL¿F�SDSHUV��$�QHZ�GDWDVHW��FDOOHG�
SMITH, is presented from supporting the task along with the methodology 
for building it, taking into account the fact that the access to true draft 
VHQWHQFHV�LV�GLI¿FXOW�LQ�SUDFWLFH��)LQDOO\��WKUHH�KLJK�OHYHO�EDVHOLQH�DSSURDFKHV�
are presented for performing the task and evaluated on the SMITH dataset 
according to various measures. In addition, two methods for producing 
synthetic data for training two of the baseline approaches are presented. 

This article addresses an important task in writing. In the recent years, 
a lot of work has addressed related tasks devoted to non-native English 
speakers, in particular, detection and correction of grammatical errors. It 
should be noted though that among the existing systems the following 
points are hardly addressed: errors related to meaning distortion, incorrect 
lexical choice, poor style, lack of coherence and information gaps. Some of 



10   Michael Zock

these points will be part of the authors’ future work.

4.4   Tseng & Hsieh Computational Representation of Chinese Characters: 
�&RPSDULVRQ�EHWZHHQ�6LQJXODU�9DOXH�'HFRPSRVLWLRQ�DQG�9DULDWLRQDO 
 AutoEncoding 

Chinese have developed a sophisticated system to encode information in 
their writing system. Actually, the characters encode an enormous amount of 
world knowledge in compact visual forms, i.e., patterns. In order to extract 
this knowledge, researchers resort to computational models. For example, 
using a variational autoencoder, a popular technique in deep learning (in 
particular for face recognition), allowed the authors of this paper to extract 
YDULDWLRQDO�IHDWXUHV�IURP�&KLQHVH�FKDUDFWHUV��1H[W�WKH\�FRPSDUHG�WKHP�WR�
the eigencharacters extracted from singular value decomposition. Comparing 
both techniques showed that both of them are able to reveal important 
aspects of Chinese characters (e.g., radical or components information), but 
eigencharacters, facilitate training process in a form-to-meaning task. Since 
both representations can easily be incorporated into modern computational 
models, future studies should show their added value.

4.5  Benjamin Heinzerling : NLP's Clever Hans Moment has Arrived. 
While being relatively short this paper contains nevertheless quite a bit 

of food for thought. For example, the author reveals the shortcomings of 
WKH�FXUUHQW�GHHS�QHXUDO�DSSURDFKHV�LQ�1/3��FRQFOXGLQJ�WKDW�SHUIRUPDQFH�DV�
such, or superior performance does not necessarily say very much about the 
V\VWHP¶V�FRPSHWHQF\��,QGHHG��WKH�UHVXOWV�PD\�EH�EDVHG�RQ�VXSHU¿FLDO�FXHV��
7KH�DXWKRU�UHYLHZV�ZRUN�E\�1LYHQ�	�.DR��������RI�WKLV�VR�FDOOHG�&OHYHU�
Hans effect on an argument reasoning task to discuss then possible solutions 
for its prevention. He suggests that in order to avoid this kind of failure we 
VKRXOG�FUHDWH�QRW�RQO\�EHWWHU�DQG�PRUH�ÀH[LEOH�PRGHOV����L��H���PRGHOV�WKDW�
are able to accommodate to new data, be they more complex, but also create 
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models that are more robust. Hence, in order to reach this goal creators 
VKRXOG�DGRSW�D�µ%XLOGB,W�DQG�%UHDNB,W¶�PHQWDOLW\¶��ZKLFK�YDOXHV�UREXVWQHVV�
just as much as sheer performance, i.e., a high score on a certain dataset. 

This viewpoint is perfectly in line with the mindset of philosophers like 
3RSSHU���������.XKQ��������RU�5LFKDUG�)H\QPDQ��KWWSV���ZZZ�\RXWXEH��
FRP�ZDWFK"Y �.PLP'T�F68��ZKR�ZULWHV��³,Q�JHQHUDO��ZH� ORRN�IRU�D�
QHZ�ODZ�E\�WKH�IROORZLQJ�SURFHVV��)LUVW�ZH�JXHVV�LW��WKHQ�ZH�FRPSXWH�WKH�
consequences of the guess to see what would be implied if this law that we 
JXHVVHG�LV�ULJKW��WKHQ�ZH�FRPSDUH�WKH�UHVXOW�RI�WKH�FRPSXWDWLRQ�WR�QDWXUH��
with experiments or experience, compare it directly with observation, to 
see if it works. If it disagrees with the experiment, it is wrong.” This is the 
NH\�WR�VFLHQFH��LW¶V�DV�VLPSOH�DV�WKDW��/LNHZLVH��DFFRUGLQJ�WR�3RSSHU��������
we can never prove the veracity of a law. All we can do is to show that it is 
ZURQJ��DQG�ZKHUH�LW�LV�ZURQJ��<HW��UDWKHU�WKDQ�EHLQJ�VLPSO\�D�VKRUWFRPLQJ�
there are virtues to the possibility to show that something is wrong, and 
ZKHUH�LQ�SDUWLFXODU�OLHV�WKH�PLVWDNH��3HUKDSV�WKLV�LV�D�SRLQW�WR�EH�WDNHQ�PRUH�
VHULRXVO\�E\�WKH�1/3�FRPPXQLW\�

���&RQFOXVLRQ�DQG�WKDQNV

Having reached the end of this introduction, we can conclude that there 
are many questions we would not even have thought about a decade ago, 
RU�VR��7KLV�LV�D�YLEUDQW�¿HOG�ZLWK�PDQ\�UDPL¿FDWLRQV��KXJH�SRWHQWLDO��EXW�
DOVR�FRQIURQWHG�ZLWK�D�ODUJH�QXPEHU�RI�YHU\�FRPSOH[�SUREOHPV��'XSRX[��
������6FKPLGKXEHU���������+RSLQJ�WKDW�WKLV�LVVXH�ZLOO�UHDFK�WKH�UHDGHUV��DQG�
inspire them in their future work.

I would like to take this opportunity to thank the following persons for 
WKHLU�IHHGEDFN�GXULQJ�WKH�YDULRXV�VWDJHV�RI�GUDIWLQJ�WKH�&DOO�IRU�3DSHUV�RI�
this workshop (https://sites. google.com/view/ijcai-ws928-aixroads/home):
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Emmanuele Chersoni �7KH�+RQJ�.RQJ�3RO\WHFKQLF�8QLYHUVLW\��&KLQD���
Yoed Kennett �8QLYHUVLW\�RI�3HQQV\OYDQLD��3KLODGHOSKLD��3$��86$���Vito 
Pirrelli��,/&��3LVD��,WDO\���Enrico Santus��&6$,/��0,7��%RVWRQ��86$���
and Mingyu Wan (7KH�+RQJ�.RQJ�3RO\WHFKQLF�8QLYHUVLW\��&KLQD���

/LNHZLVH�� ,�ZRXOG� OLNH� WR� WKDQN� DOO� WKH� UHYLHZHUV� �KHUH� EHORZ� LQ�
alphabetical order) for their efforts to provide useful feedback, allowing the 
authors to improve considerably their original document: 

Patrice Bellot �/3/��$L[�0DUVHLOOH�8QLYHUVLWp��)UDQFH���Jean Pierre 
Briot��/,3���&156��3DULV��)UDQFH���Michael Carl��.HQW�6WDWH�8QLYHUVLW\��
&OHYHODQG��2KLR��86$���Gerard de Melo��5XWJHUV�8QLYHUVLW\��86$���
Simon de Deyne� �6FKRRO�RI�3V\FKRORJLFDO�6FLHQFHV��8QLYHUVLW\�RI�
Melbourne, Australia), Olivier Ferret��&($�/,67��)UDQFH���Michael Flor 
�(GXFDWLRQDO�7HVWLQJ�6HUYLFH��3ULQFHWRQ��1-��86$���Chu-Ren Huang 
�7KH�+RQJ�.RQJ�3RO\WHFKQLF�8QLYHUVLW\��&KLQD���Aurélie Herbelot 
�8QLYHUVLW\�RI�7UHQWR��,WDO\���Markus J. Hofmann��%HUJLVFKH�8QLYHUVLWlW�
Wuppertal, Germany), Ekaterina Kochmar �8QLYHUVLW\�RI�&DPEULGJH���
Patrick Paroubek��/,06,��2UVD\��)UDQFH���Pease Adam��,QIR6\V��3DOR�
$OWR�&$��86$���Vito Pirrelli �,/&��3LVD��,WDO\���Alessandro Raganato 
�8QLYHUVLW\�RI�+HOVLQNL��+HOVLQNL��)LQODQG���Massimo Stella (Complex 
6FLHQFH�&RQVXOWLQJ��/HFFH�� ,WDO\���Carlo Strapparava (Fondazione 
%UXQR�.HVVOHU��7UHQWR��,WDO\���'DQ�7X¿V��5$&$,��%XFKDUHVW��5RPDQLD��
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