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Abstract

Crack prediction is an important step of car design: its accuracy is crucial to avoid additional development
costs and delays. The prediction of steel or aluminium sheets tearing is particularly challenging, and its
simulation is not always reliable yet. This could be explained by the use of too simple fracture criteria based
on a critical plastic strain that are uncoupled with the constitutive behavior (i.e. the material response is not
affected by damage). To overcome this problem, coupled damage models are proposed in the literature. To
select the appropriate constitutive equations to model the plastic and fracture behavior of a given material,
various characterization tests are needed. A comprehensive experimental campaign that covers a wide range
of stress states and loading rates was conducted. All tests can be performed on a tensile machine. From
the results, an original set of constitutive equations was chosen from the literature to propose an extended
Gurson-based damage model. A practical parameter identification procedure is proposed to calibrate the
model on a few relevant specimen geometries. The model is then validated on another set of specimen
geometries: comparisons between test results and simulations show a good agreement in terms of load-
displacement curves for both quasi-static and dynamic loading conditions.
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Nomenclature

DP Dual-phase

η Stress triaxiality

θ Lode angle

L T D Anisotropy directions

YS Yield stress

UTS Ultimate tensile strength

R Radius

W Width

NT Notched

FN Flat Notched

CCP Center Crack Panel

EDM Electro-Discharge Machining

HST High Speed Tensile

DIC Digital Image Correlation

SEM Scanning Electron Microscope

u̇ Loading rate

E Young modulus

ν Poisson ratio

R(p) Hardening law

Re Initial yield stress
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H Linear hardening

Q,b Parameters of Voce [1] hardening

f Plastic yield function

σ1,σ2,σ3 Three principal stresses

σF Flow stress

σ̄ Equivalent stress

c Drucker [2] criterion parameter

J2 Second deviatoric invariant

J3 Third deviatoric invariant
¯̄σ, ¯̄s Cauchy and deviatoric stress tensor

det(.) Determinant of a tensor

ε̇0 Inviscid limit plastic strain rate

C Johnson-Cook [3] parameter

µ Zhao [4] thermal softening parameter

ηk Taylor-Quinney [5] coefficient

ρ Material density

Cp Heat capacity
˙̄̄εp Plastic strain rate tensor

ω Roth and Mohr [6] weight function

ε̇is , ε̇ad Isothermal/adiabatic plastic strain rate

fn , fg , f sh Nucleation, growth, shear void volume
fraction

H (.) Heaviside function

εd Nucleation trigger plastic strain

A Nucleation slope

Tr(.) Trace of a tensor

kw Nahshon and Hutchinson [7] parameter

w Nahshon and Hutchinson [7] weight function

θ Lode angle

f t , f ∗ Total and effective void volume fraction

fc , fr Critical and rupture void volume fraction

GTN Gurson-Tvergaard-Needleman[8, 9, 10]

φ GTN plastic yield criterion

q1,q2 GTN criterion parameters

Le Mesh size

NICE Next Increment Correct Error numerical
scheme [11]

1. Introduction

In the automotive industry, the ecological concern leads to making car bodies from thin metallic (steel
or aluminium) sheets. This helps reducing car weight and increases fuel efficiency. However, these very
thin structures can be subjected to tearing, especially in crash conditions. As tearing should be avoided,
simulations are carried out to ensure structural integrity. However, ductile failure initiation and crack tearing
are not yet reliably predicted by simulations. And, when a crack is detected by certification tests, parts and
tools have to be re-designed, which increases the development cost and entails delays.

The poor numerical prediction of cracking can be explained by the use of too simple solutions such as
basic fracture criteria used to ’delete’ elements from the simulation when a critical value of plastic strain
is reached. Although these fracture criteria are easy to implement, and often require a limited number of
parameters to be identified, they do not always take into account the effect of stress triaxiality (here referred
to as η) and the Lode angle (θ) which are known to control crack initiation. To improve the prediction
of fracture criteria for crash simulations purposes, commonly used solutions are Rice and Tracey [12]
(micromecanically based) or Johnson–Cook [13] (phenomenologically based) criteria which both consider
a decrease of the plastic strain at failure as stress triaxiality increases. This assumption, mostly verified
at high stress triaxiality (η > 1/3), is not always correct for a wide range of stress triaxialities. Indeed, a
potential drop of fracture strain can be also observed at very low stress triaxiality (η < 1/3), under shear
conditions for instance. In order to remedy this shortcoming, Bai and Wierzbicki [14] have proposed a
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ductile failure criterion known as the Modified Mohr–Coulomb[15, 16] (MMC) criterion, which is usually
used to describe the failure of brittle materials. This MMC criterion can predict the strain at failure for a
wide range of stress triaxiality and Lode angle combinations. The MMC criterion was further extended
in [17] using the Hershey [18]/Hosford [19] equivalent stress instead of the Tresca stress [20]. According
to the authors, a better prediction under plane stress conditions is obtained. The Hosford-Coulomb failure
criterion was also improved to introduce the effect of other phenomena such as strain-rate dependency [6]
or more recently necking effect [21, 22] for shell element applications. However, any improvement of these
criteria leads to an increase of the number of parameters to identify and requires complex testing procedures
to measure the plastic strain at failure for various stress triaxialities and Lode angle values. Moreover, using
fracture criteria, damage does not influence the elasto-plastic behavior. This means that stress softening
is not represented, which can cause a poor description of strain localization and of the crack path as the
material does not lose its load-carrying capacity. From the numerical point of view, another difficulty may
arise when performing simulations for dynamic problems (e.g. crash): when a critical value is reached for
a given number of integration points in an element, this “sound” (i.e. undamaged) element is removed from
the computation. This causes a sudden drop of the stresses at the material point that can lead to dynamic
instabilities.

To improve the numerical prediction of ductile fracture in crash simulations, some contributions
[23, 24, 25] have considered, instead of fracture criteria, the use of coupled damage models, especially
micromechanically based Gurson type models. These models consist in computing a damage variable
generating stress softening and possibly offering a better representation of strain localisation and the crack
path. Numerically, if element deletion is then applied to fully broken elements it does not create spurious
elastic waves in dynamic computations. Many damage models (see e.g. review in [26, 27]) are designed to
take into account the effect of stress triaxiality and/or Lode angle so as to be able to distinguish shear cracks
at low triaxiality and necking cracks at high triaxiality.

This paper proposes to evaluate the ability of coupled damage models to predict fracture for a wide
range of stress states on a representative ductile material commonly used in automotive industry as a shock
absorber in crash: a DP450 “dual-phase” steel sheet. In order to build, calibrate and validate a model, a
comprehensive experimental study, described in section 2, is carried out on various test specimens which
can be easily tested on a tensile test machine. Several geometries are tested so as to vary stress states.
Since crash simulations require the constitutive model to be able to predict failure at both very low and
high velocities, the tests are performed at both low and high loading rates. The effect of temperature on the
material behavior is also studied. On the basis of the observed phenomena, a plasticity model containing
hardening, viscosity and self-heating is first proposed in section 4. The damage effects are represented using
a modified version of the Gurson-Tvergaard-Needleman [10] model which is introduced in section 5. The
strategy used to determine the model parameters is detailed in section 6. Finally, the numerical validation of
this original constitutive model is done by comparing tests on specimens that have not been used to identify
the model parameters and the corresponding simulations in the section 7. The originality of this work lies
in the combination of a large experimental database, including specimens allowing for stable crack growth,
with the proposed constitutive model for a wide range of loading rates and its verification.

2. Material and experimental procedure

In this first section, a brief description of the studied DP450 steel is given, and the experimental
campaign is detailed.
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2.1. DP450 “dual-phase” Steel
The material of this study is a dual-phase DP450 steel which is representative of the type of steel used

for sheets in the car industry. Its large maximum elongation and its low yield stress are good properties
for metal forming process and shock absorption in crash conditions. This DP steel is composed of a small
amount of martensite within a ferrite matrix (see fig. 1). Alloying elements are given in tab. 1. The material
is supplied as a 1.18 mm thick sheet obtained by rolling process. In the following the rolling direction will
be referred to as L (0◦), the transverse direction as T (90◦) and the diagonal direction as D (45◦).

Ferrite

Martensite

10 µm

Figure 1: Microstructure of DP450 steel after nital etching.

C Mn Si P S Cu Al Fe
0.08 1.6 0.4 < 0.05 < 0.01 < 0.2 < 1. bal.

Table 1: Nominal chemical composition (weight %)

2.2. Experimental procedures
A comprehensive experimental campaign was performed to highlight all possible phenomena that may

have an influence on crack initiation and propagation. Almost 120 tests were carried out on specimens with
9 different geometries to vary stress state (see fig. 2). All the specimen geometries can be tested on a tensile
machine. These specimens were tested at different loading rates and temperatures. Flat standard (see fig. 2a)
and large (see fig. 2b) specimens were used to characterize the plastic behavior of the material. Strain rates
were selected so that they correspond to rates in highly deformed zones during crash i.e. up to 200 s−1.

Notched specimens, referred to as NT1 (fig. 2c), NT2 (fig. 2d), V45 (fig. 2e), Central hole (fig. 2f) and
FN (fig. 2i), are relevant to analyze the effect of high stress triaxiality on plasticity and crack initiation. The
smaller the notch is, the higher the stress triaxiality. To study crack initiation at lower stress triaxiality, a
shear “M-shape” specimen (fig. 2g) was also used. Finally, crack propagation was studied using a Center
Crack Panel (CCP) specimen (fig. 2h). A very thin notch was introduced in this specimen using Electro-
Discharge Machining (EDM); the notch radius is, in that case, 0.1 mm. Note that because of the steel
sheet small thickness (1.18 mm), buckling cannot be avoided in compression tests so that negative stress
triaxiality was not considered in this experimental study.

Some of these specimens (std. flat, NT1, V45, M-shape and CCP) were tested at low and high velocities
using two different testing machines. For high velocities, the geometries of specimens tested employing the
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FastGrip system (see fig. 3c) needed to be modified so as to increase their lengths. The width of M-shape
and CCP specimens was also reduced. This last modification has no influence in the case of the M-shape
specimen as the strained area remains unchanged. It is however necessary to distinguish between the CCP
specimens (CCP and CCP-dyna) as the initial ligament is reduced for specimens tested at high rates. The
specific dimensions used at high rates are outlined in red in fig. 2. In all cases, it was checked that the
prescribed velocity is such that the strain rates reached locally for the notched specimens are within the
experimental range prescribed for the flat tensile specimens.
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Figure 2: Specimens used in the experimental campaign (measurement points are marked with •). Specific
dimensions used at high rates are outlined in red.

Experiments were conducted on tensile hydraulic machines: MTS 100 kN and MTS 810 Mat. system
(see fig. 3a) for the quasi-static tests, Schenck actuator (see fig. 3b) and HST Instron VHS 65/80 with
FastGrip system (see fig. 3c) for the dynamic tests. Measurements are taken using MTS extensometers:
longitudinal 632.11 (gage length = 27 mm) for relative displacement on standard flat, and Central Hole
specimens and clips (632.02) for notch opening on NT1, NT2 and V45 specimens. Shadow tracking [28]
(see fig. 4) was also used to assess the transverse strain on the same specimens. The relative precision of
the measure is about 2δ/l0 with δ =1 to 2 pixels. l0 is the length being tracked (see fig. 4). The experiments
were carried out so that l0 ≈ 1000 pixels. Consequently the accuracy on the transverse deformation is 2
to 4‰. To reduce noise, results were consequently filtered. In the case of some flat tensile specimens,
the axial extensometer was removed during the test so as to be able to monitor transverse strains beyond
necking. At high loading rates, Fiedler doppler lasers replaced longitudinal extensometers for standard flat
specimens. For Large flat, NT1, V45, M-shape and CCP/CCP-dyna geometries, relative displacement was
measured by Digital Image Correlation (DIC) with virtual extensometers. Measurement points for some
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Manta stereo cameras

(a)Quasi-static test on MTS 810.

Infrared camera

Fast camera

Schenck actuator

(b)Dyna. test on Schenck actuator.

Doppler lasers

Fast grip system

Fast camera

(c)Dyna. test on HTS.

Figure 3: Experimental setups and measure devices for quasi-static and dynamic tensile tests.

geometries are marked with • on fig. 2. Cameras are Diagnostic Instrument Monochrome 14.1 for shadow
tracking, Manta Allied Vision and Photron FastCam respectively for quasi-static and dynamic tests. An
infrared camera (see fig. 3b) was also used to evidence possible self-heating in the case of dynamic tests.
All tests were repeated two or three times to check reproducibility, which was found to be very good.

l0 l0 − ∆l
εengtrans =

∆l

l0

Initial state Deformed state

Figure 4: Illustration of shadow tracking measure on NT1 specimen.

3. Main experimental results

For the sake of clarity and brevity, a selection of experimental results among the tests listed in tab. 2
is presented here to outline the main observed phenomena. This section is organized as follows. First the
elasto-plastic behavior under quasi-static loading is described. Strain rate dependence and related adiabatic
heating are then presented. Finally damage growth and crack propagation are detailed.

3.1. Elasto-plastic behavior
Tensile tests on standard flat specimens (see fig. 2a) were carried out along several directions in the sheet

plane from L (0◦) to T (90◦), by steps of 15◦, to evaluate material anisotropy. These tests were performed
at low strain rate (0.001 s−1) and room temperature (20◦C). Measures of longitudinal and transverse strains
allow to evaluate the Lankford coefficient for all directions.

The true stress—strain curves for directions L, D and T are given in fig. 5a. Direction T appears slightly
less resistant than directions L and D. The average yield stress is equal to 283 MPa and the Ultimate Tensile
Stress is 490 MPa. The evolution of the transverse strain is plotted as a function of the longitudinal strain
in fig. 5b, evidencing a slight anisotropy.
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The in–plane variations of yield stress (see fig. 5c), ultimate tensile strength (see fig. 5d) and Lankford
coefficient (see fig. 5e), allow to obtain a more precise characterization of the material anisotropy.
Anisotropy is very limited for stresses and slightly more pronounced in the case of the Lankford coefficient.
In the following the material will be considered as isotropic for the sake of simplicity. Note that in practice,
forming of parts in automotive industry is conducted without considering sheet orientation. Nevertheless, all
remaining quasi-static tests were performed along both L and T directions to check for possible anisotropic
ductility which appeared in fact to be very limited. For that reason, tests for a given specimen and different
loading directions were averaged. Consequently experimental scatter will also integrate the effect of
anisotropy. For dynamic loading, the orientation of specimens was no longer considered so as to reduce
the number of repeated tests.
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Figure 5: Results obtained with quasi-static tensile test on standard flat specimen (ε̇ = 0.001 s−1) along several
directions in the plane to evaluate anisotropy.

3.2. Strain-rate and temperature effects

As a car crash is a dynamic event, it is necessary to characterize the effect of loading rate on the behavior
of the material. To do so, dynamic tensile tests were performed on several geometries. Load-displacement
curves obtained on FN specimens are given in fig. 6a (note that the for the highest velocity of 1.0 m.s−1,
results were filtered which made the elastic response disappear from the curve). A significant gain in
strength with increasing loading rate is noticed which shows that the material is strain-rate dependent.
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The displacement at failure decreases with a steeper load drop. Infrared pictures showed a significant
temperature increase after the onset of necking and during cracking as exemplified in fig. 6b. In that case,
an increase of 100◦C with respect to room temperature is observed just before failure for an intermediate (i.e.
without inertia effects, no oscillations on the load) loading rate equal to u̇ = 8.33 mm.s−1. This corresponds
to quasi-adiabatic heating. Note that temperature increase in tensile bars at necking is moderate (about
25◦C). The local increase in temperature in the notched area during necking and failure is believed to be
responsible for the loss of macroscopic ductility (defined here as the displacement at full failure). This trend
is not evidenced in other studies on various DP steels (higher grades than in this study). For instance, [29]
(DP800) found that loading rate has a very moderate effect on ductility. The same authors reported a similar
trend on a DP590 material [6]. It is found in [30] (DP780) that ductility (measured as the reduction in area)
increases with increasing loading rate.
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(b)Infrared picture for FN specimen (u̇ = 8.33 mm.s−1).

Figure 6: Results obtained on FN specimen at several loading rates.

In order to develop constitutive equations, it is therefore necessary to characterize the effect of the
temperature alone on the material behavior. For that purpose quasi-static tensile tests were carried out
at 100◦C. The low loading rate ensures to keep the isothermal conditions as self-heating only appears at
high rates. Several specimens were tested: standard flat, V45, and CCP. An oven and thermocouples were
used to regulate the temperature of the specimens. Results obtained on these specimens are presented in
fig. 7. A significant loss of strength is observed with increasing specimen temperature. A similar trend was
found in [29] on a DP800 steel. In this last study it was also shown that strength and ductility increase for
temperatures between 180 and 300◦C. The model developed below will only account for the temperature
effects on hardening and not on damage. The effect on failure will not be accounted for as most of the
deformation/damage occurs well below 100◦C.

3.3. Crack initiation and propagation
Quasi-static tensile tests were performed on notched and shear specimens along T and L directions.

Averaged results for several specimens are given in fig. 8. NT2, NT1 and V45 specimens (fig. 8a) have
the same minimum cross section and allow positioning the clip extensometer at the same location. These
notched specimens have a relatively high stress triaxiality before crack initiation (η > 0.35). The highest
value is reached in the case of the V45 specimen so that it exhibits higher load levels before crack initiation
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Figure 7: Effects of sole temperature on the material behavior.

which was manually detected based on the photographs taken during the tests (marked by � in fig. 8a).
However, as the sheet is relatively thin triaxiality levels remain limited so that the maximum load levels of
all specimens are close. The notch opening at crack initiation decreases with notch severity illustrating the
usual dependence of ductility on stress triaxiality. Crack propagation is stable (i.e. no sudden load drop) in
all cases up to complete failure. Load decrease is very steep for NT2 specimens but gradual for V45, which
allows to use this specimen to characterize crack propagation. The M-shape specimen (see fig. 8b) shows
an abrupt load decrease which limits its use to only characterizes initiation. This specimen (see fig. 2g) has
two ligaments so that one of them fails first which causes dissymetric failure. The test is then stopped after
this first failure which explains that the final recorded load is not equal to 0.
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Figure 8: Results obtained with quasi-static tests on notched and shear specimens.

For a better understanding of damage growth leading to failure, fracture surfaces were observed using
a Scanning Electron Microscope (SEM). Fig. 9 shows a typical ductile fracture surface obtained for a NT1
specimen. Numerous small dimples can be observed. A polished longitudinal cross section is also shown
in fig. 9b. Voids are exhibited below the fracture surface up to a distance of about 500 µm. It was checked
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that outside the necked area damage was not initiated. Failure thus appears to be caused by void nucleation
and growth in the material. Polished cross sections of the unstrained material showed no initial damage.

30 µm

(a)Fractured area.

200 µm

(b)Profile of the necking area.

Figure 9: Scanning Electron Microscope pictures of a fractured NT1 specimen.

3.4. Summary

The summary table of the performed tests for all specimens, loading rates and temperatures is given in
tab. 2. From the observations made thanks to these tests, it is possible to summarize the phenomena that
have an influence on plasticity, crack initiation and propagation:

1. Plasticity : isotropic with hardening,

2. Strain rate sensitivity : increase in strength with the increasing strain rate,

3. Self-heating : heat generation at high strain rate that leads to a loss of macroscopic ductility,

4. Damage : nucleation, growth and coalescence of cavities responsible for fracture.

The next two sections of this study introduce the constitutive equations chosen from the literature to
represent all these phenomena in a constitutive model. Constitutive equations for plasticity describing
hardening, viscosity and self-heating are first introduced in section 4. These constitutive equations are then
extended to account for damage in section 5. The identification strategy is detailed in section 6.

4. Constitutive equations for plasticity

The constitutive equations for plasticity are first described in this section. The hardening law, the
plasticity yield criterion, the rate-dependency model and the rule for quasi adiabatic self-heating effects
are detailed. Note that the elastic behavior is supposed to be linear and isotropic. The Young modulus is
E = 192 GPa and obtained from experimental results in directions L and T. The Poisson ratio ν = 0.3 is
chosen from [31].
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0.002 mm.s−1 0.003 mm.s−1 0.004 mm.s−1 0.009 mm.s−1 0.035 mm.s−1

Standard flat - - - - 2 L 2 T •?
Large flat - - - - -
NT1 2 L 2 T?? - - - -
NT2 2 L 2 T? - - - -
V45 2 L 2 T •? - - - -
Central hole - - 2 L 2 T - -
M-shape - 2 L 2 T?? - - -
CCP - - 2 L 2 T • - -
FN - - - 2 L -

0.04 mm.s−1 0.0833 mm.s−1 0.09 mm.s−1 8.33 mm.s−1 0.2 m.s−1

Standard flat 2 L? - - - -
Large flat - 3? - 3? -
NT1 - - - - 2
NT2 - - - - -
V45 - - - - 2
Central hole - - - - -
M-shape - - - - -
CCP - - - - -
FN - 2 3 3 -

0.5 m.s−1 1.0 m.s−1 3.0 m.s−1 5.0 m.s−1 7 m.s−1

Standard flat - 2? 2? 2? 2?
Large flat - 3? - - -
NT1 2 2 2 - -
NT2 2 2 2 - -
V45 2 2 2 - -
Central hole - - - - -
M-shape 2 2 2 - -
CCP dyna - 2 2 - 2
FN - 3 - - -

Table 2: Table summarizing the number of tests per configuration realized in the experimental campaign at room
temperature of 20◦C. Tests also performed at 100◦C are marked with a red dot •. Those used for the plasticity
constitutive model identification are marked with a yellow star?, and those used for the damage constitutive model
are marked with a blue star?. Tests realized on standard flat specimens to study anisotropy are not included.
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4.1. Hardening model

Work-hardening has been observed on experimental results (see fig. 5a). To model this phenomenon, a
Voce type law [1] is often used in the literature [32]. This law leads to a maximum value of the flow stress.
However, Le Maout et al. [33] have mentioned that for tests realized up to failure, an additional linear term
might be considered to represent hardening at high strains. Thus the Voce law is modified accordingly by
adding a linear hardening term to obtain the following expression for the flow stress:

σF = R(p) = Re + Hp + Q(1 − exp(−bp)) (1)

where Re is the initial tensile yield stress, H the linear hardening coefficient, p the cumulated plastic strain,
Q and b the two Voce parameters.

4.2. Plastic yield criterion

The choice of a plastic yield criterion requires several tests at different stress triaxialities. Notched
specimens (NT1, NT2, V45) and M-shape shear specimens are used to determine and identify the
appropriate isotropic plastic yield criterion. Considered candidates are Tresca [20], von Mises [34],
Hershey/Hosford [18, 19] and Drucker [2] yield criteria. The best fit is obtained using the Drucker criterion.
Although the Hosford model leads to predictions which are quite close, the numerical implementation of
the Drucker criterion is easier. The Drucker yield criterion is expressed as:

f = σ̄ − σF with σ̄ =
6

√(
1

27
− c

4
729

)−1

(J3
2 − cJ2

3 ) (2)

where σ̄ is the equivalent stress associated to the Drucker criterion, σF the flow stress and c the Drucker
parameter. J2 and J3 designate respectively the second and third deviatoric invariants which are expressed
as:

J2 =
1
2

¯̄s : ¯̄s J3 = det( ¯̄s) (3)

where ¯̄s is the deviatoric stress tensor and det(.) the determinant. If c = 0, the J2—plasticity of von Mises
is recovered. Depending on the value of the c parameter, the Drucker yield surface lies between a smoothed
Tresca surface (c = 2.25) and the upper bound of Mendelson [35] (c = −27/8). Note that the Drucker yield
criterion depends on the Lode angle (see below eq. (11)) as it is expressed as a function of both J2 and J3.

4.3. Strain rate dependence

A rate-dependent behavior has also been highlighted with tensile tests at high velocities. To represent
this phenomenon, several models taken from the literature can be considered. The Johnson–Cook [3]
formula is most the commonly used rate-dependent approach in the automotive industry. Other well known
works can be cited as Zerilli–Armstrong [37] or Zhao [4] models. In this paper, it is first chosen to consider
the Johnson–Cook approach. The flow stress is consequently modified by a multiplicative factor depending
on the strain rate as follows:

σF = R(p)
(
1 + C

〈
ln

ṗ
ε̇0

〉
+

)
︸               ︷︷               ︸
Strain rate dependence

(4)
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where C > 0 is a parameter; ε̇0 is the strain-rate below which strain dependency effects are negligible and
〈.〉+ designates the Macauley brackets. This equation implies that viscous effects appear as soon as the
plastic strain rate ṗ is higher than the quasi-static limit strain-rate ε̇0.

Regarding the other models mentioned above, the physically based Zerilli–Armstrong model appears
to be much more difficult to identify. Zhao rate dependent model is a good candidate in the case where
experimental σF — 〈lnp/ε̇0〉+ curves are not linear. This case can be observed at very high strain-rates
(ε̇ > 300 s−1). However, using Zhao model implies an increase in the number of parameters to be identified.
Similarly, in a recent work, Sarraf et al. [32] have proposed a modified version of Johnson–Cook rate
dependent model so as to make it "non-linear" by using 〈ln ṗ/ε̇0〉

n
+ instead of 〈ln ṗ/ε̇0〉+ where n is an

additional parameter to be identified.

4.4. Thermal softening and self-heating

At high loading rates and high level of plastic strain (p > 15%), self-heating was experimentally
observed leading to a loss of macroscopic ductility and a steeper load drop. This increase of temperature
leads to a loss of load carrying capacity (thermal softening). Two candidate models have been considered
to represent this phenomenon. On the on hand, the Johnson–Cook [3] approach considers a non-linear
softening between room temperature and melting temperature. On the other end, the Zhao [4] thermal
softening model considers a linear thermal softening which is, according to the author, sufficient for an
automotive application since the temperature increase rarely exceeds a few hundred degrees. For this reason,
this last model is preferred for this study. Note that both models only have one parameter to identify. Zhao
thermal softening equation is introduced in the flow stress expression as:

σF = R(p)
(
1 + C

〈
ln

ṗ
ε̇0

〉
+

)
︸               ︷︷               ︸

Viscosity

(1 − µ(T − Tref))︸               ︷︷               ︸
Thermal softening︸                                       ︷︷                                       ︸

Strain-rate effects

(5)

where µ is the only parameter to identify, T the current temperature and Tref the reference temperature used
throughout the identification of R(p). In this study, Tref corresponds to the room temperature (20◦C). Strain
rate effects result from the combination of rate dependence and thermal softening.

As coupled thermo—mechanical simulations are avoided in the automotive industry to reduce
computation time, the evolution of temperature is given by the following expression proposed by Roth
and Mohr [6]:

Ṫ = ω(ṗ)
ηk
ρCp

¯̄σ : ˙̄̄εp (6)

where ω is a weight function described in eq. (7), ηk is the Taylor–Quinney [5] coefficient, ρ the density,
Cp the heat capacity, ¯̄σ the stress tensor and ˙̄̄εp the plastic strain rate tensor. The temperature increase
corresponds to the conversion of a given percentage (ηk ) of the plastic work into heat. The weight function
ω is used to obtain a continuous transition between isothermal conditions at low strain rates with no heat
generation and quasi-adiabatic conditions at high strain rates with purely adiabatic heat generation. Its
expression is:

ω(ṗ) =




0 if ṗ < ε̇is
(ṗ − ε̇is )2(3ε̇ad − 2ṗ − ε̇is )

(ε̇ad − ε̇is )3 if ε̇is ≤ ṗ ≤ ε̇ad

1 if ṗ > ε̇ad

(7)
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where ε̇is is the isothermal limit strain rate and ε̇ad is the adiabatic limit strain rate. This weight function
allows the constitutive model to be used for low loading rates and high loading rates as well. Note that the
identification of ε̇is and ε̇ad is only possible once the damage model is already introduced and identified
because adiabatic heating is only very active in areas where damage is high.

5. Constitutive equations for damage

The constitutive model is completed by introducing damage effects. In the experimental study, it has
been observed that failure of DP450 steel is due to the nucleation and growth of cavities. To represent
these phenomena, a modified version of Gurson-Tvergaard-Needleman (GTN) coupled damage model [8,
9, 10] is used. This model considers spherical cavities surrounded by a material matrix in an representative
elementary volume. The damage variable f t corresponds to the void volume fraction. The GTN model
allows representing different damage phenomena: nucleation, growth and coalescence of cavities. In this
study, it is assumed that the as-received material is damage free ( f t = 0). Voids must thus be first created
by nucleation of cavities during plastic deformation. The nucleated void volume fraction (assumed to
correspond to martensite/ferrite debonding) is represented by the variable fn . Assuming strain controlled
nucleation, the nucleation rate is expressed as: ḟn = An (. . . ) ṗ. The Gaussian function proposed by Chu
and Needleman [38] is often used for An . In this study, the nucleation rate proposed in [31] is used limiting
the number of parameters to identify (2 instead of 3). The nucleation rate is then expressed as:

ḟn = H (p − εd )Aṗ (8)

where H (.) is the Heaviside function and εd represents the plastic strain for which nucleation starts. The
nucleation rate is then considered as constant (parameter A). Growth of nucleated voids is represented by
the variable fg . Its evolution is related to the plastic volume variation as:

ḟg = (1 − f t )Tr( ˙̄̄εp ) (9)

where f t is the total void volume fraction (see eq. (12)) and Tr(.) is the trace. It can be noticed that the
evolution of fg strongly depends on stress triaxiality. This means that the higher the triaxiality, the less
ductile the material. However, under shear loading, the trace of the plastic strain tensor is null. In that case,
fg has no effect and fracture of DP450 might not be well predicted. This is a well known issue encountered
with the use of classical GTN model. To overcome this difficulty, it is proposed to use the modification
introduced by Nahshon and Hutchinson [7]. It considers a third void volume fraction linked to “shear”
damage:

ḟ sh = kw f t
[
1 − (cos(3θ))2

]︸               ︷︷               ︸
w(θ)

¯̄s : ˙̄̄εp
σ̄

(10)

where kw is a constant to identify, θ is the Lode angle, ¯̄s the deviatoric stress tensor and σ̄ the equivalent
stress defined by the plastic yield criterion (Drucker in the present case). The Lode angle is expressed as:

cos(3θ) =
3
√

3J3

2J2
√

J2
(11)

The weight function w(θ) is such that shear damage is maximum for θ = π/6 (i.e. under shear or plane
strain conditions) and equal to zero when θ is close to 0 and π/3 (any axisymmetric loading conditions).
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This implies that shear damage can be activated at high triaxialities under plane strain conditions. To avoid
such a behavior, Nielsen and Tveergard [39] have proposed to modify the expression of w so that it is equal
to zero above a given value of the triaxiality. Note that the triaxiality levels considered in [39] correspond to
the levels observed in this work. In this paper, it is chosen to keep the original expression given in eq. (10)
as a good fit was obtained with the original model only. Other proposals can be found in the literature to
improve the GTN model at low stress triaxialities. Pickett et al. [23] suggest to add a nucleation mechanism
controlled by the shear components of the plastic strain tensor. More recently Malcher et al. [40] and
Jiang et al. [41] have used the GTN model in which the matrix flow stress (σF ) is affected by shear damage
following the Lemaitre approach [42].

The total void volume fraction is then defined as follows:

f t = fn + fg + f sh (12)

Void coalescence is described following the original GTN model using an effective porosity f ∗ ≥ f t
expressed as:

f ∗ =




f t if f t < fc

fc +
fu − fc
fr − fc

( f t − fc ) if f t ≥ fc
(13)

where fc is a critical value corresponding to the onset of coalescence. Parameter fr is the value of f t at
fracture and fu is the value of f ∗ at fracture. The GTN model uses a yield criterion accounting for the effect
of damage and pressure which is expressed as:

φ =

(
σ̄

σF

)2

− 1︸       ︷︷       ︸
Plasticity

+ 2q1 f ∗cosh
(

q2

2
Tr( ¯̄σ)
σF

)
− (q1 f ∗)2︸                                      ︷︷                                      ︸

Effect of cavities

(14)

where σ̄ is the Drucker equivalent stress which is introduced in the GTN yield surface following [43] instead
of the von Mises stress, σF is the flow stress described in section 4, q1 and q2 are model parameters to be
identified.

6. Parameter identification

Geometries and velocities used for the identification procedure are given in tab. 2 and marked with a
yellow star ? (for plasticity) and blue star ? (for damage). Remaining experimental results on different
specimens at different loading rates are used in section 7 for the evaluation of the model prediction
capability. As the model has many parameters, they are determined stepwise following the strategy which
is described in the following. All optimized parameters are gathered in tab. 3.

6.1. Work hardening and thermal softening

The hardening law (eq. (1)) is first adjusted. The initial yield stress Re is set to the average of the
experimental results for quasi-static tensile test on standard flat specimens (ε̇ = 0.001 s−1) along L and
T directions at room temperature: Re = 283 MPa (fig. 5a). The other parameters are identified on the
same average curve, using a least square optimization Python script for plastic strains between 0% and 20%
(which is slightly below the strain at necking). The following parameters are obtained: H = 587 MPa,
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Figure 10: Identification of plasticity model.

Q = 208 MPa and b = 23.9. From the result of this identification the evolution of the true stress in fig. 10a
is plotted as a function of the true strain.

Parameter µ describing thermal softening (eq. (5)) can then be easily identified using the quasi-static
stress—strain curves obtained at at 100◦C which corresponds to the level of observed temperature increase.
Identification (Python script) leads to a value of µ equal to 0.00134 ◦C−1. Note that this value is close to
the value proposed by Zhao [4] for a similar material used in the automotive industry. Experiments and
simulations are compared in fig. 10a with good agreement.

6.2. Yield surface

The yield surface is then adjusted. The identification is made using Z–opt optimization software [36].
The simulated load—displacement curves are compared with the average (L and T) quasi-static results
obtained on NT1, NT2, V45 and M–shape specimens (see fig. 8). These specimens are particularly relevant
for this identification as they allow generating stress states close to shear (M–shape) and between uniaxial
tension and plane strain (in particular V45 specimen is close to plane strain along the specimen width
direction). The flow stress σF is taken equal to R(p) (eq. (1)) as rate effects can be neglected for those
tests. The identified parameter is c = 1.45. This result indicates that a classical Mises yield surface (c = 0)
is not sufficient to well represent the yield surface for this material. The obtained yield surface is shown in
fig. 10b where it is compared to the corresponding von Mises surface.

6.3. Johnson–Cook law

The Johnson–Cook law (eq. (4)) is then adjusted using the tensile test results on large and standard
flat specimens at different loading rates. The value of ε̇0 is chosen as the maximum strain rate for which
the material shows an inviscid response: ε̇0 = 0.00361 s−1. The expression of the Johnson-Cook’s rate-
dependency equation indicates that parameter C corresponds to the slope of the σF—〈lnp/ε̇0〉+ curves
for a given plastic strain level. Using this observation, parameter C is identified with a Python least
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square optimization script for plastic strain values contained between 2% and 15%. Considering the self-
heating model based on the conversion of plastic work [5] presented above (eq. (6)), this low level of
plasticity makes it possible to neglect the small increase of temperature (about 20◦C) at high velocity. The
identification (see fig. 11a) leads to C = 0.0236. The stress—strain curves obtained with this parameter are
in good agreement with experimental results (see fig. 11b). Thus, in this case the Johnson–Cook model is
considered as satisfactory.
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Figure 11: Identification of the strain rate dependence model: comparison with test results.

6.4. Damage parameters

Identification of the damage model (section 5) can be simplified by choosing values from the literature.
The yield function parameters are taken from [44] as q1 = 1.5 and q2 = 1.0. Parameter fu is equal
to 1/q1. Remaining parameters to identify are εd , A, kw , fc and fr . Two specimens are used for this
identification: the NT1 notched specimen which is representative of high stress triaxiality specimens and the
M-shape shear specimen for low stress triaxiality. The shear specimen is particularly important to identify
the Nahshon and Hutchinson (N&H) coefficient kw . Note therefore that only two specimens were required
for the identification of the damage parameters. This was possible because for the two selected specimens,
stress states differ and also because both crack initiation and propagation are considered in the identification
procedure thanks to the stable load decrease for the NT1 specimen. Quasi-static loadings are preferred to
avoid any thermal effect on softening. Since damage models are well known to be mesh-dependent because
of stress softening and damage localization [45], the parameters have to be identified for a fixed mesh size
which will represent the width of the damage localization band. It is then chosen to fix the mesh size Le

at one sixth of the sheet thickness (6 hexahedral elements in the thickness), Le ≈ 0.2 mm. Using the Z-
opt software, identification is realised using NT1 and M-shape specimens (see fig. 12). The experimental
loading rate is applied (respectively 0.002 mm.s−1 and 0.003 mm.s−1) at room temperature. Simulations
were automatically carried out by the optimization software up to full failure in order to match the entire
load—displacement curves. Each iteration lasted about 1 hour. The optimized values are: εd = 0.3,
A = 0.11, kw = 2.65, fc = 0.16 and fr = 0.2. Note that if the Nahshon and Hutchinson modification is
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deactivated (kw = 0), the failure of M-shape specimen cannot be predicted (see fig. 12b). A slight difference
is observed on NT1 results (see fig. 12a) because of quasi plane strain conditions encountered in the center
of the specimen.

Finally a mesh size sensitivity analysis was carried out. It is concluded that a good fit can still be
obtained when changing the mesh by only modifying the nucleation rate A proportionally to the new mesh
size (L′e) as: A→ A′ = A(L′e/Le ). This simple rule can however only be applied for L′e < 0.5 mm. Above
this mesh size, the strain gradient is no longer well described so that M-shape, V45 and CCP specimens
cannot be properly simulated as gradients are very steep in these specimens.
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Figure 12: Damage model identification results obtained with Z-opt with a mesh size of Le = 0.2 mm.

6.5. Damage at high loading rates and self-heating

To simulate dynamic tests, it is assumed that damage parameters are temperature and strain rate
independent. When using the GTN growth model, this assumption implies [46] that ductility for a given
stress state is also temperature and strain rate independent as growth rate depends on a stress ratio (stress
triaxiality) which remains constant. Nucleation could be affected by the stress level [47] but this possible
effect was not accounted for in this study. Assuming strain controlled nucleation leads again to temperature
and strain rate independent damage rates. Therefore assuming that damage parameters are temperature and
strain rate independent, implies that damage mechanisms are assumed to remain similar (in the present
case mainly ferrite/martensite decohesion and subsequent moderate void growth) and to keep the same rate
dependence with respect to temperature and strain rate. In that case, local (material point) ductility remains
unchanged. However, adiabatic heating (a softening mechanism) will favor earlier strain localization and
therefore reduce the macroscopic ductility. Using these assumptions it is for instance possible to well
describe the dynamic Charpy tests [48, 49]. These assumption would however not be valid for instance in
the case of dynamic strain aging (DSA) which is known to reduce ductility in the case of duplex steels [50]
(above 150◦C in this reference). In that case it would be necessary to have damage parameters depending on
temperature and/or strain rate. In the present case, the model will overestimate ductility for quasi-static tests
conducted at 100◦C (fig. 7). In this study, these tests were in fact conducted to characterize the temperature
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dependence of the flow stress only (parameter µ in eq. (5)). The assumptions made here will be validated in
the next section where all tests (quasi-static and dynamic) carried out at room temperature are simulated.

The value of the Taylor–Quinney coefficient is taken from [6] and set to ηk = 0.9. Thermal properties
of DP450 steel are assumed to be close to those of DP590, thus corresponding material parameters
ρ=7850 kg.m−3, and Cp=420 J.kg−1.◦C−1, proposed in [6], are also taken. The ω function is then fitted
so as to reproduce gradual softening observed during high velocity tests. It is not fitted on temperature
measurements but computed temperature increase is qualitatively in agreement with estimates obtained
with the infrared camera (see fig. 18 below). The identification of the ω function (eq. (6)) needs therefore
to be performed after the identification of the damage parameters on quasi-static tests (see 6.4). Roth and
Mohr [6] have proposed to set ε̇is = ε̇0. Using this assumption (which would simplify the identification
procedure) did not allow to obtain a good fit of the database and consequently ε̇is was also tuned. As
self-heating only affects the macroscopic response when the entire specimen cross-section undergoes
temperature increase, large flat tensile specimens are used for the identification of ε̇is=0.002 s−1 and
ε̇ad=0.04 s−1. This fit was validated on FN specimens which also show almost uniform self-heating.
Identification requires to simulate the entire specimens so that an automatic optimisation software must be
used (Z-opt in this case). Comparison of experiments and simulations are shown in fig. 13 with reasonable
agreement.
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Figure 13: Identification of the self-heating part of the model on large flat specimens.

7. Simulation of the database and validation of the model

In this last section, the constitutive model is implemented in the finite element software Z-set to perform
simulations of several quasi-static and dynamic tests. Experiments and simulations are systematically
compared to evaluate the prediction capability of the proposed model.

7.1. Numerical methods

To perform simulations of the various test specimens, the constitutive model is implemented following
a fully implicit scheme in the Z-set object oriented finite element software [51, 52]. This implementation
is realized using the formalism proposed by Besson et al. [53]. The simulations are realized using regular
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E [GPa] ν Re [MPa] H [MPa] Q [MPa] b c

192.0 0.3 283.0 587.0 208.0 23.9 1.45

ε̇0 [s−1] C µ [◦C−1] ηk ρ [kg.m−3] Cp [J.kg−1.◦C−1] ε̇is [s−1]

0.00361 0.0236 0.00134 0.9 7850.0 420.0 0.002

ε̇ad [s−1] εd A kw fc fr fu
0.04 0.3 0.11 2.65 0.16 0.2 1/q1

q1 q2 Le

1.5 1.0 0.2 [mm]

Table 3: Identified parameters for a fixed mesh size of Le = 0.2 mm.

meshes with a relatively constant mesh size of Le = 0.2 mm. These meshes consist in 8-node brick
elements with full integration (8 Gauss points). To avoid pressure fluctuations within the elements, selective
integration technique [54] is used. It is emphasized that, in all cases, damage maximum values are localized
on one row of Gauss points illustrating damage localization responsible for mesh size dependency. For this
reason, it is important to keep a constant mesh size in the crack propagation zone.

Usual symmetry conditions are used so that 1/2 of the specimens is meshed (half thickness). Other
symmetries are not accounted for so as to be able to represent non–symmetric crack paths experimentally
observed for M-shape and FN specimens. For all simulations, the damage variable f t field during or after
full failure is plotted with the same scale as presented in fig. 14c. Considering the identified parameters
(see tab. 3), element rupture is obtained for f t = fr = 0.20. Ruptured elements are removed from the
calculation. To avoid getting a singular global stiffness matrix, displacement increments at nodes belonging
only to removed elements are then fixed. Quasi-static tests are simulated using a static implicit scheme.
Dynamic tests are simulated using a dynamic implicit numerical solver to consider inertia effects on the
specimen response.

7.2. Quasi-static tests

Quasi-static simulations at room temperature are first presented and results are shown in fig. 14 (standard
flat, NT1, NT2), fig. 15 (V45, Central hole, M-shape) and fig. 16 (CCP, FN). An overall good prediction
is observed for all specimens. For load—displacement curves, experimental scatter is represented by the
filled area; this scatter corresponds to both material anisotropy and actual scatter (which is very limited).
Experimental macroscopic transverse strains curves obtained by shadow tracking (see fig. 4) are also
compared in fig. 14b, fig. 14e, fig. 14h, fig. 15b, fig. 15e. In cases where cracks are initiated at the notch
root, transverse strains can only be evaluated before the onset of cracking as the shadow tracking technique
is not accurate enough to detect the crack tip. This situation prevails in all cases except for the standard flat
specimens in which cracks are initiated at the center of the specimen. The difference between simulation and
experiment for the V45 specimens (fig. 15b) is attributed to an underestimation of the transverse strain. For
this specimen, transverse strain before crack initiation is very small (' 1.3%) so that the shadow tracking is
not accurate enough.

In all cases a very good agreement is obtained between simulated and experimental load–
displacement/notch opening curves up to full specimen failure (i.e. load = 0). This first shows that the
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hardening model is appropriately identified even for strain levels larger than the necking as shown, for
instance, in fig. 14b where the engineering stress is plotted as a function of the transverse strain. In all
cases, loads and macroscopic transverse strains are well predicted. Crack initiation location is also well
represented; in particular initiation at the center of the specimen for standard flat specimens is well captured
by the model (see fig. 14c).

M-shape simulated failure given in fig. 15h occurs at one of the two sheared ligaments as observed
experimentally. This disymmetric behavior is attributed to small differences between both side of the mesh
and numerical errors. These small differences are increased due to the intrinsic softening character of the
constitutive equations thus leading to a disymmetric response.

The CCP specimen, which is representative of long crack propagation, is also well represented (see
fig. 16a and fig. 16b). Its overall behavior is close to that of the V45 specimen.

Due to its geometry, four crack initiation spots exist in the FN specimen. This lead to crack path
dissymmetry and to various possible paths as exemplified in fig. 16d and fig. 16g. This is attributed to
slightly different applied boundary conditions (due to e.g. a small misalignment in the griping system or
specimen positioning). Note that, these differences are small enough so as to have no influence on the
macroscopic load—displacement curves. To account for this experimental scatter, displacements measured
using DIC were used as boundary conditions on horizontal lines located at ±17.5 mm from the center line
of the specimens. This is done using the Escale software [55] which allows dialog between experiments
and simulations. The simulation is then able to represent the corresponding crack paths of FN specimen in
tests carried out at different slow loading rates of 0.009 mm.s−1and 0.09 mm.s−1(see respectively fig. 16e
and fig. 16h). One can notice that the corresponding load–displacement curves given in fig. 16c and fig. 16f
are also well reproduced. As already discussed above (6.5), the model is however unable to reproduce to
ductility loss observed at 100◦C under quasi-static conditions in fig. 7. In that case, the model predicts
a constant ductility. The ductility loss might be due to dynamic strain aging which was shown to reduce
ductility [50]. Its possible effect is not integrated in the present model. Note that these loading conditions
do not correspond to car crash situation.
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Figure 14: Comparison between simulation and quasi-static tensile tests - part I.
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Figure 15: Comparison between simulation and quasi-static tensile tests - part II.
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Figure 16: Comparison between simulation and quasi-static tensile tests - part III.
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7.3. Dynamic tests

Dynamic tests are then simulated and results are given in fig. 17. These results also show an overall
good prediction of strength levels and displacements at failure for all specimens. Note that, for the sake
of clarity, only few loading rates are presented. No transverse strain measurements were performed during
dynamic tests. Quasi-static results are also plotted for comparison.

The simulated stress-strain curves at different plastic strain rates (see fig. 17a) well represent the increase
of strength due to viscous effects. The slight stress decrease observed at high strain rates (see the yellow
frame) is caused by self-heating which is well reproduced by the simulation. A similar trend was observed
in [6] for flat tensile specimens. Large flat specimens were used for the identification of Roth and Mohr
self-heating parameters and are already presented above in fig. 13. Results illustrate the macroscopic loss of
ductility with the increasing loading rates which is quite well reproduced by the model. The corresponding
simulated temperature fields (see fig. 18) are also in good agreement with infrared pictures. A slightly higher
simulated temperature is however observed in the fracture areas. These results also validate the assumption
that it is not necessary to model the effect of temperature on damage development in the case of dynamic
tests conducted at room temperature.

Notched specimen NT1 (see fig. 17b) and V45 (see fig. 17c) are less sensitive to self-heating. Plastic
strain being localized in the thin notched area, heat generation does not affect the entire specimen cross
section and is not visible on the macroscopic response. Ductility is thus quasi-constant for all loading rates
on these geometries. This behavior is also well represented by the model. The same observation is valid for
CCP dyna. tests (see fig. 17d). Note that for this specimen, the level of strength for the fastest loading rate
of 7.0 m.s−1 is slightly underestimated.

M-shape specimens are less ductile at high loading rates (see fig. 17e). This is consistent with results on
tensile tests as the entire sheared areas are uniformly strained so that the entire cross section is submitted to
heating. Localization is therefore favoured compared to quasi-static loading so that failure occurs earlier.

FN specimens are simulated for two fast loading rated equal 8.33 mm.s−1and 1.0 m.s−1. Both show
different levels of strength and displacement at failure. The specimen simulated responses well represent
the material resistance level increase and the loss of macroscopic ductility due to thermal effects. Due to the
inability to perform DIC analyses at high velocities, the accurate boundary conditions could not be applied
for these simulations. This can explain the slight difference between the experimental and simulated elastic
responses. Nevertheless, a good general agreement with experiments is still observed.

8. Conclusion

To overcome the shortcomings of fracture criteria for ductile cracking prediction in car simulations, a
Gurson type damage model was proposed and evaluated. First of all, a very comprehensive experimental
campaign allowed to observe the material response and to understand the phenomena involved in DP450
steel failure. These phenomena were modelled using an original set of constitutive equations with a limited
number of parameters to identify. A practical identification procedure was proposed. It should be noted
that the identification of the damage parameters, requires only a small number of tensile tests on relevant
geometries, which is an advantage for industrial use. At last, the proposed model and fitted parameters were
validated based on tests that were not used for the identification. Comparisons between tests and simulations
for different stress states and loading rates have shown that the model is able to predict both the macroscopic
response of the specimens in terms of load—displacement curves and the crack path, with good accuracy.
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Sim. ṗ = 27.3 s−1
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Figure 17: Comparison between simulation and dynamic tensile tests.
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Figure 18: Comparison between experimental and simulated temperature fields on Large flat specimen.

However, some improvements are still required to ensure a reliable crack prediction usable in automotive
industry. First, crash simulations are mostly performed using dynamic explicit finite element codes more
convenient for strongly non-linear problems and fast transients. It is then considered to implement the
proposed constitutive model into the Europlexus [56] solver. As explicit solvers require numerous very
small time increments, it is proposed to use an explicit integration scheme for the constitutive equations
following the NICE (“Next Increment Correct Error”) algorithm proposed by Halilovič et al. [11] so as
to obtain a computationally efficient code. Note that to predict cracking at material scale, a very small
mesh size is used in this paper. However the stability condition of dynamic explicit codes implies that
the smaller the mesh size, the smaller the time step. The small mesh used in this study could therefore
lead to prohibitive computational costs in large structural simulations. A possible solution could be to refit
the material parameters for a larger given mesh size. However, representing the entire database using this
solution could become difficult.

Further studies will focus on remedying mesh dependency of the results. Indeed, it is important to
note that due to stress-softening, the problem becomes ill posed and damage is finally localized in the
smallest band that can be captured by the mesh. Thus, once the parameters have been identified for a given
mesh size, all the simulations must be performed with the same mesh size. Besides, although that was not
observed with the present results, it is well known that in some cases, coupled damage models might also
be dependent to mesh orientation [45]. And yet, since car parts can have very complex geometries modelled
with the use of meshes mixing hexahedra/prismes (3D continuous elements) or triangles/quadrangles (shell
elements), it is impossible to ensure a uniform mesh size or mesh orientation. A possible solution to ensure
mesh-independent results could be to regularize the problem. A recently proposed non-local approach [57]
compatible with dynamic explicit scheme could be for example considered. These models introduce an
intrinsic material length scale so that below a given element size, results become mesh independent.
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